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The Cubic Analogue of Pell’s
Equation

In looking for a higher-degree version of Pell’s equation, a natural choice is the
equation

x> —afy3 =k,

where d is a noncubic integer. However, it turns out that the solutions of such
equations are not very numerous, nor do they exhibit the nice structure found in
the quadratic case. This chapter will begin with an investigation of this type before
treating a better analogue that admits a theory comparable to the quadratic version.
This is the equation:

x>+ eyd + % = 3exyz =k,

where c is any integer other than a perfect cube and k is an integer. In this chapter
we will see how this equation comes about and examine its theory. It will turn out,
as in the quadratic case, that there is a fundamental solution; however, this solution
is not so neatly obtained and some ad hoc methods are needed.

Sections 6.2 and 6.3 can be skipped, since they are independent of the rest of
the chapter.

6.1 The Equation x* — dy® = 1: Initial Skirmishes

Exercise 1.1. Suppose d = r>, a cubic integer. By using the factorization x> —

r3y3 = (x — ry)(x? 4+ rxy + r?y?), prove that any solution (x, y) in integers of
x3 — dy? = £1 must satisfy x> + rxy + r?y? = 1. Use this fact to deduce that

either x or y must vanish and so obtain all possible solutions of x> — r3y3 = +1.

Exercise 1.2.

(a) Verify that x> — dy? = 1 has a solution with x and y both nonzero when d
has the form s® — 1 for some integer s.

(b) Try to determine solutions of x* — 7y = 1 other than (x, y) = (1, 0), (2, 1).
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Exercise 1.3.

(a) Prove that x> — dy? = 1 has a solution for which y = 2 if and only if
d = u(64u® + 24u + 3) for some integer u.

(b) Determine a solution in nonzero integers of x3—43y3 = 1.

Exercise 1.4.

(a) Prove that x> — dy? = 1 has a solution for which y = 3 if and only if
d =uQTu? 4 9u + 1).

(b) Determine a solution in nonzero integers for x* — 19y* = 1 and for x3 —
37y% = 1.

Exercise 1.5. Suppose that x and y are nonzero intgers for which x> — dy* = 1.
This equation can be rewritten as dy® = (x — 1)(x?> 4+ x + 1).
(a) Verify that the greatest common divisor of x — 1 and x*> + x + 1 is equal to
3 when x = 1 (mod 3) and to 1 otherwise.
(b) Prove that x> + x + 1 is never divisible by 9.
(c) Deduce from (a) and (b) that x> + x + 1 must be of the form rv3 or 3rv3,
where r is an odd divisor of d.

Exercise 1.6. Suppose in Exercise 1.5 that x> + x + 1 = v,

(a) Give a numerical example to show that this equation actually has a solution
for which x and v are both nonzero.

(b) Find nonzero integers x and y for which x3 — 17y% = 1.

Exercise 1.7. Suppose in Exercise 1.5 that x> + x + 1 = 3v3, so that x = 1
(mod 3). Setting x = 3u + 1, obtain the equation (z + 1)* = u3 4 v and obtain
from Fermat’s last theorem that this case is not possible. (See Exploration 7.1.)

Exercise 1.8. Make a table of some integers d with 2 < d < 100 for which
x3 — dy® = 1 has at least one solution with xy # 0. List the solutions. Did you
find any values of d for which there are two such solutions?

7.2 The Algebraic Integers in Q(«/—3)

We have seen that x> — dy* = 1 is nontrivially solvable for certain values of
d. Rewriting this equation as x3 + (—1)3 = dy3, we see that we have to study
equations of the form x* + z> = dy3. One way to approach this is to factor the left
side as (x + 2)(x + wz2)(x + w?z), where w = % (—1 + \/—_3) is an imaginary
cube root of unity; thus, @ = 1and ®* + w + 1 = 0. This can be treated as a
factorization in the quadratic field Q(@ = {p +qv/-3:p.q € Q} treated in
Section 4.3. The set Q(\/—_S) is closed under addition, subtraction, multiplication,
and division by nonzero elements. The norm N (a + b+/=3) of numbers of the
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form a + b+/—3 is defined by the product of the number and its surd conjugate
a — b+/—3, namely a® + 3b2. Note that the norm is always nonnegative.

Recall that a number 6 is an algebraic integer in Q(+/=3) if and only if it is a root
of a quadratic equation of the form t> + bt 4+ ¢ = 0, where b and c are integers.
Normally, the reciprocal of an algebraic integer is not an algebraic integer. An
algebraic integer 6 is a unit if 6 and its reciprocal 1/6 are both algebric integers.
The set of algebraic integers in Q(+/—3) will be denoted by I. This set contains
the ordinary integers.

Exercise 2.1.
(a) Explain why o® + @ + 1 = 0.
(b) Verify that /=3 = 0 — 0* = 1 + 20.
(c) Prove that Q(+/=3) is the set of numbers of the form r + sw, where r and s
are rational.
(d) Prove that the surd conjugate of w is @?, and thus the surd conjugate of r + s
isr + sw?.

Exercise 2.2. Let ¢ and S be members of Q(«/ —3). Prove that N(af) =
N(a)N(B).

Exercise 2.3. Let 6 = r + sw. Verify that its reciprocal 1/6 is equal to (r +
s0?) /(r? — rs + s?).

Exercise 2.4.
(a) Suppose that 6 belongs to I. Prove that N(f) is an ordinary nonnegative
integer and vanishes only when 6 = 0.
(b) Prove that 6 is a unit if and only if N() = 1.
(c) Suppose that r 4 sw is a unit, so that 72 — rs + s> = 1. Prove that 2r — s is an
ordinary integer. Deduce that r and s are integers for which (2r — 5)? +3s? =
4, so that (r, s) = (£1, 0), (0, £1), (£1, £1).
(d) Prove that the only units in / are 1, +w and +0?. &

Analyzing the equation x* + z* = dy? involves examining the factorization of
x3 4 23, In the following exercises we will develop a theory of factorization for
the system 7 that is similar to that for ordinary integers. This will involve notions
of divisibility and primality as well as a version of the fundamental theorem of
arithmetic that allows each algebraic integer to be decomposed as a product of
primes. The development will involve an adaptation of the Euclidean algorithm.

Let o and 8 be members of 1. We say that S|« (“B divides «”) if « = By for
some y in /. Every member of I divides 0 and is divisible by each of the units.
We say that p in [ is prime if N(p) # 1 and it is divisible only by numbers of the
form € and €p, where € is a unit. We will see that an ordinary prime integer may
or may not be a prime in /.
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Exercise 2.5.
(a) Suppose that p belongs to I and that N (p) is an ordinary prime integer. Prove
that p must be prime.
(b) Deduce from (a) that 1 — w is a prime.

Exercise 2.6. We show that although N (2) is composite, 2 is actually prime in /.
This demonstrates that the converse of Exercise 2.5(a) is not true.

(a) Prove that N(2) = 4.

(b) Supposethat2 = (p+qw)(r + sw) is a product of two members of 7, neither
of which is a unit. Prove that p? — pg +¢* = 42, sothat 2p — ¢)* +3¢> =
£8. Show that this equation has no solutions in integers p and g and deduce
from the contradiction that 2 must be prime in /.

Exercise 2.7. Verify that 3 = —[w(1 — w)]?, so that 3 is not prime in 7 (although
it is an ordinary prime).

Exercise 2.8. Let « and 8 be two members of /. We can write /8 in the form
u + vw, where u and v are rational (check that this can be done!). Suppose that m
and n are integers for which |u — m| < % and v — n| < %

(a) Verify that N((u —m) + (v — n)w) < 7.

(b) Let y = m + nw and § = o — By. Verify that « = yB + § and that

N@) < 3N(B) < N(B). &

The result of Exercise 2.7(b) is the analogue of the ordinary division algorithm
in which we divide a number 8 into « and get a quotient y and a remainder §
“smaller” than the divisor. In this case, the measure of size of a number is not
the absolute value but the norm. We can now set up the Euclidean algorithm in
the same way as for ordinary integers. Suppose that we are given two algebraic
integers @ and B. By repeating division, we can obtain

a=yB+ B,
B =yip1 + B,
B1 = 22 + B,

and soon, where N(8) > N(B1) > N(B2) > N(B3) > --- > 0. Since the norms
constitute a decreasing sequence of nonnegative integers, the process cannot go
on forever, and we will eventually arrive at an exact division:

Br—2 = Vi—1Br—1 + Bk,
Bi—1 = B

where B is nonzero.

Exercise 2.9.
(a) Prove that 8; must be a common divisor of @ and 8.
(b) Suppose § is a divisor of & and S. Prove that § is a divisor of B;. #
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Let « and B belong to I. A greatest common divisor of o and § is an element
of I that divides both & and B, and in turn is divisible by every common divisor
of o and 8. The number B; produced by the Euclidean algorithm in Exercise 2.8
is a greatest common divisor of @ and 8. We say that « and § are coprime if the
only common divisors of « and § are units.

Exercise 2.10. Let o, 8 belong to 1. Suppose p and o are two greatest common
divisors of « and B. Prove that p = o€ for some unit €.

Exercise 2.11.

(a) Suppose that the Euclidean algorithm of Exercise 2.8 is carried out. Observe
that

Bi+1 = Bi—1 — ViBi

for1 < i < k — 1 (where By = ). Use these facts to show that B can be
written in the form £ + nB, where & and n belong to 1.

(b) Prove that every greatest common divisor of @ and 8 can be written in this
form.

Exercise 2.12. Let o and 8 be a coprime pair in /.
(a) Prove that there are numbers &, n € I for which

1 =&a + nB.

(b) Let u € I and Blau. Prove that S|u. #

With these results in hand, we are in a position to prove the fundamental theorem
of arithmetic for 7, that, up to units, each member of / can be uniquely written as
a product of primes in /.

Exercise 2.13.

(a) Let @ be a nonprime member of /. Prove that o can be written as a product
By where the norms N () and N (y) are strictly less than N («). Extend this
result to show that o can be written as a product p;; - - - px of primes.

(b) Suppose that « = p1pp - -+ pr = 0103 - - - 07 are two representations of «
as a product of primes in /. Use Exercise 2.12(b) to show that each p; must
divide one of the o, so that p; = €o; for some unit .

(c) Prove, in (b), that k = [ and that the primes p; and o; can be paired so that
each p; is the product of o; and a unit.

Exercise 2.14. Suppose that @ = 8§* for some positive integer k and for some 8
in / and that « = By, where all the common divisors of 8 and y are units. Prove
that B and y must both be kth powers, up to a unit factor.
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7.3 The Equation x* — 3y’ =1

We apply the theory of the last section to show that x* —3y3 = 1 has no solutions in
integers except for (x, y) = (1, 0). Writing the equation in the form x> — 1 = 3y3,
we can factor the left side over I and consider it as

x =D —0)(x — o) = —*(1 — )%y’ = —*(1 — w)¥"2,

where y = (1 — w)™z for some nonnegative integer m, and z is in / and not
divisible by 1 — w.

Exercise 3.1.
(a) Verify that the difference of any two of x — 1, x — w, and x — ? is the
product of 1 — w and a unit.
(b) Prove that 1 — w must divide at least one of the factors x — 1, x — w, and
x — w?, and so it must divide each of the factors.
(c) Prove that a greatest common divisor of any pairof x — 1, x — w, and x — @
is1 — w.

2

(d) Prove that (1 — w)? cannot divide more than one of x — 1, x — w, and x — w?.

(e) Prove that 1 —  must divide y3, so that m > 0.

(f) Provethatx — 1, x — w, and x — »? in some order have the forms €; (1 — w) y13,
e2(1 — w)y5, and 3(1 — w)>"y; for units ¢; and numbers ; in I for which
z is a unit times y;y»y3 and where each y; is not divisible by 1 — w.

Exercise 3.2.
(a) Verify that (x — 1) + o(x — ) + ©*(x — w?) = 0 and deduce that

vi+eys =1 — )y =3l — )" 'ys)?

for some units €, ¢, and 1, where y;, y», y3 are the quantities of Exercise
3.1(%).

(b) Prove that y; and y, are each congruent to =1, modulo (1 — w), and deduce
that for some choice of signs, 1 & € = 0 (mod (1 — w)?).

(c) Check the possibilities 1, +w, +w? of units and conclude that e = +1. &

By relabeling y, so that the minus sign is absorbed if necessary, we may assume
that

iy =3l — )"yl

Exercise 3.3.
(a) Byfactoring y13 + y23 = (y1+12) (1 +0y2) (1 + ©?y,), imitate the argument
in Exercise 3.1 to show that m > 1.
(b) By iterating the process that takes us from x3 — 1 = 3y3 to y13 + y23 =
3n[(1 — w)""'43]3, obtain by descent a succession of equations of the latter
type involving lower positive powers of 1 — w on the right. Deduce that the
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assumption of a solution in 7 for x* + 1 = 3y3 must be false and that therefore
x3 — 3y? = 1 has no nontrivial solution in ordinary integers.

Exploration 7.1. Extend the method of this section to prove that x4+ y3 =73

cannot be solved in I and so the equation (1 + 1)® = u? + v® in Exercise 1.8 has
no solution with (u, v) # (-1, 1), (0, 1). Does x> — 2y = 1 have a solution
with xy # 0?

7.4 Obtaining the Cubic Version of Pell’s Equation

Let ¢ be any integer that is not a perfect cube, and let 6 be its real cube root. In
Chapter 2 we noted that the quadratic Pell’s equation could be written in terms of
a norm function involving the square root of d. We can proceed the same way for
the cubic case. The number 6 is the real root of the cubic equation

P —c=0.

This equation has three roots, namely 6, 6w, and fw?, where w is the imaginary
cube root of unity, % (=1 4+ iv/73).

Consider the expression x + y6 + 702, where x, y, and z are integers. We define
its norm by

N(x+y0 4+20%) = (x +y0 +20%)(x + yoow + 2(0w)*) (x + yo® + z(@a)z)z).

This will turn out to be a homogeneous polynomial of degree three in x, y, and z
with integer coefficients. The analogue of Pell’s equation will therefore be

N(x + y0 + 26%) = k.

Exercise 4.1. Noting that 6° = ¢, > + w + 1 = 0, and 0 = 1, verify that
N(x 4+ y0 +20%) = (x + y0 + 267 [(x? — cyz) + (c2® —xy)0 + (y> —x2)6%] =
X3+ cy? + 22 — 3exyz.

Exercise 4.2. Verify that N ((x + y0 + z6%)(u + v0 + w6?)) = N(x + y6 +
20%) - N(u + v6 + wb?).

Exercise 4.3. Suppose that (x, y, z) = (u1, v;, wy) is a solution of x4y’ +
c?73 —3cxyz = 1. For each positive integer n, we can expand (u; + v16 + w;6%)"
in the form u, + v,0 + w,62, by making the reduction #° = c. From Exercise
4.2, argue that (u,, v,, w,) is also a solution of x> + ¢y + ¢?z> — 3cxyz = 1.

Exercise 4.4. Observe that (x, y,z) = (1,1, 1) is a solution of the equation
x3 + 293 + 473 — 6xyz = 1. Use Exercise 4.3 to derive other solutions of this
equation in positive integers. Check these.
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Exercise 4.5.
(a) Verify the factorization
a + b+ —3abe = (a+b+c)(a2+b2+02—ab—ac—bc).
(b) Use (a) to obtain the factorization

x4+ eyd + ?2 — 3exyz
1 2 2
= (0 + 20%)((x — y0)* + (y0 — 260%)" + (x — 26°%)").

(c) Deduce from (b) thatif (x, y, z) is atriple of large positive integers that satisfy
the equation x* + ¢y® + ¢?z®> — 3cxyz = 1, then x — y0 and y — z# must
be close to zero, so that x/y and y/z are approximations of 6.

Exercise 4.6. Let x, y, and z be integers. Use the factorization of Exercise 4.5(b)
to show that (x 4+ y8 + z62)~! has the form (p + g6 + r6%)/K, where p, q, r, K
are all integers. Indeed, verify that

K = x> + ¢cy? + 2% — 3cxyz,
P = xz — Yz,
q =cz® — xy,

r=y*—xz.

Exercise 4.7. Note thatif (i, v, w) is a solution of x> 4+ ¢y® + 223 — 3cxyz = 1,
then other solutions can be found from the expansion of negative integer powers
of u 4+ vf 4+ wh?. Use this to find solutions of x> + 2y3 + 4y> — 6xyz = 1in
integers, not all of which are positive.

Exercise 4.8. So far, we have assumed that c is not a perfect cube. In this exercise
we will see that when ¢ = a for some integer a, the behavior is quite different.
(a) Verify that

2(x° + a’y? + a®2 — 3a’xyz)
=X +ay+ azz)[(x — ay)2 + az(y — az)2 + (azz — x)z].

(b) Suppose that |a| > 2 and that the integer triple (x, y, z) satisfies x> + cy® +
c?z3 — 3cxyz = 1. Prove that y = az and deduce that x = a’z £+ 1. What
do you conclude about the set of solutions in this case?

(c) Analyze the case |a| = 1.

7.5 Units

Let Q(8) be the set of real numbers of the form u + v0 + wh?, where u, v, w
are rational numbers and #° is the integer c; Z(6) is the subset of Q(6) for which
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u, v, w are integers. An element € of Z(60) is called a unit if [N(6)| = 1. Since
u? + cvd + 2w’ — 3cuvw = 1if and only if u + v6 + wH? is a unit, we begin
our study of the cubic Pell’s equation by looking at the structure of the units in
Z(60). The treatment is similar to that of the quadratic case in Section 4.1.

Exercise 5.1.
(a) Verify that Q(0) is a field; that is, the sum, difference, product, and quotient
(with nonzero denominator) of two numbers in Q(#) also belong to Q(9).
(b) Verify that Z(0) is a ring; that is, the sum, difference, and product of two
numbers in Z(6) also belong to Z(0).
(c) Prove thatif @ € Z(0), then also N(«) /o € Z(0).
(d) Show that an element € € Z(0) is a unit if and only if 1/e € Z(60). (Cf. the
definition of unit in Section 7.2.)
(e) Show that if € and » are units, then so is €.

Exercise 5.2.
(a) Letu + v8 + wh? € Q(8). Define
2

T (u + v0 + wh?) = u + vwb + ww?6>,
(U + vl + w@z) = u + v’ + wwbh?,

where w is an imaginary cube root of 1. Prove that for «, 8 € Q(#) and
i=1,2;

T(axB) =) £5(B), w(f) =rt@nuB), ul/a)=1/t(a).
(These equations specify that t; and t; are isomorphisms of Q(6) into the field
of complex numbers. The norm of an element « is the product « - 71« - Trx.)

(b) Verify that 7| () is the complex conjugate of () for @ € Q(0).

(c) Verify thatifa = u + v6 + w62, then «, 71 (@), and 1 () are the three roots
of the cubic equation

2 — 3ur® + 3(142 — cow)t — (1 + cv® + Pw? — 3cuvw) =0

with rational coefficients. Observe thatif ¢ € Z(0), then the cubic polynomial
has integer coefficients.

Exercise 5.3. Determine all units ¢ € Z(0) whose absolute values |€]| are equal
to 1.

Exercise 5.4. Let E be the set of units in Z(6) and suppose that E contains
elements other than 1 and —1.
(a) Let M be a positive number exceeding 1. Prove that there are at most finitely
many elements € of E for which 1 < |e| < M.
(b) Prove that E contains a smallest element y that exceeds 1.
(c) Lete € E, |e| # 1. Suppose that ¢ is the element among €, —e¢, 1/¢, and
—1/€ that exceeds 1. Prove that § = y™ for some positive integer m. Deduce
that € = £y" for some integer n. ®
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We turn to the question of the existence of a nontrivial unit whenever c is not a
cube. The basic approach is similar to that used for the quadratic case in Section
4.2. From Exercise 4.1, we recall that

N(x +y0 +20%) = (x +y0 +20%)[(x* — cyz) + (cz® — xy)0 + (y* — x2)0?].

The strategy is to first show that for some real number M, N (x + y6 + z6%) < M
occurs for infinitely many triples (x, y, z), so that N (x + y6 + z6%) must assume
some value infinitely often.

Exercise 5.5. Let n be an arbitrary positive integer and let the indices i and j

satisfy —n < i, j < n.

(a) Explain why for each of the (2n + 1)? possible choices of the pair i, j we
can select an integer a;; for which 0 < a;; + i0 + j92 < 1.

(b) Use the pigeonhole principle to argue that for some positive integer k£ not
exceeding 4n2, there are two distinct pairs of indices (i, j) for which the
corresponding numbers a;; + i6 + j6? fall in the same interval

k=1 Kk
Co4n?2 T T 4n? |

(c) Deducefrom (b) that there are integers u, v, w, not all zero, for which |v| < 2n,
lw| < 2n, and |u + v + wo?| < 1/4n*> < 1/k(v, w)?, where k(v, w) =
max(|v|, |w]). (Note that k(v, w) > 1.)

(d) Use the fact that

U+ vold + ww?6? = (u + v + wh?) + v(w — 1) + w(w? — 1)H?

to show that

1
U+ vwb + wa)292‘ < — 4+ 4k(v, w)|c| < S5k(v, w)|c|
k(v, w)?

and prove that
[V (s + 00 + w6?)| < 25

(e) Prove that there are infinitely many triples (u, v, w) of integers for which
|N (1 + v0 + wo?)| < 25¢2,

(f) Prove that there exists a positive integer m for which N (x + y# + z6%) = m
has infinitely many solutions, with x, y, z integers.

Exercise 5.6. Let m be the positive integer found in Exercise 5.5.
(a) Prove that there are two distinct triples (u1, vi, wy) and (uz, v, wy) of
integers such that

Ny + v10 + wi0%) = Nz + 120 + w20%) = m
and

uy = Uy, v = Uy, w; = wy,
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modulo m.
(b) Suppose that

|:u1 + v160 + w192
m| —mM

u +v9+w92:|:u3+v30+w302.
2 2 2

Prove that u3, vs, w; are integers each divisible by m.

(c) Letu = uz/m, v = v3/m, and w = ws/m. Verify that (u, v, w) is a triple
of integers distinct from (1, 0, 0) for which N(u + v 4+ w6?) = 1. This
establishes that x* + cy3 + ¢?z%> — 3cxyz = 1is always solvable nontrivially
for integers when the parameter c is not a cube.

7.6 Matrix and Vector Considerations

As for the quadratic Pell’s situation, we induce from the multiplication of u + v6 +
w6? and x + yO + z6? a corresponding *-multiplication for triples (u, v, w) and
(x,y,2) by

(u, v, w) % (x,y,z) = (ux + cvz + cwy, uy + vx + cwz, uz + vy + wx).

Let (u, v, w)~! be the triplet that corresponds to (u + v6 + w6?)~ ! If we think
of (u, v, w) as being a fixed multiplier, we can describe its effect in matrix—vector
form by

X ux + cwy + cvz
My |=| vx+uy+cwz |,
z wx + vy + uz

where M is the 3 x 3 matrix

u cw cv

For n an integer, let (u, v, w)" = (u,, vy, wy) if (u + v0 + wh" = u, +
v,0 + w,02.

Setting g.(u, v, w) = u® + cv® + 2w’ — 3cuvw, we define (u, v, w)’ =
(1’ ()7 O)’

2 2 2

( = ( u?> —cow  cw® —uv V: — uw >
u, v, w) = , )
ge(u,v,w) ge(u,v, w) gc(u,v, w)

(cf. Exercise 4.1), and
, v, w)™" = [(u, v, w)'T".

Suppose now that g.(x, y, z) = 1 has solutions other than (x, y, z) = (1, 0, 0)
and that (x, y, z) = (u, v, w) is the solution for which u + v + w6? has the
smallest positive value exceeding 1 (the fundamental solution). Then by Exercise
5.4, the entire set of solutions is given by (x, y, 2) = (4, vy, w,) = (u, v, W),
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where 7 is an integer. As in the quadratic case, we can find recursions satisfied by
each of the sequences {u,}, {v,}, and {w,}.

The sum of two 3 x 3 matrices and the product of a number and a matrix are
defined componentwise as was done for 2 x 2 matrices in Section 1.2. The product
of two 3 x 3 matrices is given by

ai ap  aps byt by by
ax axn axs by by by
a3 axn  ass b31 by b33

anbiyi+anby +aizby  anbitanbntanby  anbiz+anbitaizbs;
= | anibii+anby +anbs  anbiptanbntanby  aybiz+anbs+anbs;
azibii+axnby +aby  azibiatanbptabyn  azbiz+azbstazsbss

Note that in the exercises, M is the matrix defined above and g.(u, v, w) = 1.

Exercise 6.1. Let

1 00
I=10 1 0
0 0 1
Verify that for any 3 x 3 matrix A, Al = [A = A.
Exercise 6.2. Verify that
Up+1 = UUy + CWV, + COW,,

Upyl = VU, + UV, + CWW,,

Wptl = Wiy + VU, + UW,.

Exercise 6.3.
(a) Define

l/l2 — Cvw CU2 — cuw c2w2 — CUuv

M= cw?—uv u?—cow cv?—cuw

1)2 —uw cw2 — uv Lt2 — Ccow

Verify that this definition is appropriate in that MM~' = M~'M = 1.
(b) Verify that

2 2

u? + 2cow 2cuw + cv? 2cuv + Aw
M? = | 2vu + cw? 2cvw + u®  cv? + 2cuw
2wu + v: cw? 4 2uv 2cvw + u?

(c) Verify that
M? = 3uM +3w® — cow)l — M~ ' =0
and deduce that

M3 —3uM? +3w® — cow)M — I = 0.
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(d) Verify that

62 62
M| 6 | =w+vo+wd| 6
1 1

(e) Use (c) to deduce that the sequences {u,}, {v,}, and {w,} each satisfy the
recursion

X3 = 3uxppa — 3 — cow)xypg + X
Exercise 6.4. In Exercise 4.4, the solution (x, y,z) = (1, 1, 1) was given for

g (x, y,z) = 1. Determine (1, 1, 1)~! and use the recursion in Exercise 6.3(e) to
derive other solutions. Check these.

Exercise 6.5.
(a) Verify that g3(x, y, z) = 1 can be rewritten as
(x> = 1) +3y* + 9(z> — xy)z = 0.

(b) Deduce that for any solution of (a), x = 1 and y = 0 modulo 3. Use these
facts to obtain a solution by inspection.

(c) Determine other solutions by taking *-powers and check that the sequence of
solutions you get satisfies the recurion in Exercise 6.3(e).

7.7 Solutions for Special Cases of the Parameter ¢
As in our initial investigation of the quadratic Pell’s equation, it is possible to find
solutions for
ge(x,y,0) =x> + ey’ + 72 —3exyz =1 (1)
quite readily for certain values of c. This section will examine some ways of doing
this.
Exercise 7.1.
(a) One strategy for locating a solution is to try x = 1. Then y and z must satisfy
v +ez® —3yz = 0. )
Verify that if (2) is to be satisfied, then

—y(y* =32)  yBz—y?)
b4 B & '

CcC =

Use this fact to determine values of ¢ for which (2) has solutions with z = 1
and for which (1) has a solution with x = z = 1.

(b) Determine values of ¢ for which (1) has a solution withx = 1,z = —1.

(¢c) Determine values of ¢ for which (1) has a solution with x = 1,z = £2, 3.
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(d) Make a table of some of these solutions (x, y, z) along with the inverse
solutions (x, y, 7)~! as defined in Section 7.6.

Exercise 7.2. Suppose thatc = —d. Prove that (x, y, z) = (u, v, w) is asolution
of x> +cy* + %73 —3cxyz = lifandonlyif (x, y, z) = (u, —v, w) is a solution
of x3 + dy* + d?>z3 — 3dxyz = 1. Thus, in analyzing Pell’s equation, we can get
the whole story essentially by looking at positive values of c.

Exercise 7.3.

(a) Suppose ¢ = k* + r where k and r are integers. Let s satisfy rs = 3k. Verify
that (x, y, z) = (1, ks, —s) is a solution of (1).

(b) The formula in (a) will always generate a rational solution for (1). Verify that
for ¢ = 29, a solution is (x, y, z) = (1, 27/2, =9/2).

(c) We can specialize to k = rt, s = 3¢ in (a), so that c = r3¢> 4+ r and
(x,y,2) = (1, 3rt%, —3t) isasolution. List all of the positive values less than
300 for which we can find a solution in this way along with the corresponding
solutions and inverse solutions.

(d) Specialize to the case that r is a multiple of 3 and obtain solutions for further
values of c.

(e) Are there any other positive values of ¢ not exceeding 100 for which we may
obtain solutions? Try letting k be other than an integer.
Exercise 7.4. Consider the equation
X2+ ey + ?2 — 3exyz = 8, 3)

where ¢ = a’ + 2a.
(a) Verify that this equation is satisfied by (x, y, z) = (2, 3a, —3).
(b) By considering (2 + 3a6 — 36%)2, deduce and check that

(x,y,2) = (4 — 18ac, 12a + 9, —12 + 9a?%)
is a solution of
x* 4 cy® + 2} — 3exyz = 64 4

(c) Show that when a = 2b is even, the values of x, y, z in (b) are divisible by
4. In this case, verify that ¢ = 4b(2b*> + 1) and that

(x,y,2) = (1 —36b*(2b> + 1), 3b(6b* + 5), 3(3b* — 1))
satisfies (1).
(d) Determine a solution of (1) in positive integers when ¢ = 12, 72, and 228.
Exercise 7.5.
(a) Suppose that c = r2. Prove that (x, v, 2) = (u, v, w) satisfies

x4yt + 2 —3exyz =1
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if and only if (x, y, z) = (u, rw, v) satisfies
x4y + 17 = 3rxyz = 1.
(b) Verify that (x, y, z) = (4, 3, 2) satisfies (1) when ¢ = 3 and use this result
to obtain a solution to (1) when ¢ = 9.
(c) Exercise 7.1 gave amethod of solving equation (1) forc = 5. Use this solution

to generate a solution (x, y, z) for which y is divisible by 5. From this, deduce
a solution to (1) for ¢ = 25.

Exercise 7.6.
(a) Suppose that ¢ = r3s. Prove that (x, v, z7) = (u, v, w) is a solution to
ey 477 —3exyz =1
if and only if (x, y, z) = (u, rv, r*w) is a solution to
X3+ sy 4+ 522° — 3sxyz = 1.
(b) Find a solution in integers to the equation
x¥ 4+ 16y° + 25673 — 48xyz = 1.
Exercise 7.7. Consider solutions of (1) with z = 0. In this case, the equation
simplifies to x*> 4 ¢y? = 1. With reference to Section 7.1, determine values of ¢

for which a solution of this type is available along with some solutions and their
inverses.

Exercise 7.8. Investigate solutions of x* + ¢y? 4+ ¢?z* — 3cxyz = 1 in the special
cases that c = k3 + 1 and ¢ = k3 + 3, and see whether you can find solutions
that depend algebraically on the parameter k.

Exercise 7.9.
(a) Verify that
gex+cz,x+y,y+2) = (+ Dgex,y, 2).

(b) Starting with the fact that g.(1, 0, 0) = 1, use (a) to determine at least two
solutions to g.(x, y, z) = 1 in positive rationals. Are there any situations in
which integer solutions can be found in this way?

(c) Is one of the two solutions found in (b) a power of the other?

Exploration 7.2. Are there any values of ¢ for which g.(x, y, z) = 1 does not
have a solutions with x = 1?

7.8 A Procedure That Often, but Not Always, Works

As seen in Exercise 1.5(b), when x, y, z are large positive integers, then x4
cy? + ¢*z® — 3cxyz = 1 implies that x is close to y6 and y is close to z6. This
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suggests that we generate triple of integers (x, y, z) with these properties and hope

that some of them will give us a solution. We start with four triples for which the

signs of x* — c¢y? and y? — ¢z? together cover all four possibilities. Let p = 6],

the largest integer whose cube is less than ¢;letg = [ pf] andr = [(p 4+ 1)6].
We form a table that begins

(x, ¥, 2) o A AR
(Q»P» 1) - -
(r,p+1,1) - +
r+Lp+1,1)  + +

From this seed, we proceed as follows: Suppose the final entry in the table so far
is (u, v, w). Let (1, v/, w’) be that last of the previous entries for which

w—cvd and WP —c?

have opposite signs and also

v> —cw® and v? — cw”

have opposite signs. The next entry is (v + u’, v + v/, w + w’).

Thus, the fifth entry in the table will have (x, y,z) = (¢ +r + 1,2p + 1, 2).
The hope is that adding triples with opposite signs will keep bringing x* — cy® and
y3 — ¢z relatively close to zero and so, in due course, make x> + cy® + ¢?z* —
3cxyz = 1. Surprisingly, this works quite often; more surprisingly, it does not

work all the time.

Exercise 8.1. For ¢ = 2, verify that the algorithm yields the following table:

%)

(x,v,2) =2y ¥ =272 X +2yP +473 - 6xyz
(1,1, 1) — — 1

2.1,1) n _ 2

2,2,1) — + 4

3,2, 1) n + 1

4,3,2) + + 6

5,4,3) — + 1

(7,5,4) + — 9

(12,9,7) + + 22

(13, 10, 8) + — 5

Continue the table to generate more solutions to x> + 2y® 4+ 473 — 6xyz = 1,
but check that the algorithm does not pick up (x, y, z) = (281, 223, 177).
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Exercise 8.2. For ¢ = 5, verify that the algorithm yields

(x,y,2) x>=5y> ¥y =523 X3 4593 42523 — 15xyz

1,1,1) - - 16
2,1,1) + — 2
(3,2, 1) - + 8
4,2,1) + + 9
(5,3,2) - — 10
9,5, 3) + - 4

Continue this table until a solution to x3 + 5y + 25z — 15xyz = 1 is found.

Exercise 8.3. Try the algorithm to obtain solutions to
ey +?P —3exyz =1

whenc = 3,4,6,7,9, 10, 11, 12, 13, 14. For the cases ¢ = 6, 10, 11, 13, a pocket
calculator is especially useful, and for the case ¢ = 12, a programmable calculator
or computer is desirable.

Exercise 8.4.
(a) The smallest positive solution of

x> 4+ 15y° +2257° — 45xyz = 1

is (x,y,z) = (5401, 2190, 888). Check this solution and verify that the
algorithm fails to find it.
(b) The smallest positive soution of

x3 4+ 16y + 25673 — 48xyz = 1

is (x, y, z) = (16001, 6350, 2520). Check this solution and verify that the
algorithm fails to find it.

Exercise 8.5. If you have suitable computational power at your disposal, check
the efficacy of the algorithm for higher values of c.

7.9 A More General Cubic Version of Pell’s Equation

So far, we have examined Pell’s equation in the form N(x + y8 + z6%) = 1,
where 6 is a root of the special equation t> — ¢ = 0. We extend our investigation
to equations derived from roots of the cubic equation

24 ar> +bt +c¢ =0,

where a, b, and c are arbitrary integers. Suppose that the cubic polynomial cannot
be factored as a product of polynomials of lower degree with integer coefficients
and that its roots are 8 = 61, 0,, and 63 with 6 real. Define

g(x,y,2) = (x + y01 + 200) (x + y0> + 267)(x + y05 + 265).
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The analogue of Pell’s equation is g(x, y, z) = 1.

Exercise 9.1. Recall thata = —(6; + 6, + 63), b = 610, + 0,63 + 6,65, and
¢ = —0,6,65. Show that

g(x,y,2) = x> — oy} + 223 — ax®y + (@* — 2b)x%z + bxy? + acy’z
+ (b* — 2ac)xz® — beyz? + Be — ab)xyz.

Exercise 9.2. Let 6 be a root of the equation > = ¢ + 1.
(a) Verify that

g(x, v, 2) = x>+ v + 22+ 2x%2 + x> — xy? — yz2 — 3xyz.

(b) It turns out to be uncommonly easy to find solutions of g(x, y, z) = 1. By
inspection, see how many you can get.

(c) We can obtain all solutions as *-powers of a fixed one (u, v, w), where u +
v6 + wh? has the smallest value exceeding 1. Do this.

(d) Using matrix techniques, determine a recursion satisfied by the sequence of
solutions.

Exercise 9.3. Let 6 be a root of the equation > — 7¢% 4 14t — 7 = 0.
(a) Verifythatg(x, y, z) = x>+ 7y +4923 +7x2y +21x%z 4+ 14xy? +49y%z +
98xz% + 98yz% + T7xyz.
(b) Determine some solutions of g(x, y, z) = 1 withz = 0.
(¢c) Determine some solutions of g(x, y,z) = 1 withx =z = 1.
(d) List other solutions. Do you think that they are all obtainable as x-powers of
a single solution?

7.10 More Explorations

Exploration 7.3. Consider the function g (x, y, z) = x> + 2y3 + 423 — 6xyz.
There appear to be a number of interesting regularities that occur, as, for example,
in the following table:

(.X, )’»Z) gZ(-xv y’Z)
(1,0,0) 1
(1,1,0) 3
(1,1,1) 1
3.2.2) 3

1

3

(5,4,3)
(11,9,7)

If (x,, Yu, zn) is the nth triple, then {x,}, {y,}, and {z,} each appear to satisfy the
recursion

VR W~ O S

tom = ban—1 + bom—2 + tam—3,

b1 = 2t + b2,
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form > 2.
Another table of regularities is

(x,5,2) 8, y,2)
(1,0,0)
(0, 1,0)
(1,-1,1)
0,0, 1)
(1,0, 1)
1,1, 1
2, 1,1
(1,2, 1)
2,2, 1)
(3,3,2)
(5,4, 3)

IS

— O 00 1O LN kW —=O
— N oD = RO N

(=)

In this case, the recursion seems to be, form > 1,

Ism—1 = Ism—3 + tsm—4,
Ism = tsm—1 + t5m—4,
Ism+1 = Ism + Ism—s,
tsmys = tsy + tsm—a,
Ism+3 = Ismy1 + Ism—4.

It seems to happen more frequently than one would expect that

&2(x1, y1, 21) + g2(x2, ¥2, 22) = g2 (x1 + X2, y1 + Y2, 21 + 22).
For example,

&1, 1, 1) +£(5,4,3) = £(6,5,4),
82(5.4,3) + £2(8,6,5) = £(13, 10, 8),
&1, 1,0) + &1, 1, 1) = (2,2, D),
82(1,0,0) +£2(3,3,2) = £(4,3,2).

Can anything be said in general?

Exploration 7.4. Let ¢ be a noncubic integer and 6 its real cube root. The number
x + y6 + z6? in Q(#) is an algebraic integer if and only if it is a root of a monic
polynomial with integer coefficients. The monic cubic polynomial whose roots are
X+ 0 4+ 262, x + yob + z0%60%, x + yw?0 + zwbh? is t? — pt? + qt — r where
p =3x,q9 =3(x>—cyz),and r = x> + ¢y’ + ?z> — 3cxyz. Now, p, g, r
are certainly integers when x, y, z are themselves integers. Are there values of ¢
for which algebraic integers exist where x, y, z are not all (ordinary) integers, but
p, g, r are integers?
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7.11 Notes

Section 3. For an account of Q(+/=3), consult G.H. Hardy and E.M. Wright,
An Introduction to the Theory of Numbers (Oxford), Chapter XIII. In the fourth
edition (1960), the relevant material is found on pages 188—189 and 192-196. This
chapter gives a treatment of a few special cases of Fermat’s “theorem” that there
are no nontrivial solutions in integers of x" + y" = 7" when n is a positive integer
exceeding 2. This is the theorem that was finally settled by Andrew Wiles in the
last decade of the twentieth century.

5.5-5.6. See G.B. Mathews, On the Arithmetic Theory of the Form x> 4+ ny® +
n’z3 — 3nxyz, Proc. London Mathematical Society 21 (1890), 280-287.

7.9. When x, y, z are positive and g.(x, y, z) = 1, then y/z, x/y, and cz/x
are approximations to ¢!/3 whose product is c. Thus some are over- and others
under-approximations. We can add numerators and denominators to get better ap-
proximations (x +y)/(y +2), (x +cz)/(y + x). We select the third approximation
to make the product of the three to be equal to ¢: ¢(y + z)/(x + cz). This motivates
the transformation

Sx,y,2) = (x+cz,y+x,z+ ).

Compare the values of g.(x + cz, y + x, z + ¥), g.(cz, x, ¥), and g.(x, y, 2).

The tranformation is related to the following algorithm for determining the cube
root of any positive number c. Begin with the quadruple (1, 1, 1, ¢). We form a
sequence of quadruples in which (p, g, r, cp) is followed by (p + g, g +r, r +
cp, c(p+q)). Itturns out that as one proceeds along the sequence, ¢/ p,r/q,cp/r
all approach ¢!/3. This can be generalized to higher roots. Thus, for the kth root of
¢, start with (1, 1, 1, ..., 1, ¢) (with k ones) and apply the transformation

(p.g,r,....s,cp) — (p+q,q+r ....,s +cp,c(p+q)),

where each of the first k entries is the sum of the corresponding entry and its
successor in the previous vector.

Section 9. A recent researcher who has done a significant amount of work on
the determination of cubic fields is T.W. Cusick; an example of the work of him
and his colleagues is listed in the bibliography.

7.12 Hints

2.2.Letp(x + yw) = x + yw?, the surd conjugate of x 4+ yew. Show that ¢ (r) = r
for each rational r, ¢ (¢ = B) = ¢d(a) = P (B), p(aB) = ¢(x)p(B). Note that
N(x) = ag(a).

2.10. Since o |p, p = o€ for some algebraic integer €. Since p|o, deduce that €~
must also be an algebraic integer.

2.12(b). Note that © = £ + nBu and that 8 divides each term on the right side.
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32(0).Lety; = ri + syw = (r1 + s51) — 51(1 — w) and note that r; + s; is not
divisible by 3 = (1 — w)(1 — &?).

5.1(a). Use the fact that 3 = ¢ to check products and refer to Exercise 1.7 to show
that the reciprocal of an element in Q(#) is also in Q(6).

5.1(d). Observe that if o € Z(60), then N (o) must be an integer. Use the fact that
N(l/a) = 1/N(a).

5.2(c). Determine the coefficients by looking at the sum, sum of products of pairs,
and products of the roots. Use the fact that * = 1 and w + @? = —1.

5.4(a). Observe that 71 (¢) and 1,(€) are complex conjugates and use the fact that
€11(€)12(€) = 1 todetermine bounds for | 7| (¢)| and | 7o€|. Now use the symmetric
functions of ¢, 7 (¢), and 1, (¢) to find bounds for the coefficients of € (cf. Exercise
5.2(b)).

5.5(c). Take the difference of the numbers in the pair found in (b).

5.5(e). Select (i1, vi, w;) such that N(u; + v;0 + w;6%) < 25|c|?. Determine
an integer n such that 1/4n> < |u; 4+ v;6 + w;6?|, and use (c) to find a distinct
triple (12, vy, wy) with N(up + 120 + wyf = 2) < 25¢2. Continue on in this
way, churning out an infinite sequence of triples.

5.6(a). Note that there are only finitely many equivalence classes, modulo m,
available for the triple (u, v, w). Use the pigeonhole principle.
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