Additional questions for chapter 3

1. Let &,&, ... be independent and identically distributed with
¢(0) = E(exp{0&1}) < co. Let S, =Sy +& + ...+ &, Show that

_ exp{0S,}
o(o)"

is a martingale with respect to o(Sy, ..., S,). Apply the result to the special case

M,

P& =1)=p and P&=-1)=1-p.

Solution:
Use subsequently measurability and independence

E(My1|F) = E [exp{0(&urr + Sa)}/0(0)" | F]

B e exp{t6,.1 )17
exp{6S,)} ox _ exp{65,)} _
—90(9)n+1 E[ p{efnﬂ}] (p(@)" M.

The second part is a straightforward application.



2. (i) Let &, &, ... be independent with IE(&) = 0 and IE(§2) = o2. Let S, = So +
&1+ ...+ &, where Sy is a constant, and let v, = Y_; 02 be the variance of
S,,. Show that

2
M, =S5, —v,
s a martingale.

(i1) Suppose we are testing the hypothesis that observations &1, &, . .. are independent
and have density function f but the truth is that &,&, ... are independent and
have density function g where {x : f(z) > 0} = {x : g(x) > 0}. Let

f(@)/g(x)  when g(x) >0

0 when g(z) =0

h(z) =

Show that M,, = h(&) - - - h(&,) is a martingale.

Solution:
(i) Using the definition of M, the independence of (¢;) and the property taking out
what is known of conditional expectation we get:

E(M, — My, 1| F,—1) = E((Sh-1+ £n>2 - 5121—1 - 072z|~7:n71)
= FEQ2Sy1& + & — 02 Far)
= 2(Sp1)E (| Famr) + E(E| Fumr) — E(0]| Fuer) = 0.

Thus E(M,|F,-1) = M,_; showing that (M,,) is a martingale.
(ii) This is a special case of a 'product martingale’. Set (; = h(&) = f(&)/g9(&).
Then

) - | %gmdm = [ rwar =1

and the claim follows from the second example in §3.3 in the book.



3. Let X = { X, }nen, be an integrable stochastic process which is adapted to the filtration
{Fu}nen,. Show that X has a decomposition

X, =Xo+ M, + A,

where { M, }nen, s a martingale with My = 0 and { A, }nen, s a predictable process
with Ag = 0. Show that the decomposition is unique. Also show that {A,}nen, s
monotonously increasing iff X is a submartingale.

(HZTLtE[Xn - Xn_1|fn_1] = An - An—l)

Solution:
First we define {4, }nen, recursively by Ag = 0 and the hint

An = An—l + E[Xn - Xn—1|Fn—1]

Then A, is F,,_1 measurable by induction and the measurability of conditional ex-
pectation. Thus, {A, }nen, is predictable.

Now define M,, = X,, — Xy — A,,. Then we see that {M,},cn, is clearly integrable
and adapted. We only have to show that it is a martingale.

E[M,|Fn_1] = E[X,|Fn1] — Xo — An =
E[Xn‘fnfl] - XO - Anfl - E[Xn - anl‘fnfl] = anl - XO - Anfl = Mnfl

It remains to show uniqueness.
Assume that X has a second decomposition X,, = Xy + M) + A/. Then we get
M, — M, = A], — A,. We see that M, — M, is predictable. Thus

M! — M, = E[M, — M,|Fn_i] = M., — M,_,

Therefore M| — My = M} — My = 0 and then M| = M;. By induction we see that
M/ = M,. Then we immediately have A/ = A,, and the uniqueness has been shown.

It remains to show that {A, },en, is monotonously incresing iff X is a submartingale.
This follows immediately by the definition of A,,.



4. Assume that (&,)nen s a sequence of independent random variables with E[E,] = 0 Vn
and Elexp(&,)] < oo Vn. Furthermore

fn:0-<€17"'7§n)
and

So=0 S,=> &.
k=1

(a) Show that S, is a martingale with respect to (F,)n>o0-
(b) Show that P, = exp(S,) is a submartingale with respect to (Fy)n>0-
(¢) Now assume &, ~ N(0,02). Determine the Doob-decomposition of P,.

Solution:

(a) We have E[|S,|]] < > E[|&]] < oo and S, is F,,-measurable by definition of F,.
k=1

n+1

D
k=1

=Y G+ EGn] =) &="5,
k=1 k=1

E[Sys1|F,] = E

fn] = ka + E[éni1|Fn] =

k=1

(b) We define f(x) = exp(x). As fis convex, by applying the conditional Jensen
formula we get

ELf (Sna)|Fn] 2 f(E[Sni1|Fn]) = F(Sn)
In addition to this, P, is adapted, as S, is adapted and f(z) = exp(z) is
Borel-measurable. Apart from this, E[|P,|] = ﬁ Elexp(&x)] < co. Thus, P, =
exp(S,) is a submartingale with respect to (]—":):nlzo.

(¢) The Doob-decomposition is

Ay =Y B[P, — P Fioa] = D Peca(e2% —1).
k=1 k=1
The martingale part M, of the decomposition is

M, =Py~ Ay—PRy=P,— Y Pey(ex—1) -1

k=1

Then P, = M,, + A, + F,, where A, is predictable, M, is a martingale and F
a constant.



5. We assume that (0, F, IF, IP) is a standard filtered probability space with IF' = (F,,)2,

a filtration. Let U = (U,)5%, be an adapted sequence and consider the discrete
stochastic exponential

H (1+AU), &(U) =
k=1

where AU, = U, — U,_1. Consider the difference equation
AX, = X,_1AU,, X,=1. (DE)

(1) Verify that E,(U) is a solution of (DE).
(ii) Assume E,(U) # 0. Show that £,(U) is a martingale if (Uy,) is a martingale.

(111) Let (c,)02, be a deterministic series of positive numbers and V = (V)% be

an adapted sequence. Set

Ay =) B (e — 1| Fiy).

k=1
Prove that .
Zp = exp {Z ozk.AVk} ENA), Zy=1
k=1
is a martingale. (Hint: You may use &,(U)~' = &,(=Y), where AY,, = AU, —
Eal
Solution:

(i) Define X,, := &,(U). Then
AX, = &U)—-E&..0U)
= (1+AU,-1)- ﬁ1+AUk
= AU, - X,_1. -

(ii) Let (U,) be a martingale. Adaptedness of (£,(U)) can be seen. Integrability of
(E,(U)) is provided by assumption. Define X, := &,(U). Then, according to
(i), (X,) solves (DE). Thus, by (DE) and the martingale-property of (U,)

E(AX,|Fn-1) = E(Xu-1-AU,|Fn-1)
= Xp1- E(AUn‘fnfl)
= Xn—l 0= 07
which shows that (X)) is a martingale.

(iii) Adaptedness of (Z,,) follows from adaptedness of (A,,), integrability of (Z,,) is
provided by assumption. Applying the hint to (A,) and simplifying yields

Sy A
N 1+ AA, )

k=1



With this result, we get

Z, = exp{Zak-AVk}-Sn(A)_l

k=1
AA nl AA
— an-AVy X 1— n . ap-AVy . 1 — k
‘ ( 1+ AA, g ‘ 11 AA,

AA
— on-AVy, . _ n .
= € (1 1 T An) Zn—l-

Now, with the definition of A,,, we find

AA, 1

1— = .
1+ AA, Elexp{a, AV, }HF.-1)

Applying this gives

AA
_ TN n _
AZ, = Z, (e <1 T An) 1)

eanvAVn
= Zn—l . - ]_ 9
(E(exp{an AV HFao1) )

and thus
ean~AVn
E(AZ _ = Z,1-F 1 = Z,.-
( n’Fn l) n—1 (E(exp{an ] AVann,l) ./Tn 1) n—1
Zn—l AV,
— CE (e AV Fyy) = Zno
E(exp{a, - AV, HF, 1) (6 | 1) !

= 0,

completing the proof that (Z,) is a martingale.



6. Let o and T be two stopping times with respect to the filtration (F,)>,. Show that
Fornr = Fo N F,. Also show that the events

{r<o},{o<7t}, {r<o}, {oc <7}, {o=1}

belong to F, N F,.

Solution:
From Proposition 3.5.2 in the book we know that as c A7 <o and also c AT < 7
we have F,r, C F, and F oy C Fr. Thus F o C F, N Fr.

For the other direction assume A € F, N F,. Therefore
An{c<n}eF, Yn

and
An{r<n}eF, Vn.
We have
An{onT<n}=AN{o <n}U{r <n})
=(An{c<njUuAn{r<n})eF, VYn

From this it follows that A € F,.,.

We now have to verify that the mentioned sets are in F,,,. First show {r < o} € F,:

{Tga}ﬂ{agn}:O{ozk}ﬂ{Tﬁk}E}"ﬂ.

Analogously we get {T < o} € F, by:
{r<oin{r<n}=J{r=kn{o>k}e 7.
k=0

The result for {o < 7} follows by reversing the roles of o and 7.

We also have:

n

{r=otn{o<n}=|Ho=kn{r=k}eF.

k=0

Thus, we have {o = 7} € F,. By reversing the role of ¢ and 7, we get the result.

The result for the last two sets follows by taking complements.
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