
Chapter II 

Computer Simulation of Welding Processes 

2.1 Introduction and Synopsis 

Computer aided Design (CAD) and analysis and Computer 
Integrated Manufacturing (CIM) are popular topics for research. 
Computer aided drafting and engineering analysis such as Finite 
Element Method (FEM) are well developed. Finger & Dixon [l and 
21 categorize research areas in their review of theory and 
methodology of mechanical design. They agree that computer-based 
models provide the best opportunity to improve theories of design 
and increase their acceptance. Simulations are useful in designing 
the manufacturing process as well as the manufactured component 
itself. 

Figure 2-1 shows an overview of some of the activities that will 
be performed during the product development cycle adopted from [3 
and 41. 
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Figure 2-1: Tools for evaluation of manufacturing effects between functional 
evaluation and planning of manufacturing (vertical) also between concept and 
details (horizontal), from [3 and 41. 

In Figure 2-1, the upper part presents the traditional tools for 
functional evaluation and the lower part show the systems for 
computer aided design and finite element programs. Design 
engineers will use these tools, especially to improve the product and 
its functionality as much as possible. Weld simulation belongs to the 
middle part which includes tools for evaluation of manufacturing 
effects. This covers the most negative effects of manufacturing, on 
the properties in different phases of the process leading to defects in 
material state, form accuracy, measurement tolerance, strength, 
hardness and other quality features. The development of tools 
dedicated to supporting the evaluation of manufacturing effects has 
lagged due to the complexity of simulation processes. In Figure 2-1 
the lower part demonstrates the current tools for planning of 
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manufacturing, and above it, systems for programming robots and 
controlling material flow. Manufacturing engineers will use these 
tools especially to improve the production sequence and flow of 
material in the factory increasing the revenue of the manufactured 
product. Development steps from concept to detail in design and in 
manufacturing are shown in boxes. These steps must be run 
concurrently (simultaneous engineering), for which computing tools 
are inevitable requirements. Effort will be made in the entire process 
range, from raw material to the finished product, to include 
computers and simulations. 

The calculation of weld simulation could not ignore computing 
tools in the future for innovative development of weld processes, 
weld design and their materials. Chihoski's [ 5 ]  recommendation still 
says it best: "A changed set of conditions often changes the weld 
quality too subtly to be seen, except in large quantities, and there are 
too many possible changes to try. Hit or miss changes in the perfect 
lab (the production shop) are often not permitted. It would seem then 
to be of great use to the welding industry to develop and evolve 
computer programs that rigorously portray the stress and strain 
arrangements for different weld conditions. This route may be the 
only path from the current state of technology to the ideal in 
scientific promise, where a manufacturer who chooses an alloy and 
thickness and weld conditions can compute the value of each of the 
other weld conditions that minimize production problems". 

2.2 The Computing Environment 

2.2.1 Computational Geometry 

In computer aided drafting, the computer stores the lines and 
symbols from the drawing, but does not understand them and cannot 
interpret them. With wire frame models that store vertices and 
edges, the computer has some understanding of the geometry and 
can rotate an object or at least its wire frame representation. 
However, the ambiguity of wire frames prevents the program from 
computing some values such as the volume of an object. 
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Modern computational geometry has developed representations 
and operations that overcome these difficulties, Figure 2-2. The best 
known of these is solids modeling which was developed to provide a 
mathematically complete representation of the geometry of an object 
[61. 

Mathematicians usually approach geometry from one of two 
ways. Algebraic topology considers volume in 3 0  space, e. g., a 
cube. The boundary of the volume is an oriented surface or set of 
surfaces of zero thickness. The boundary a surface is a curve. The 
boundary of a curve is a point. Point set topology considers 3 0  
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space to filled with an infinite set of points. Each point is either 
inside, outside or on the boundary of a 3D object. An FEM mesh is 
best treated from the viewpoint of algebraic topology. In FEM 
analysis of temperature or stress, it is usual to take the viewpoint of 
point set topology. 

Modeling is the process of preparing a computational model. To 
start creating the analytical model we first have to decide what kind 
of geometric approximation would be most suitable for our purpose. 
Figure 2-3 shows several alternatives of geometry. 

Figure 2-3: Different schemes of idealized body configuration, adopted from [ I  81. 

The next step towards analytical model creation is to choose the 
weld related approximation. Pilipenko [18] suggests the investigated 
problem can be classified by: time of action, mobility and 
dimensions. The time of action can be instantaneous or continuous 
and mobility, stationary or mobile. By the area of distribution, it can 
be presented as a point (dim=O), line (dim=l), plane (dim=2) and 
volume (dim=3). 

To get a general view, all the classifications are presented in the 
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Figure 2-4: Flow chart of the model selection process, from [18]. 
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At present many different analytical models are known. Lindgren 
presents a review of several in [22]. The earliest numerical 
predictions of residual stresses were probably those of Tall [21], 
Vinokurov [76] and Okerblom [75]. Tsuji [23] performed similar 
calculations. The mechanical analysis was essentially one- 
dimensional, although the analytic solution for the temperatures was 
two dimensional in the work by Tall. The earliest two-dimensional 
finite element analysis appeared in the early 1 9 7 0 ~ ~  by Iwaki and 
Masubuchi [24], Ueda and Yamakawa [25, 26 and 271, Fujita et al. 
[28], Hibbitt and Marcal [29] and Friedman [30]. The early 
simulations by Fujita et al. [31] and Fujita and Nomoto [32] used 
only a thermo elastic material model. Although in welding the 
reality is 30 and transient, and 3 0  analysis is the most general 
formulation, to minimize computing costs many analysts have used 
lower dimensional models. However, they have long sought to 
perform full 30 analysis of welds. The first analyses of this kind 
were reported in 1986 [33-351. 

2.2.2 Models for Welding Heat Sources 

Theoretical Formulations 

The basic theory of heat flow that was developed by Fourier and 
applied to moving heat sources by Rosenthal [38] and Rykalin [37] 
in the late 1930s is still the most popular analytical method for 
calculating the thermal history of welds. As many researchers have 
shown, Rosenthal's point or line heat source models are subject to a 
serious error for temperatures in or near the fusion zone (FZ) and 
heat affected zone (HAZ). The infinite temperature at the heat source 
assumed in this model and the temperature sensitivity of the material 
thermal properties increases the error as the heat source is 
approached. The effect of these assumptions and others on the 
accuracy of temperature distributions from the Rosenthal analysis 
has been discussed in detail by Myers et al. [39]. 

To overcome most of these limitations several authors have used 
the finite element method (FEM) to analyze heat flow in welds. 
Since Rosenthal's point or line models assume that the flux and 
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temperature is infinite at the source, the temperature distribution has 
many similarities to the stress distribution around the crack tip in 
linear elastic fracture mechanics. Therefore many of the FEM 
techniques developed for fracture mechanics can be adapted to the 
Rosenthal model. Certainly it would be possible to use singular 
FEM elements to analyze Rosenthal's formulation for arbitrary 
geometries. This would retain most of the limitations of Rosenthal's 
analysis but would permit complex geometries to be analyzed easily. 
However, since it would not account for the actual distribution of the 
heat in the arc and hence would not accurately predict temperatures 
near the arc, this approach is not pursued here. Pavelic et al. [40] 
first suggested that the heat source should be distributed and he 
proposed a Gaussian distribution of flux deposited on the surface of 
the workpiece. Figure 2-5 represents a circle surface heat source and 
a hemispherical volume source, both with Gaussian normal 
distribution (bell shape curves), in a mid-thick plate. The 
geometrical parameters of heat flux distribution are estimated from 
the results of weld experiments (molten zone, size and shape and 
also temperature cycle close to molten zone). 

Figure 2-5 Heat source distribution in weldment: circular form surface source (a) 
and hemispherical volume source (b); Gaussian distribution of the surface related 

source density y ,, and volume related source density q,,,, [3]. 

The subsequent works of Andersson [41], Krutz and Segerlind 
[42] and Friedman [43] are particularly notable. In References [42] 
and [43] Pavelic's 'disc' model is combined with FEM analysis to 
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achieve significantly better temperature distributions in the fusion 
and heat affected zones than those computed with the Rosenthal 
model. 

While Pavelic's 'disc' model is certainly a significant step 
forward, some authors have suggested that the heat should be 
distributed throughout the molten zone to reflect more accurately the 
digging action of the arc. This approach was followed by Paley [44] 
and Westby [45] who used a constant power density distribution in 
the fusion zone (FZ) with a finite difference analysis, but no criteria 
for estimating the length of the molten pool was offered. In addition, 
it is difficult to accommodate the complex geometry of real weld 
pools with the finite difference method. 

The analyst requires a heat source model that accurately predicts 
the temperature field in the weldment. A non-axisyrnmetric three- 
dimensional heat source model which is proposed in this book 
achieves 
this goal. It is argued on the basis of molten zone observations that 
this is a more realistic model and more flexible than any other model 
yet proposed for weld heat sources. Both shallow and deep 
penetration welds can be accommodated as well as asymmetrical 
situations. 

The proposed three-dimensional 'double ellipsoid' configuration 
heat source model is the most popular form of this class of heat 
source models [46]. It is shown that the 'disc' of Pavelic et a1 [40] 
and the volume source of Paley and Hibbert [44] and Westby [45] 
are special cases of this model. In order to present and justify the 
double ellipsoid model, a brief description of the Pavelic 'disc' and 
of the Friedman [43] modification for FEM analysis is necessary. In 
addition, the mathematics of the disc is extended to spherical, 
ellipsoidal and finally to the double ellipsoidal configuration. 
Finally, it is pointed out the most general form of this class of model 
has a general heat source distribution function. 

Model Considerations 

The interaction of a heat source (arc, electron beam or laser) with 
a weld pool is a complex physical phenomenon that still cannot be 
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modeled rigorously. It is known that the distribution of pressure and 
shear from the arc source, droplets from the electrode the effects of 
surface tension, buoyancy forces and molten metal viscosity 
combine to cause weld puddle distortion and considerable stirring. 
Because of the arc 'digging' and stirring, it is clear that the heat 
input is effectively distributed throughout a volume in the 
workpiece. 

The 'disc' model is more realistic than the point source because it 
distributes the heat input over a source area. In fact, for a preheat 
torch that causes no melting this may be a very accurate model 
indeed. However, in the absence of modeling the weld pool free 
boundary position, the applied tractions, and convective and 
radiative conditions between the weld pool and the arc, some form 
of idealization of the heat source is necessary to achieve as good an 
approximate solution as one can afford. The disc model does not 
account for the rapid transfer of heat throughout the fusion zone FZ. 
In particular, it is not possible to predict the deep penetration FZ of 
an electron beam EB or laser weld with the surface disc model. A 
comparison of calculated thermal history data (disc model) with 
measured values during author's investigations [46] underscored the 
need for an 'effective volume source' such as the one suggested by 
Paley and Hibbert [44]. In addition, it was found necessary to 
generate a volume source with considerable flexibility, i.e., the 
double ellipsoid model. With less general shapes such as a 
hemisphere or a single ellipsoid significant discrepancies between 
the computed and measured temperature distributions could not be 
resolved. 

The size and shape of the 'double ellipsoid' i.e., the semi-axes 
lengths, can be fixed by recognizing that the solid-liquid interface is 
the melting point isotherm. In reality the melting point is a function 
of curvature and the speed of the liquid-solid interface but the 
changes have been ignored in most models published to date. At the 
same time weld pool temperature measurements have shown that the 
peak temperature in the weld pool is often 300 to 500 OC above the 
melting point. The accuracy with which the heat source model 
predicts the size and shape of the FZ and the peak temperatures is 
probably the most stringent test of the performance of the model. In 
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the author's investigation [46] it was found that the most accuracy 
was obtained when the ellipsoid size and shape were equal to that of 
the weld pool. The non-dimensional system suggested by 
Christensen [48] can be used to estimate the ellipsoid parameters. 
Furthermore a Gaussian distribution is assumed centered at the 
origin of the heat source. 

Gaussian Surface Flux Distribution 

In the 'circular disc' model proposed by Pavelic et a1 [40], the 
thermal flux has a Gaussian or normal distribution in the plane, 
Figure 2-6: 

where: 
q(r) = Surface flux at radius r(W/m2 ) 

q(0) = maximum flux at the center of the heat source (W/m2) 

C = distribution width coefficient (m-2) 
r = radial distance from the center of the heat source ( m )  

Arc Flame Spread - i End of Flame 

,- Flux Distribution 

r 

Figure 2-6: Circular disc heat source [40] 

A simple physical meaning can be associated with C. If a uniform 
flux of magnitude q(0)is distributed in a circular disk of 

diameterd = 2 / f i ,  the rate of energy input would be qIV, i.e., the 
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circle would receive all of the energy directly from the arc. 
Therefore the coefficient, C, is related to the source width; a more 
concentrated source would have a smaller diameter d and a larger 
value of C. To translate these concepts into practice, the process 
model for the normal distribution circular surface of the heat flux for 
laser beam welding and submerged arc welding, is illustrated in 
Figure 2-7. 

Figure 2-7: Normal distribution circular surface heat source and related parameters 
( radial distance from center o) by laser beam welding (a) and by submerged arc 
welding (b); with laser efficiency coefficient qe, the laser power PI,  the focus 
diameter 2rf,  the arc efficiency coefficient q,, voltage of arc V, the current I, the 
maximum flux at the center of the heat source q(0) equal intensity Io, Euler 
number e=2,71828 ...; from Sudnik (unpublished) and Radaj [3]. 

The curve of the submerged arc welding is wide and low and the 
curve of the laser beam welding is in contrast, narrow and high. The 
laser beam has high intensity and a small diameter. The laser power 
PI on the surface of the workpiece considering the efficiency 
coefficient is used as heat flux (power) q and/or heat power 
density q ,  . The circular normal distribution is described by the 

focus radius r,. = 20 which contains 86% of the heat power. 

The arc welding has less intensity and larger diameter. The arc 
power VI on the surface of the workpiece considering the arc 
efficiency coefficient is used as heat flux q and/or heat power 
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density q,, . For the circular normal distribution two different 

descriptions are used. The source radius ~0.05, in this heat power 
density is reduced by 5% (Rykalin [37] or the source radius ro of a 
same power source with constant heat power density (Ohji et a1 [51, 
731). The particular problem which exists for the definition of the 
heat source in arc welding is that both the arc efficiency ql and the 
radial distance from the center o are functions of the voltage V and 
the current I of the arc (Sudnik and Erofeew [72]). 

The effective radius ro and/or ro.05 of the circular surface heat 
source are derived from the maximum surface width of the molten 
zone. The heat flow density fiom the surface q,p (x, y) for known ro 

and/or ~ 0 . 0 5  is defined from the power data of the weld heat source, 
considering the heat transfer efficiency. This is shown in Figure 2-7 
for the laser beam welding and arc welding. If weld metal is added 
the related heat should be considered. 

Experiments have shown that a significant amount of heat is 
transferred by radiation and convection from the arc directly to the 
solid metal without passing through the molten pool. Based on this 
observation, Pavelic et al. [40] developed a correlation showing the 
amount and the distribution of this heat over the solid material. In 
their study, provisions were made for convective and radiative losses 
fiom the heated plate to the surroundings as well as variable material 
properties. 

Friedman [43] and Krutz and Segerland [42] suggested an 
alternative form for the Pavelic 'disc'. Expressed in a coordinate 
system that moves with the heat source as shown in Figure 2-8, Eq. 
(2-2) takes the form: 

where: 
Q = energy input rate (W) 
c = is the characteristic radius of heat flux distribution (m) 
It is convenient to introduce an (x, y, z) coordinate system fixed 

in the workpiece. In addition, a lag factor z is needed to define the 
position of the source at time t = 0, Figure 2-8. 



Computer Simulation of' Weldiizg Proccsscs 2 9 

Figure 2-8: Coordinate system used for the FEM analysis of disc model according 
to Krutz and Segerlind [42] 

The transformation relating the fixed (x,y,z) and moving 
coordinate system (x,y, r) is: 

5 = z + V(T - t )  (2-3) 
where v is the welding speed (m/s). In the (x, y, z )  coordinate system 
Eq. (2-2) takes the form: 

For x2+C2 < c 2 . ~ o r x 2  + t2  > ~ ~ ~ ~ ( ~ ~ t ~ t )  = 0 
To avoid the cost of a full three-dimensional FEM analysis some 

authors assume negligible heat tlow in the longitudinal direction; 
i.e., aT/& = 0 .  Hence, heat flow is restricted to an x-y planc, 
usually positioned at z = 0. This has been shown to cause little error 
except for low speed high heat input welds 11411. The disc moves 
along the surface of the workpiece in the z direction and deposits 
heat on the reference plane as it crosses. The heat then diffuses 
outward (x-y direction) until the weld cools. 
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Hemi-spherical Power Density Distribution 

For welding situations, where the effective depth of penetration is 
small, the surface heat source model of Pavelic, Friedman and Krutz 
has been quite successful. However, for high power density sources 
such as the laser or electron beam, it ignores the digging action of 
the arc that transports heat well below the surface of the weld pool. 
In such cases a hemispherical Gaussian distribution of power density 
( w / m 3 )  would be a step toward a more realistic model. The power 
density distribution for a hemispherical volume source can be 
written as: 

where q(x, y, 5 )  is the power density (w/rn3). Eq. (2-5) is a special 
case of the more general ellipsoidal formulation developed in the 
next section. 

Though the hemispherical heat source is expected to model an arc 
weld better than a disc source, it, too, has limitations. The molten 
pool in many welds is often far from spherical. Also, a 
hemispherical source is not appropriate for welds that are not 
spherically symmetric such as a strip electrode, deep penetration 
electron beam, or laser beam welds. In order to relax these 
constraints, and make the formulation more accurate, an ellipsoidal 
volume source has been proposed. 

Ellipsoidal Power Density Distribution 

The Gaussian distribution of the power density in an ellipsoid 
with center at (0, 0, 0) and semi-axis a, b, c parallel to coordinate 
axes x, y, <can be written as: 

q ( x , y , { )  = 4 ( 0 ) e - A x 2 e - B y  e - c t 2  (2-6) 
where q (0)  is the maximum value of the power density at the center 
of the ellipsoid. 

Conservation of energy requires that: 
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where; 
q = Heat source efficiency 
V = voltage 
I = current 

Evaluation of Eq. (2-7) produces the following: 

2Q = 4(0 )n f i  
JABCABC (2-8) 

To evaluate the constants, A, B, C, the semi-axes of the ellipsoid 
a, b, c in the directions x, y, 5 are defined such that the power density 
falls to 0.05 q(0) at the surface of the ellipsoid. In the x direction: 

Hence 

Similarly 
2 

Substituting A, B, C from Eqs. (2-1 1) to (2-13) and q (0) from Eq. 
(2-9) into Eq. (2-6): 

The coordinate transformation, Eq. (2-3), Figure 2-8, can be 
substituted into Eq. (2-14) to provide an expression for the ellipsoid 
in the fixed coordinate system. 
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If heat flow in the z direction is neglected, an analysis can be 
performed on the z-y plane located at z = 0 which is similar to the 
'disc' source. The power density is calculated for each time 
increment, where the ellipsoidal source intersects this plane. 

Double Ellipsoidal Power Density Distribution 

Calculation experience with the ellipsoidal heat source model 
revealed that the temperature gradient in front of the heat source was 
not as steep as expected and the gentler gradient at the trailing edge 
of the molten pool was steeper than experimental measurementse. 
To overcome this limitation, two ellipsoidal sources were combined 
as shown in Figure 2-9. The front half of the source is the quadrant 
of one ellipsoidal source, and the rear half is the quadrant of another 
ellipsoid. The power density distribution along the < axis is shown in 
Figure 2-9. 

Figure 2-9: Double ellipsoid heat source configuration together with the power 
distribution function along the 5 axis (A), Cross-section of an SMAW weld bead 
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on a thick plate low carbon steel (V=30 volts, 1-265 amps, v-3.8 mmis, g~-38 
mm, To-20.5 "C), Reference plane concept and mcsh used for the analysis will be 
discussed in the following chapters (D). 

In this model, the fractions ff and f;. of the heat deposited in the 

front and rear quadrants are needed, where, f,. + f ; .  = 2 . The power 

density distribution inside the front quadrant becomes: 

Similarly, for the rear quadrant of the source the power density 
distribution inside the ellipsoid becomes: 

In Eqs. (2-16) and (2-17), the parameters a, b, c can have 
different values in the front and rear quadrants since they are 
independent. Indeed, in welding dissimilar metals, it may be 
necessary to use four octants, each with independent values of a, b 
and c 

In cases where the fusion zone differs from an ellipsoidal shape, 
other models should be used for the flux and power dcnsity 
distribution. For example, in welds with a cross-section shaped as 
shown in Figure 2-10, four ellipsoid quadrants can be superimposed 
to more accurately model such welds. 

Figure 2-10: Cross-sectional weld shape of the fusion zone where a double 
ellipsoid is used to approximate the heat source (A), compound double ellipsoids 
must be superimposed to more accurately model such welds. 
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For deep penetration electron and laser beam welds, a conical 
distribution of power density which has a Gaussian distribution 
radially and a linear distribution axially has yielded more accurate 
results, Figure 2-1 1. 

Figure 2-1 1: A conical weld heat source used for analyzing deep penetration 
electron beam or laser welds; conical source (A), typical electron beam weld (B), 
cross-sectional kinematic model with reference plane (C) and computed and 
measured Fusion zone (FZ) and heat affected zone (NAZ) boundaries, (V=70 kV, 
I=40 mA, v=4.23 mmh, g=12.7 mm and To= 21°C). 

The analyst must specify these functions or at least the 
parameters such as weld current, voltage, speed, arc efficiency and 
the size and position of the discs, ellipsoids and/or cones. In some 
cases the weld pool size and shape can be estimated from cross- 
sectional metallographic data and from weld pool surface ripple 
markings. If such data are not available, the method for estimating 
the weld pool dimensions suggested by Christensen [48] for arc 
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welds and by Bibby et a1 [68] for deep penetration electron beam or 
laser welds should be used. 

The size and shape of the heat source model is fixed by the 
ellipsoid parameters defined in Figure 2-1 0. Good agreement 
between actual and computed weld pool size is obtained if the size 
selected is about 10% smaller than the actual weld pool size. If the 
ellipsoid semi-axes are too long then the peak temperature is too low 
and the fusion zone too small. The author's experience is that 
accurate results are obtained when the computed weld pool 
dimensions are slightly larger then the ellipsoid dimensions. This is 
easily achieved in a few iterations. Chakravarti et a1 [69] have 
studied the sensivity of the temperature field to the ellipsoid 
parameters. 

On the one hand these distribution functions can be criticized as 
"fudge" factors. On the other hand, they do enable accurate 
temperature fields to be computed. Chosen wisely, varying any 
parameter changes the computed temperature field. It can be argued 
that they are needed to model the many complex effects that are 
quantitatively known, such as electrode angle, arc length, joint 
design and shielding gas composition [70]. 

2.2.3 Kinematic Models for Welding Heat Transfer 

Having selected a model for the heat source, the analyst has the 
option of assuming that the heat flows only in cross-sectional planes, 
only in the plane of the plate, only in a radial direction or is free to 
flow in all three dimensions, Figure 2-12. Such assumptions are 
analogous to those applied to the displacement field in beams, plates 
and shells in structural analysis. Since assumptions restrict the 
orientation of the thermal gradient, it is suggested they be called 
kinematic models. Of course, these kinematic models are quite 
distinct from the heat source models described in the previous 
section. These three models are discussed in detail in [36]. 
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Figure 2-12: By constraining the thermal flux and hence the temperature gradients, 
the kinematic models are consistent with the temperature fields shown in; (A) in- 
plane, (B) cross-sectional models and (C) 3D models imply temperature. 

The most popular has been the cross-sectional model which 
assumes that heat flow in the direction of welding is zero. This is 
surprisingly a subtle model. Strictly, it is limited to steady state 
analysis of prismatic geometries with the weld parallel to the 
prismatic axis. How can such a model possibly be accurate since 
some heat clearly must flow in the direction of welding? The answer 
is that the heat input has been modified to account for the heat that 
flows in the longitudinal direction. Because it uses relatively few 2 0  
elements, it is computationally one of the cheapest models. 

The next most popular kinematic model has been the in-plane 
model. It assumes the heat flow normal to the weld plate is zero. The 
advantage of the in-plane over the cross-sectional model is its 
capability for computing the starting and ending transients. 
However, because it tends to require rather more elements and more 
time steps, the computational costs are higher [19]. It has not been 
used extensively. 

In choosing a kinematic model, the analyst must balance 
accuracy against cost. In all cases, reality is three dimensional but 
the cost of analysis is the highest. Constraining heat flow to the 
plane of the plate can achieve useful accuracy for thin plates, 
particularly with deep penetration plasma, electron and laser beam 
welds. Assuming heat flows only in the cross-sectional plane can 
provide a useful and economical approximation for many welding 
situations. If the thermal diffusivity is sufficiently low and welding 
speed sufficiently high, this can be an accurate model. In particular, 
the results from a low cost cross-sectional analysis can be helpful in 
designing an efficient 3 0  mesh. 
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The thermal shell model is a generalization of the in-plane model 
to curved surfaces. It assumes that no heat flows normal to the 
surface and that all heat flows in the tangent plane, i.e., the 
temperature gradient lies in the tangent plane. Where conditions 
hold to an adequate accuracy, the shell model has several 
advantages. The shell element usually has half the number of 
degrees of freedom and half the bandwidth, which reduces the 
computing costs. Even more important, it allows larger elements 
than the equivalent 3 0  elements because they are better conditioned 
numerically. 

In 3 0  analyses the kinematic model is obviously correct. The 
issue is to reduce the computational cost to acceptable levels for 
meshes that achieve useful accuracy. The principal tools are 
optimizing the mesh and creating efficient solvers. 

In 3 0  analysis, brick elements are preferred because they tend to 
be more accurate and easier to use and interpret than tetrahedral 
elements. However, it is more difficult to grade a mesh with small 
brick elements near the welding arc to capture the rapid changes in 
temperature and with large brick elements far from the arc where the 
temperature varies slowly. 

To solve these problems McDill et al. [ lo  and 471 developed a 
special brick element for graded 3 0  meshes. The grading elements 
of McDill have made a major contribution in optimizing the mesh 
for the analysis of welds. These elements reduce the computational 
complexity from 0(n7) for a cube with uniform mesh with n 
elements on an edge to O(log, n ) for the cube with a graded mesh. 
In both cases, the problem has a point load on one comer of the cube 
and direct solvers are used. In this problem, there is no accuracy loss 
with the graded mesh. The advantages of this element are 
demonstrated by analyzing the problem shown in Figure 2-13. In 
comparison the cost and the memory requirements vary as log, n 
for the graded mesh. The larger the problem is the greater the 
advantage of the graded mesh. This clearly illustrates that the gains 
fiom better algorithms can easily outpace the gains from better 
computers. 
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Figure 2-13: A uniform mesh n=4 (A) and McDill's grading scheme for a cube of 

n=4 (B). The number of elements is equal to n3 and 7 108, n + 1. The 

computational cost varies as n7 and log, n (Where: n is the number of elements 
along an edge in a uniform mesh and, m is the number of recursive subdivisions of 
the upper left hand cube. Note: the size of the element in the upper left front 
comer is the same when n=2In). 

The second major weapon in the battle to reduce computing costs 
is the use of improved solvers. The use of incomplete Choleski 
conjugate gradient (ICCG) solvers with element-by-element 
preconditioning, which have been developed for fluids problems by 
Glowinski [I 21 and for structural problems by Jenning and Ajiz [I 31, 
has produced dramatic gains. These solvers do not factorize the 
global stiffness matrix completely.. Although the experience to date 
does not permit a definitive statement, Hughes [14 and 151 has 
developed an iterative method that promises to solve the problem 
and reduces CPU costs. The transient temperature fields shown in 
Figure 2-14 and 2-17 were computed on a workstation with such a 
solver. 

The thinner the wall, the smaller is the three dimensional area 
around the heat source. An example is shown in Figure 2-1 4. 
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Figure 2-14: The contours of the transient temperature field are shown for a weld 
of a tee joint. The pipe is 40mm in diameter and the wall thickness is 2.5mm. 
Thermal shell elements are used to reduce the computing cost. The welding 
parameters are voltage 32, amperes 150, speed Imrnls and power input 1.5 kJ/mm. 

Since the 3 0  model is needed near the arc and the shell model is 
most efficient far from the arc, these models can be combined to 
produce a more efficient model. Figure 2-1 5 shows such a composite 
3D-shell model. It requires a special transition element to join shell 
and 3 0  brick elements. 
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Figure 2-15: The transformation of a brick element to a transition element is 
shown. In particular, the relation between the transition node j and its top and 
bottom nodes is shown [67]. 

Gu in [67] presents a method to connect a three-dimensional 
element to the shell element. Figure 2-15 shows brick and shell 
elements and the transformation of a brick element to a transition 
element. The element is called a Shell-Brick transition element. It is 
not really a new element but a brick with constraints according to 
the shell assumption. It has more flexibility and can be added to 
other FEM packages without altering the original code. 

Figure 2-16: This tee joint is modeled with 4 noded thermal shell elements far 
from the weld joint, 8 noded 3D brick elements at the weld joint and special 
transition elements to join the shell and brick elements. 
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This composite kinematic model is more accurate than the shell 
mesh shown in Figure 2-16 and computationally cheaper than the 
mesh using 3 0  bricks shown in Figure 2-1 7. 

Figure 2-17: This tee joint is modeled with 8 noded 3D brick elements. This is the 
most accurate and the most expensive kinematic model. 

The fundamental limitations of the most popular commercial 
mesh generators are that the mesh is difficult to change during an 
analysis; the mesh design requires expert judgment and it is labor 
intensive. Kela [7] and Sheperd and Law [8] developed a class of 
mesh generators which do not depend on expert judgment. They are 
fully automatic. Since as much as 90% of the time and cost of a 
Finite Element Method (FEM) analysis of a complex structure can 
be absorbed by pre and post processing, progress in mesh generation 
is a critical factor that is pacing the development of computational 
weld mechanics. Automatic mesh generators open the possibility of 
changing the mesh at any, even every, time step. This is particularly 
important in welding where a fine mesh is needed near the molten 
pool and a coarse mesh far from the molten pool could decrease 
costs and improve performance by several orders of magnitude. The 
arbitrary Euler-Lagrange method [9] would allow a fine mesh that 
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moves with the arc. The mesh far from the arc could be stationary. 
The mesh in between could move with a velocity that is interpolated. 

The above examples suggest that rapid improvements in mesh 
generation methods that will reduce the cost of finite element 
analysis (FEA) of welds and permit real welding situations to be 
analyzed routinely. Many manufacturing processes are three- 
dimensional, nonlinear, transient processes in which the area of 
computational interest changes with time. Automatic finite element 
analysis AFEA with adaptive and dynamic mesh management has 
the potential to reduce substantially the cost of analysis for problems 
of this type. 

In transient heat transfer analysis, the Finite Element Method 
(FEM) program must integrate a set of ordinary differential 
equations in time. Current commercial FEM programs use two point 
integration schemes that are either explicit or implicit. Explicit 
schemes use primarily element level operations. The cost per time 
step is small but time steps must be short because the element with 
the smallest critical time controls the time step. Implicit schemes 
solve a global set of linear equations. Each time step is more 
expensive but the time steps can be larger. Provided the load does 
not vary too rapidly in time, the longer time steps can be more 
efficient. 

A recent development in integration schemes allows those 
elements with short critical time steps to be integrated implicitly 
with longer time steps and those elements with longer critical time 
steps to be integrated explicitly [17]. This can reduce computing 
costs significantly. 

The generalization of this concept to use different time steps in 
different elements is called subcycling [16]. The mesh shown in 
Figure 2-18A is created by recursively subdividing the square m 
times. 
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Figure 2-18: The mesh in (A) is obtained by recursively subdividing the square in 
the upper left hand corner. This can be significantly more efficient than the regular 
mesh shown in (B) or the grading strategy used in (C) for point like loads at the 
upper hand comer. 

The number of elements is 1+3m; the smallest element has edge 
lengthL/2'" and critical time ~ t e ~ 2 ~ " ' / d ~  . If each element is 
integrated only with its critical time step, the number of element 
time steps is 3(2"' -1) oro(2"). If all elements are integrated with 
the smallest critical time step as is the current commercial practice, 
the number of element time steps is: (1 + 3m)2'" a/L2 or 0(m2~" ). 

2.2.4 Evaluation of the Double Ellipsoid Model 

In order to minimize the computing cost the initial analysis was 
done in the plane normal to the welding direction as shown in 
figures 2-19 and 2-20. Thus, heat flow in the welding direction was 
neglected. The above simplification is accurate in situations where 
comparatively little heat flows from the arc in the welding direction. 
This is reasonable when the arc speed is high. An estimate of the 
effect of this approximation has been given by Andersson [41] who 
argues that the errors introduced by neglecting heat flow in the 
direction of the moving electrode are not large, except in the 
immediate vicinity of the electrode. 
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arrangement and FEM mesh for the thick section bead Figure 2- 19: Experimental 
on plate weld [48 and 461. 

In order to demonstrate the flexibility and assess the validity of 
the double ellipsoidal heat source model two quite different welding 
situations were considered. 

The first case analyzed was a thick section ( I  Ocm) submerged arc 
bead-on-plate (low carbon structural steel) weld shown 
schematically in Figure 2-19. The welding conditions are also 
contained in the Figure. 

Christensen [48] reported a 800 to 500 OC cooling time of 37 
seconds for this weld and the FZ and HAZ sizes shown in the 
diagram. Shown also in the figure is the FEM mesh used to calculate 
these quantities. It is two-dimensional in x and y as previously 
explained. The temperature distribution in the 'cross-section 
analyzed' is calculated for a series of time steps as the heat source 
passes. In this way the FZ and HAZ cross-sectional sizes can be 
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determined, and from the time step-temperature data the cooling 
time 800 to 500 OC is calculated. 

The second welding situation is taken from the work of Chong 
[49], Figure 2-20. 

Figure 2-20: Experimental arrangement and FEM mesh for the deep penetration 
weld [46 and 491. 

It is a partial penetration electron beam bead-on-plate (low 
carbon steel) weld. Traditionally the Rosenthal 2 0  model would be 
used to analyze this weld. However, there is some heat flow through 
the thickness dimension since the penetration is partial and, of 
course, the idealized line heat source is suspect. The ellipsoidal 
model can be easily adapted to this weld geometry by selecting 
appropriate characteristic ellipsoidal parameters. A cooling time 
(800 OC to 500 OC) of 1.9 seconds was measured by Chong [49] and 
the FZ and HAZ dimensions were reported [46]. 

In previous works the thermal properties and boundary conditions 
were usually set equal to a constant value. Convection and radiation 
are mostly ignored. The point, line and plane sources [37,38 and 391 
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idealize a heat source which in reality is distributed. These solutions 
are most accurate far from the heat source. At the source, the error in 
temperature is large, usually infinite. Near the heat source the 
accuracy can be improved by matching the theoretical solution to 
experimental data. This is usually done by choosing a fictitious 
thermal conductivity value. 

With numerical methods, these deficiencies have been corrected 
and more realistic models that are just as rigorous mathematically 
have been developed. Perhaps the most important factor is to 
distribute the heat rather than assume point or line sources. 
Temperature dependent thermal conductivity and heat capacity can 
be taken into account, Figures 2-21 and 2-22. In addition, 
temperature dependent convection and radiation coefficients can be 
applied to the boundaries. For the radiation and convection boundary 
conditions, a combined heat transfer coefficient was calculated from 
the relationship: 

H = 2 4 . 1 ~ 1 0 - ~ ~ ~ ' ~ '  (2- 1 8) 
where E is the emissivity or degree of blackness of the surface of the 
body. A value of 0.9 was assumed for E, as recommended for hot 
rolled steel [37]. 

Contact thermal resistance between the plate and the jigging can 
be incorporated. 

Bisra [50] and Mills [52] also present thermo-physical properties 
for selected commercial alloys. The thermal conductivity of steels at 
room temperature is reduced by increasing the amount of alloy 
substances, Figure 2-21. This situation is limited to the phase change 
temperature A l ,  from where the variation disappears in the slight 
rise of the curve. 
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Figure 2-21: Thermal conductivity (a) and Thermal diffusivity (b) of steels as 
function of temperature; from [7 1 and 31. 

The specific heat capacity for some steels as a function of 
temperature is shown in Figure 2-22. 
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Figure 2-22: Specific heat capacity for some steels as function of temperature, 
latent heat at phase change temperature for ferrite pearlite (Al)  and at phase 
change temperature for ferrit austenit (A3); from [71 and 31. 

Figure 2-23 shows the density for some steels as a function of 
temperature. 
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Figure 2-23: Density of some steels as function of temperature; from [71 and 31. 

As shown in Figure 2-9 there are four characteristic length 
parameters that must be determined. Physically these parameters are 
the radial dimensions of the molten zone in front, behind, to the side 
and underneath the arc. If the cross-section of the molten zone is 
known from experiment, these data may be used to fix the heat 
source dimensions. For example, the width and depth are taken 
directly from a cross-section of the weld. In the absence of better 
data, experience suggests it is reasonable to take the distance in front 
of the heat source equal to one-half the weld width and the distance 
behind the heat source equal to twice the width. If cross-sectional 
dimensions are not available Christensen's expressions [48] can be 
used to estimate these parameters. Basically Christensen defines a 
non-dimensional operating parameter and non-dimensional 
coordinate systems. Using these expressions, the weld pool 
dimensions can be estimated. 

The non-dimensional Christensen method was used to fix the 
ellipsoidal flux distribution parameters for the thick section bead on 
plate weld shown in Figure 2-19. The cross-sectional dimensions 
were reported by Chong, and the half-width dimension was applied 
to the flux distance in front of the electron beam heat source while 
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the twice-width distance was applied behind the EB. The heat input 
fractions used in the computations were based on a parametric study 
of the model. Values of f,. = 0.6 and f, = 1.4 were found to 

provide the best correspondence between the measured and 
calculated thermal history results. 

The temperature distribution along the width perpendicular to the 
weld center line at 11.5 seconds after the arc passed is shown in 
Figure 2-24 [46]. It is compared to the experimental data from 
Christensen et al. [48] and the finite element analysis of the same 
problem by Krutz and Segerlind [42] where a disc-shaped heat 
source (Eq. 2-4) was used. As expected, the ellipsoidal model gives 
better agreement with experiment than the disc. 

Double Ellipsoid Model (FEM) 

Distance x 1u2(rn) 

Figure 2-24: Temperature distribution along the top of the workpiece 
perpendicular to the weld. Experimental results of Christensen [48] compared to 
the computed values of Krutz and Segerlind 'disc model' [42] and the computed 
values using the 'double ellipsoid model' [46]. 

The fusion and heat affected zone boundary positions predicted 
by these FEM calculations, [46], are in good agreement with the 
experimental data, as shown in Figure 2-16. In addition, the FEM 
cooling times (800 OC to 500 OC) are much closer to the 
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experimental value than the cooling time calculated by the 
Rosenthal's analysis. The FEM cooling time is slightly larger than 
the experimental value. This may be due to neglecting the 
longitudinal heat flow. The radiation-convection applied to the top 
surface had little effect on the thermal cycle or the FZ-HAZ 
boundaries. This is to be expected for thick section welds where the 
heat flow is dominated by conduction. 

A plot of the heat input at the surface using the double ellipsoid 
heat source is given in Figure 2-25, from Lindgren [22]. 

1 

Figure 2-25: Heat input distribution using a double-ellipsoid heat source model, 
P21. 

2.2.5 Modeling Thermal Stresses and Distortions in Welds 

The thermal stress analysis of welds is more complex than the 
heat flow analysis because of the geometry changes and because of 
the complex stress-strain relationship. In designing a welding 
procedure, the critical issues are defects, mechanical properties, 
distortion and residual stress. Modeling stresses in welds includes all 
distortions that can be predicted by thermal stress analysis. Models 
of the mechanical properties of base metal, HAZ and weld metal, are 
needed as input data for thermal analysis. To evaluate the 
significance of a given defect, stress analysis is required. 

Most thermal stress analyses have used thermo-elasto-plastic 
constitutive models with rate independent plasticity. Rate 
independent plasticity implies the viscosity is zero and therefore the 
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relaxation time is zero. This means the stress relaxes instantly to the 
yield stress. The higher the temperature and the longer the time, the 
more important viscous deformation becomes. A rate independent 
model is certainly not valid in the liquid region and is suspect near 
the melting point where viscous effects are expected to be important; 
most analyses assume a cutoff temperature. They assume that the 
thermal strain, Young's modulus and yield strength do not change 
above a cutoff temperature. Temperatures above this cutoff 
temperature are set to the cutoff temperature for the thermal stress 
analysis. For steels the cutoff temperatures which have been used 
range from 600-800 "C to 1100-1200 "C. 

The analysis of stress and distortion in welds involves both rate 
dependent plasticity and rate independent plasticity. Plastic 
deformation below half the melting point temperature (measured in 
degree Kelvin) is usually rate independent plasticity. Stress 
relaxation by creep or by visco-plasticity is rate dependent plasticity 
and it should be considered for deformation above half the melting 
point, in multi-pass welds and in stress-relief of welds. Rate 
independent plasticity is independent of the deformation rate and 
therefore of time (in limited deformation rates or the ratio of 
deformation time to the active plastic deformation). The related 
characteristic behaviour in a simple one dimensional model is shown 
in Figure 2-26a. 

Figure2-26a, b: One dimensional model of rate independent elasto-plastic a) and 
ideal plastic b) of material behaviour; Young's Modulus E, with yield strength OF; 
with stress o and strain E, [3]. 
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Figure 2-26c: One dimensional model of rate-dependent elasto-visco-plastic 
material behaviour; relaxation of beginning stress 00 by constant strain E as a 
hnction of time t; Young's Modulus E, with yield strength OF, dynamic viscosity 
q, P I .  

To complete this, Figure 2-26'0 shows an ideal plastic model 
which is unsuitable for the evaluation of welding stress. In contrast 
to this, the elasto-visco-plastic continuum defines a plastic behaviour 
dependent on the deformation rate and therefore on time. The related 
characteristic behaviour in a simple one dimensional model and the 
relaxation behaviour are illustrated in Figure 2-27. 
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Figure 2-27: Residual longitudinal stress on the top surface vs. transverse distance 
from the weld centerline in HY-130 weld measured by Corrigan and computed by 
Hibbitt & Marcal [29] are shown in a). Note the lack of agreement between 
computed and measured stresses. The longitudinal stress shown in b) was 
computed by Oddy et al. [60] for HY-80 for three cases. The top curve ignores the 
phase transformation. The bottom curve includes the volume change due to the 
transformation. The middle curve includes the effect of transformation plasticity 
(In steel welds during the austenite-ferrite phase transformation the variations of 
stress and strain on the length scale of microstructure produce an important 
contribution to the plastic strain called transformation plasticity). Note the good 
agreement between experiment and the computed results for the middle curve. 

Although the accuracy is limited by computational costs to rather 
coarse meshes, Figure 2- 13, the residual stresses have usually agreed 
well with experimental results. An important exception has been the 
predicted residual stress in high strength steels. Hibbitt and Marcal 
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[29] attempted to predict the residual stress in welding HY-130 steel. 
Their results were so different from experiment that they concluded 
that an important physical phenomenon had been missed, Figure 2- 
27. 

In 1988, Oddy A. et al. [60] repeated the analysis but included 
the effect of the austenite to martensite transformation. They 
obtained the correct residual stress and showed that the critical 
phenomenon missed by Hibbitt and Marcal was transformation 
plasticity. This is the plastic strain that occurs during a phase change 
in the presence of a deviatoric stress. 

Transient 3 0  thermal stress analyses of welds have been 
described in detail in several papers [53, 56 and 651. The thermal 
strain rate due to the transient temperature field induces an elastic, 
plastic and transformation plasticity strain rate. An exact solution to 
a stress analysis problem satisfies three basic laws; the conservation 
of linear momentum or the equilibrium equation, the constitutive 
relation between stress and strain and the compatibility relations 
between strain and displacements which is the conservation of mass. 
In addition it satisfies two types of boundary conditions; the 
prescribed displacements or essential boundary conditions and the 
prescribed tractions or natural boundary conditions. A displacement 
FEM formulation is used to solve the constitutive, compatibility and 
equilibrium equations. The displacements, rotations and strains are 
large, transient and 30 .  The thermal strain must be modeled with 
care (Oddy et a1 [65]) to avoid an incompatibility between thermal 
strain and strain from the displacement field. 

Residual stress and distortion of welds are strong functions of 
plasticity. We are more concerned with the neighborhood of arc 
welds that have a small pool of liquid metal as distinct from the 
structure being welded. 

Near the weld pool the kinematics is definitely 30 .  Farther from 
the weld pool, the kinematics in appropriate structures sometimes 
can be modeled with plane or shell models. The plane strain model 
was often used in the past, because it is computationally cheap. 

During a phase transformation, the volume change induces a 
local variation in the stress field. For example, during the austenite 
to martensite transformation, the volume change could place a 
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martensite grain in compression and some of the surrounding 
austenite in tension just at its yield stress. If an average tensile stress 
is superimposed upon this microscopic stress field, the austenite 
could now yield in tension with an infinitesimal applied tensile 
stress. Now reverse the order. Apply an infinitely small macroscopic 
tensile stress first. Then transform some austenite to martensite to 
reach the yield stress of austenite locally. An additional 
transformation will cause plastic strain. This additional plastic strain 
is defined to be transformation plastic strain. It will stop when the 
transformation stops. It arises from the interaction between the 
microscopic and macroscopic stress fields. This two-scale or multi- 
scale is a bit similar to turbulence models in fluid flow that also use 
an average or macroscopic velocity and velocity fluctuation. If the 
macroscopic stress field is not modeled (i.e., the microscopic stress 
field is modeled directly), then classical plastic strain describes the 
deformation, and transformation plasticity does not occur. While the 
classical plastic strain rate is proportional to the deviatoric stress 
rate, the transformation plasticity strain rate is proportional to the 
product of the deviatoric stress times the transformation rate of the 
phase change. It is not creep because it is not proportional to time. 
Leblond's exposition of this theory is beautiful [57]. 

The high temperature range ( T  2 0.5Tm ) is usually considered to 
be of minor importance in generating residual stress due to the low 
value of yield stress. However it is important in hot cracking that is 
caused by the high temperature strain close to the molten 
temperature. The geometric changes at high temperatures are 
inherited by regions that cool from high temperatures. These 
geometric changes can be very important. The thermo-mechanics of 
causing the residual stress by welding is shown schematically in 
Figure 2-28. In this figure the scheme of plastic zone distribution for 
a case of quasi-stationary temperature field caused by a moving line 
heat source is presented. The parabola-like curve drawn as a broken 
line separates the region being heated in front of the curve and the 
region being cooled behind the curve. The region being heated 
tends to be in compression and the region being cooled tends to be in 
tension. The elastic unloading zone shown as a strip separates the 
compressed and tensioned areas. For different points in the area the 
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schematics highlight the strain-stress cycle related to the local load 
cycle, without considering temperature dependency. 

As an example, adopted from Pilipenko [18], the point 6 in 
Figure 2-28 may be suggested. At first sight the schematic stress- 
strain cycle in point 6 should have looked like point 5. But the 
difference is that material in point 6, after reaching some elastic and 
plastic compression, was 'annealed' inside of the material softening 
isotherm. Points 1, 2 and 3 represent the evolution of stress 
developed at a point lying at some distance from the weld centreline. 
First the material is being exposed to elastic compression (point I), 
and then, reaching the yield limit, the material undergoes plastic 
deformation (point 2), followed by elastic unloading (point 3). Point 
7 has a peculiar position. It lies on the weld centreline and the 
material in this point has been subjected only to elastic and then 
plastic tensioning. 

T 

Figure 2-28: Plastic compression and tension zones; local stress-strain cycles in 
quasi-stationary temperature field of the moving heat source, from Radaj [3]. 

The temperature of the metal in welds varies from the boiling 
temperature to room temperature. The domain includes the liquid 
weld pool and the far field of solid near room temperature. The 
liquid is well described as a Newtonian fluid characterized by a 
temperature dependent viscosity. The temperature of the solid can be 
considered to be a linear viscous material characterized by a 
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viscosity due to the diffusion of dislocations. From temperatures 
aboveTvp = 0.5or0.8T,,, the solid can be considered to be visco- 
plastic and characterized by an elasticity tensor, viscosity and 
deformation resistance. Below Tvp, the solid can be considered to be 
a rate independent plastic material characterized by an elasticity 
tensor, yield strength and isotropic hardening modulus. Thus the 
constitutive equation of a material point must be able to change type 
with space and time during the welding process. The constitutive 
model is assigned to be rate independent if the temperature is less 
than T,, , rate dependent if the temperature is in a range 0.5-0.8 Tm 
and linear viscous if the temperature is greater than 0.8Tm, where 
T, is a melting point or solidus temperature in degrees of Kelvin. 
The constitutive model type changes as a function of temperature in 
space and time. 

The practical application of a weld simulation with different 
constitutive equations within the above mentioned temperature areas 
will be discussed in detail in chapter V. 

An example of computed displacements in a weld is shown in 
Figure 2-29. 

Figure 2-29: Displacements computed by a thermo-elasto-plastic analysis for a 1.6 
Wmm edge weld on a carbon steel bar 12.7mm in width. Note that the 
displacements have been magnified by a factor of 50 to make them discernable. 
Note the displacements in the longitudinal direction that violate the assumptions 
of plane strain. 
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2.2.6 Microstructure Modeling in Heat Affected Zone (HAZ) 

Many failures of welds initiate in the heat affected zone adjacent 
to the weld metal, e.g., in the coarse grained HAZ. For this reason, 
welding engineers devote much of their effort to controlling the 
microstructure and hence toughness of the HAZ. Metallurgists 
usually describe the evolution of microstructure in low alloy steels 
with isothermal transformation diagrams or continuous cooling 
transformation (CCT) diagrams. These diagrams are maps that 
depict the starting time and temperature of the various 
microstructural transformations that occur over a range of cooling 
trajectories. These diagrams have been developed for heat treating. 
Heat treating usually assumes an equilibrium microstructure at a 
soaking temperature of the order of 900 "C. The Jominy test, that 
imposes a jet of cold water on one end of a bar, is a physical model 
of the evolution of microstmcture in heat treating. 

This CCT model cannot be applied directly to welding for several 
reasons. The peak temperature in the HAZ of welds ranges from a bit 
below the eutectoid temperature to the melting point. Grain growth 
in the austensite phase is non-uniform in the HAZ. It is sensitive to 
the time and temperature curve and the presence of precipitates such 
as NbC that inhibit grain growth. Also the CCT diagrams are not a 
convenient representation for a computational model. 
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Figure 2-30: The microstructure at a point in the HAZ shown in a) under goes the 
thermal cycle shown in c). The microstructure evolves through the following 
stages: 1) ferrite and pearlite are at equilibrium; 2) ferrite and pearlite transform to 
austenite; 3) austenite grain growth is inhibited by NbC and VC; 4) austenite grain 
growth occurs; 5) austenite decomposes to ferrite; 6) austenite decomposes to 
pearlite; 7) austenite decomposes to bainite; 8) austenite decomposes to 
martensite. 

For these reasons, the model developed by Kirkaldy et a1.[61] for 
Jominy bars, was extended by Watt et a1.[66] and Henwood et 
a1.[62] to model the HAZ of welds in low alloy steels. Input data to 
this model are the composition of base metal, initial microstructure 
and the transient temperature computed from FEM. The output is the 
fraction of ferrite, pearlite, austenite, bainite, martensite and the 
grain size of the austenite at each point (x,y,z,t). 
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The model begins by computing the Fe-C equilibrium diagram 
for this composition, Figure 2-30b. 

For each time step in the transient analysis, the phase fractions at 
the start are initial data and the phase fractions at the end of the step 
are computed. On heating, phase transformations are assumed to 
occur so quickly that the kinetic effects can be ignored, i.e., local 
equilibrium is assumed. In effect, superheating is ignored. After 
ferrite and pearlite have fully transformed to austenite, austenite 
grain growth begins after the dissolution of NbC andlor VC if they 
are present. Austenite grain growth is evaluated by integrating an 
ordinary differential equation (ODE). Grain growth continues until 
the A3 temperature is reached on cooling. At this time the 
decomposition of austensite to a) ferrite, b) pearlite and c) bainite is 
modeled with a sequence of ODES. Finally, if austensite is still 
present at the martensite start temperature, austenite is transformed 
to martensite by an algebraic equation proposed by Koisten and 
Marburger [63]. 

The ODE for austenite to ferrite is shown in equation (2-1 9.): 

The exponent containing G, the austensite grain size, in the first 
term reflects the fact that since ferrite nucleates at the austensite 
grain boundary, the density of nuclei is a function of the austensite 
grain boundary area. The next term reflects the metal physics 
experiments that shows the rate of growth of ferrite increases as 413 
where AT=A3-T is the undercooling temperature for the austenite- 
ferrite transformation. This is due to the increasing difference in free 
energy between austenite and ferrite with under-cooling. The 
exponential term reflects the decrease in the diffusivity of carbon in 
iron with temperature. The denominator reflects the effect of 
alloying elements on diffusivity. The last term is the predator prey 
factor which states that the rate of production of ferrite is a product 
of the fraction of ferrite present, X, and the fraction of austensite 
present (1 -X). 



Computational Welding Mechanics 

whereX, is the fraction of ferrite formed and X, is the 
equilibrium amount of ferrite. 

where g is the grain size in microns. 
Kirkaldy has proposed the following ODE relation for the 

austenite decomposition to pearlite and it is similar to equation (4- 
21): 

f G-l \ 

where AT is the undercooling given as (A, - T )  and D is a diffusion 
parameter and it is given by the following relation, adopted from 
[74] : 

and 
XP x=- (2-24) 
XpE 

where Xp is the fraction of pearlite formed and X, is the 
equilibrium amount of pearlite. The equilibrium value of ferrite is 
calculated at each time step. Therefore the equilibrium amount of 
ferrite at any specific temperature is the maximum amount of ferrite 
which can be formed from austenite. The remaining amount of 
austenite is available for the formation of pearlite. This allows the 
value of X, to be set equal to 1 - X, . 

The ODE governing decomposition of austenite to bainite is 
taken from the work of Kirkaldy, adopted from Khoral [74]: 
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where Xis  the amount of bainite formed and AT is the undercooling 
given as (BS-T). Z is given by the following relation: 
Z = exp[x2 ( 1 . 9 ~  + 2 .5~12  + 9Ni +1.7Cr + 4Mo - 2.6)] (2-26) 

The value of Z is set to 1.0 if: (1.9C+2.5Mn+9Ni+l.7Cr+4Mo- 
2.6)<0. 

The martensitic transformation is given by the following relation 
taken from the work of Koistenen and Marburger [63]: 

X, = 1 - exp[-k, (MS - T)] (2- 27) 
whereX, is the volume fraction of martensite formed, MS is the 
martensite start temperature, T is the instantaneous temperature and 
k, is a constant and its value for most steel types is 0.01 1" C-' . 

This microstructure model does not apply to the weld metal 
because the effects of solidification are ignored. Bhadeshia [64] has 
developed models that could be applied to weld metal. 

2.2.7 Spatial Integration Schemes 

Since the Finite Element Method (FEM) is primarily an exercise 
in numerical integration, it is not surprising that better integration 
schemes are being sought. Numerical integration schemes replace an 

of the number of sampling points, i, the weights, wi, and the location 
of the sampling points, xi, characterize the integration scheme. If 
f (x) is a polynomial of degree 2n-I, it can be integrated exactly with 
n sampling or integration points as shown by Gauss. In two 
dimensions, the stiffness matrix of the popular 4 node rectangular 
element (but not a quadrilateral) can be integrated exactly with four 
integration points. If only one integration point is used, the 
integration is approximate and spurious nodes may appear that 
corrupt the solution. Belytschko [16] discovered a way to stabilize 
these spurious nodes and thus reduce the integration costs by almost 
a factor of four for 4-node quads and almost 8 for 8-node bricks. 
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