Chapter 2

Solving Polynomial Equations

In this chapter we will discuss several approaches to solving systems of
polynomial equations. First, we will discuss a straightforward attack based
on the elimination properties of lexicographic Grébner bases. Combining
elimination with numerical root-finding for one-variable polynomials we get
a conceptually simple method that generalizes the usual techniques used
to solve systems of linear equations. However, there are potentially severe
difficulties when this approach is implemented on a computer using finite-
precision arithmetic. To circumvent these problems, we will develop some
additional algebraic tools for root-finding based on the algebraic structure
of the quotient rings k[x1,...,x,]/I. Using these tools, we will present
alternative numerical methods for approximating solutions of polynomial
systems and consider methods for real root-counting and root-isolation.
In Chapters 3, 4 and 7, we will also discuss polynomial equation solving.
Specifically, Chapter 3 will use resultants to solve polynomial equations,
and Chapter 4 will show how to assign a well-behaved multiplicity to each
solution of a system. Chapter 7 will consider other numerical techniques
(homotopy continuation methods) based on bounds for the total number
of solutions of a system, counting multiplicities.

§1 Solving Polynomial Systems by Elimination

The main tools we need are the Elimination and Extension Theorems. For
the convenience of the reader, we recall the key ideas:

¢ (Elimination Ideals) If I is an ideal in k[zq,...,x,], then the fth
elimination ideal is

I, =1nN k[xg+1, Ceey l'n]

Intuitively, if I = (f1, ..., fs), then the elements of I, are the linear com-
binations of the fi,..., fs, with polynomial coefficients, that eliminate
Z1,...,xe from the equations f; = --- = f, = 0.

24
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® (The Elimination Theorem) If G is a Grébner basis for I with respect
to the lex order (z1 > x2 > -+ > x,) (or any order where monomi-
als involving at least one of z1,...,x, are greater than all monomials
involving only the remaining variables), then

Gy = Gﬂk’[l‘g+1,...,xn]

is a Grobner basis of the ¢th elimination ideal I,.

e (Partial Solutions) A point (agi1,...,a,) € V(I;) C k" is called a
partial solution. Any solution (ay,...,a,) € V(I) C k™ truncates to
a partial solution, but the converse may fail—not all partial solutions
extend to solutions. This is where the Extension Theorem comes in. To
prepare for the statement, note that each f in I, 1 can be written as a
polynomial in z,, whose coefficients are polynomials in g1, ..., Z,:

[ =col@pgr, .., xn)xf + -+ co(Tegrs ..o, xn).

We call ¢, the leading coefficient polynomial of f if x] is the highest
power of x, appearing in f.

® (The Extension Theorem) If k is algebraically closed (e.g., k = C), then
a partial solution (agy1, ..., a,) in V(I;) extends to (ag, aps1, ..., ay) in
V(Iy-1) provided that the leading coeflicient polynomials of the elements
of a lex Grobner basis for I;—; do not all vanish at (agy1, ..., an).

For the proofs of these results and a discussion of their geometric meaning,
see Chapter 3 of [CLO]. Also, the Elimination Theorem is discussed in §6.2
of [BW] and §2.3 of [AL], and [AL] discusses the geometry of elimination
in §2.5.

The Elimination Theorem shows that a lez Grobner basis G successively
eliminates more and more variables. This gives the following strategy for
finding all solutions of the system: start with the polynomials in G with the
fewest variables, solve them, and then try to extend these partial solutions
to solutions of the whole system, applying the Extension Theorem one
variable at a time.

As the following example shows, this works especially nicely when V(I)
is finite. Consider the system of equations

x2+y2—|—22:4
(1.1) 4+ 2% =5
rzz =1

from Exercise 4 of Chapter 3, §1 of [CLO]. To solve these equations, we
first compute a lez Grobner basis for the ideal they generate using Maple:

with(grobner):

PList := [x"2+y~2+z72-4, x"2+2xy~2-5, x*z-1];
VList := [x,y,z];

G := gbasis(PList,VList,plex);
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This gives output

G:=1[22° -3z +a,—1+¢y> — 2% 1+ 22" — 327
From the Grébner basis it follows that the set of solutions of this system in
C3 is finite (why?). To find all the solutions, note that the last polynomial

depends only on z (it is a generator of the second elimination ideal I =
I N C[z]) and factors nicely in Q[z]. To see this, we may use

factor(2*xz~4 - 3*z"2 + 1) ;
which generates the output
(z —1)(z +1)(222 - 1).
Thus we have four possible z values to consider:
z = +1,+1/V2.

By the Elimination Theorem, the first elimination ideal I; = I N Cly, 2] is
generated by

P — 22— 1

2% — 327 + 1.
Since the coefficient of »? in the first polynomial is a nonzero constant,
every partial solution in V(I3) extends to a solution in V(I1). There are

eight such points in all. To find them, we substitute a root of the last
equation for z and solve the resulting equation for y. For instance,

subs(z=1,G);
will produce:
[71 + &€, y2 - 27 0}7

so in particular, y = ++/2. In addition, since the coefficient of z in the first
polynomial in the Grobner basis is a nonzero constant, we can extend each
partial solution in V(I7) (uniquely) to a point of V(I). For this value of z,
we have z = 1.

Exercise 1. Carry out the same process for the other values of z as well.
You should find that the eight points

(1, £V2,1), (-1, £V2,-1), (V2,+V6/2,1/V2), (=V2,£V6/2, —1/V2)

form the set of solutions.

The system in (1.1) is relatively simple because the coordinates of the
solutions can all be expressed in terms of square roots of rational numbers.
Unfortunately, general systems of polynomial equations are rarely this nice.
For instance it is known that there are no general formulas involving only
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the field operations in k and extraction of roots (i.e., radicals) for solving
single variable polynomial equations of degree 5 and higher. This is a fa-
mous result of Ruffini, Abel, and Galois (see [Her]). Thus, if elimination
leads to a one-variable equation of degree 5 or higher, then we may not be
able to give radical formulas for the roots of that polynomial.

We take the system of equations given in (1.1) and change the first term
in the first polynomial from z? to z°. Then executing

PList2 := [x"5+y~2+z72-4, x"2+2%y~2-5, x*z-1];
VList2 := [x,y,2];
G2 := gbasis(PList,VList,plex);
produces the following lex Grobner basis:
(1.2) Go :=[22 + 225 — 2% — 32, —10 + 2 + 32% — 22° + 49,
. 2 — 23— 325 +227).

In this case, the command
factor(2*z~7 - 3*xz"5 - z"3 + 2);
gives the factorization
227 =325 — 224 2= (2 —1)(22° +22° — 2* — 2% — 222 — 22— 2),

and the second factor is irreducible in Q[z]. In a situation like this, to
go farther in equation solving, we need to decide what kind of answer is
required.

If we want a purely algebraic, “structural” description of the solutions,
then Maple can represent solutions of systems like this via the solve
command. Let’s see what this looks like. Entering

solve(convert(G2,set),{x,y,z});
you should generate the following output:
{z = 1,y = RootOf(—2 + _Z?),z = 1},
{z = %1,y = 1RootOf(—10 + %1 + 3%1® — 2%1° + _Z?),
r=—32%12(2%1* — 1 — 3%1%)}
%1 := RootOf(2.2% +2.2° — Z* — 7% —2.2% — 2.7 — 2)
Here the %1 is an abbreviation for a subexpression that occurs several
times. It stands for any one root of the polynomial 2_7% + 2_75 — _Z4 —
73 —2_7?% —2_7 — 2. Similarly, the other RootOf expressions that appear

in the solutions stand for any solution of the corresponding equation in the
dummy variable _Z.

Exercise 2. Verify that the expressions above are obtained if we solve for
z from the Grobner basis Go and then use the Extension Theorem. How
many solutions are there of this system in in C3?
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On the other hand, in many practical situations where equations must
be solved, knowing a numerical approrimation to a real or complex solu-
tion is often more useful, and perfectly acceptable provided the results are
sufficiently accurate. In our particular case, one possible approach would
be to use a numerical root-finding method to find approximate solutions of
the one-variable equation

(1.3) 225 4+ 22° — 2t — 23— 222 -2, -2=0,

and then proceed as before using the Extension Theorem, except that we
now use floating point arithmetic in all calculations. In some examples,
numerical methods will also be needed to solve for the other variables as
we extend.

One well-known numerical method for solving one-variable polynomial
equations in R or C is the Newton-Raphson method or, more simply but
less accurately, Newton’s method. This method may also be used for equa-
tions involving functions other than polynomials, although we will not
discuss those here. For motivation and a discussion of the theory behind
the method, see [BuF]| or [Act].

The Newton-Raphson method works as follows. Choosing some initial
approximation zg to a root of p(z) = 0, we construct a sequence of numbers
by the rule

p(2k)
P (2k)
where p’(z) is the usual derivative of p from calculus. In most situations,
the sequence z; will converge rapidly to a solution z of p(z) = 0, that is,
Z = limg_ oo 25 Will be a root. Stopping this procedure after a finite number
of steps (as we must!), we obtain an approximation to z. For example we
might stop when zx41 and zj agree to some desired accuracy, or when a
maximum allowed number of terms of the sequence have been computed.
See [BuF], [Act], or the comments at the end of this section for additional
information on the performance of this technique. When trying to find all
roots of a polynomial, the trickiest part of the Newton-Raphson method is
making appropriate choices of zg. It is easy to find the same root repeatedly
and to miss other ones if you don’t know where to look!

Fortunately, there are elementary bounds on the absolute values of the
roots (real or complex) of a polynomial p(z). Here is one of the simpler
bounds.

2kl = 2k — fork=0,1,2,...,

Exercise 3. Show that if p(z) = 2™ + a,_12"" ! + -+ + ap is a monic
polynomial with complex coefficients, then all roots z of p satisfy |z| < B,
where

B = max{1, |an—1| + -+ + |a1| + |aol}.
Hint: The triangle inequality implies that |a + b| > |a| — |b].
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See Exercise 11 below for another better bound on the roots. Given any
bound of this sort, we can limit our attention to zy in this region of the
complex plane to search for roots of the polynomial.

Instead of discussing searching strategies for finding roots, we will use a
built-in Maple function to approximate the roots of the system from (1.2).
The Maple function fsolve finds numerical approximations to all real (or
complex) roots of a polynomial by a combination of root location and
numerical techniques like Newton-Raphson. For instance, the command

fsolve (2*xz~6+2%z"5-2"4-2"3-2%2"2-2%z-2) ;

will compute approximate values for the real roots of our polynomial (1.3).
The output should be:

—1.395052015, 1.204042437.

(Note: In Maple, 10 digits are carried by default in decimal calculations;
more digits can be used by changing the value of the Maple system variable
Digits. Also, the actual digits in your output may vary slightly if you
carry out this computation using another computer algebra system.) To
get approximate values for the complex roots as well, try:

fsolve (2*z~6+2*z~5-z"4-2"3-2%z"2-2xz-2, complex) ;
We illustrate the Extension Step in this case using the approximate value
z = 1.204042437.
We substitute this value into the Grobner basis polynomials using
subs (z=1.204042437,G2) ;
and obtain
[27 — 1.661071025, —8.620421528 + 4y*, —.2 x 1078,

Note that the value of the last polynomial was not exactly zero at our
approximate value of z. Nevertheless, as in Exercise 1, we can extend this
approximate partial solution to two approximate solutions of the system:

(z,y,z) = (.8305355125, £1.468027718, 1.204042437).
Checking one of these by substituting into the equations from (1.2), using
subs (z=1.204042437,y=1.468027718,x=.8305355125, G2);
we find
[0, —.4% 1078, —.2 % 1078],

so we have a reasonably good approximate solution, in the sense that our
computed solution gives values very close to zero in the polynomials of the
system.
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Exercise 4. Find approximate values for all other real solutions of this
system by the same method.

In considering what we did here, one potential pitfall of this approach
should be apparent. Namely, since our solutions of the one-variable equation
are only approximate, when we substitute and try to extend, the remaining
polynomials to be solved for  and y are themselves only approximate. Once
we substitute approximate values for one of the variables, we are in effect
solving a system of equations that is different from the one we started
with, and there is little guarantee that the solutions of this new system are
close to the solutions of the original one. Accumulated errors after several
approximation and extension steps can build up quite rapidly in systems
in larger numbers of variables, and the effect can be particularly severe if
equations of high degree are present.

To illustrate how bad things can get, we consider a famous cautionary
example due to Wilkinson, which shows how much the roots of a polynomial
can be changed by very small changes in the coefficients.

Wilkinson’s example involves the following polynomial of degree 20:

p(z) = (x+ Dz +2) - (z+20) = 22° + 2102 + - - + 20!

The roots are the 20 integers x = —1, —2,..., —20. Suppose now that we
“perturb” just the coefficient of '°, adding a very small number. We carry
20 decimal digits in all calculations. First we construct p(x) itself:

Digits := 20:
p:=1:
for k to 20 do p := p*x(x+k) od:

Printing expand(p) out at this point will show a polynomial with some
large coefficients indeed! But the polynomial we want is actually this:

q := expand(p + .000000001*x~19):
fsolve(q,x,complex) ;

The approximate roots of ¢ = p+.000000001 ¥ (truncated for simplicity)
are:

— 20.03899, —18.66983 — .35064 I, —18.66983 + .35064 I,
— 16.57173 — .88331 I, —16.57173 4 .88331 I,

— 14.37367 — 77316 1, —14.37367 + .77316 I,

— 12.38349 — .10866 I, —12.38349 + .10866 I,

— 10.95660, —10.00771, —8.99916, —8.00005,

— 6.999997, —6.000000, —4.99999, —4.00000,
—2.999999, —2.000000, —1.00000.
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Instead of 20 real roots, the new polynomial has 12 real roots and 4 com-
plex conjugate pairs of roots. Note that the imaginary parts are not even
especially small!

While this example is admittedly pathological, it indicates that we should
use care in finding roots of polynomials whose coefficients are only approx-
imately determined. (The reason for the surprisingly bad behavior of this p
is essentially the equal spacing of the roots! We refer the interested reader
to Wilkinson’s paper [Wil] for a full discussion.)

Along the same lines, even if nothing this spectacularly bad happens,
when we take the approximate roots of a one variable polynomial and try
to extend to solutions of a system, the results of a numerical calculation can
still be unreliable. Here is a simple example illustrating another situation
that causes special problems.

Exercise 5. Verify that if x > y, then
G=[+20+3+y° —y,y° —y* +2y

is a lex Grobner basis for the ideal that G generates in R[z, y].

We want to find all real points (x,y) € V(G). Begin with the equation
¥ —y?+2y =0,

which has exactly two real roots. One is y = 0, and the second is in the
interval [—2, —1] because the polynomial changes sign on that interval.
Hence there must be a root there by the Intermediate Value Theorem from
calculus. Using fsolve to find an approximate value, we find the nonzero
root is

(1.4) —1.267168305
to 10 decimal digits. Substituting this approximate value for y into G yields
[% + 22 + .999999995, .7 x 10~¥].

Then use
fsolve(x™2 + 2*x + .999999995) ;
to obtain
—1.000070711, —.9999292893.
Clearly these are both close to z = —1, but they are different. Taken

uncritically, this would seem to indicate two distinct real values of x when
y is given by (1.4).

Now, suppose we used an approximate value for y with fewer decimal
digits, say y = —1.2671683. Substituting this value for y gives us the
quadratic

2% + 22 + 1.000000054.
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This polynomial has no real roots at all. Indeed, using the complex option
in fsolve, we obtain two complex values for x:

—1. —.0002323790008 I, —1. +.0002323790008 I.

To see what is really happening, note that the nonzero real root of 1% —
y? + 2y = 0 satisfies y° — y + 2 = 0. When the exact root is substituted
into G, we get

[2% + 22 + 1,0]

and the resulting equation has a double root x = —1.
The conclusion to be drawn from this example is that equations with
double roots, such as the exact equation

224+2r+1=0

we got above, are especially vulnerable to the errors introduced by numer-
ical root-finding. It can be very difficult to tell the difference between a
pair of real roots that are close, a real double root, and a pair of complex
conjugate roots.

From these examples, it should be clear that finding solutions of polyno-
mial systems is a delicate task in general, especially if we ask for information
about how many real solutions there are. For this reason, numerical meth-
ods, for all their undeniable usefulness, are not the whole story. And they
should never be applied blindly. The more information we have about the
structure of the set of solutions of a polynomial system, the better a chance
we have to determine those solutions accurately. For this reason, in §2 and
§3 we will go to the algebraic setting of the quotient ring k[x1, ..., z,]/I
to obtain some additional tools for this problem. We will apply those tools
in §4 and §5 to give better methods for finding solutions.

For completeness, we conclude with a few additional words about the
numerical methods for equation solving that we have used. First, if Z is a
multiple root of p(z) = 0, then the convergence of the Newton-Raphson se-
quence zj can be quite slow, and a large number of steps and high precision
may be required to get really close to a root (though we give a method for
avoiding this difficulty in Exercise 9). Second, there are some choices of zg
where the sequence zj, will fail to converge to a root of p(z). See Exercise
10 below for some simple examples. Finally, the location of Z in relation to
zp can be somewhat unpredictable. There could be other roots lying closer
to zg. These last two problems are related to the fractal pictures associated
to the Newton-Raphson method over C—see, for example, [PR]. We should
also mention that there are multivariable versions of Newton-Raphson for
systems of equations and other iterative methods that do not depend on
elimination. These have been much studied in numerical analysis. For more
details on these and other numerical root-finding methods, see [BuF] and
[Act]. Also, we will discuss homotopy continuation methods in Chapter 7,
§5 of this book.
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ADDITIONAL EXERCISES FOR §1

Exercise 6. Use elimination to solve the system
0=a?+2y° —y—22
0=2a?—8y> +10z -1
0 =2%— Tyz.

How many solutions are there in R?; how many are there in C3?

Exercise 7. Use elimination to solve the system
0=a>4+1y>+22 -2z
0=2a%—yz—2

0=z—y+ 2z

How many solutions are there in R?; how many are there in C3?

Exercise 8. In this exercise we will study exactly why the performance
of the Newton-Raphson method is poor for multiple roots, and suggest a
remedy. Newton-Raphson iteration for any equation p(z) = 0 is an example
of fixed point iteration, in which a starting value zg is chosen and a sequence

(1.5) zr+1 = 9(zk) for k=0,1,2,...

is constructed by iteration of a fixed function g(z). For Newton-Raphson

iteration, the function g(z) is g(z) = N,(z) = z — p(2)/p'(2). If the se-

quence produced by (1.5) converges to some limit Z, then Z is a fized point
of g (that is, a solution of g(z) = z). It is a standard result from analysis

(a special case of the Contraction Mapping Theorem) that iteration as in

(1.5) will converge to a fixed point Z of g provided that |¢'(Z)| < 1, and 2

is chosen sufficiently close to zZ. Moreover, the smaller |¢’(Z)| is, the faster

convergence will be. The case ¢'(z) = 0 is especially favorable.

a. Show that each simple root of the polynomial equation p(z) = 0 is a
fized point of the rational function N,(z) = z — p(2)/p'(2).

b. Show that multiple roots of p(z) = 0 are removable singularities of
Ny(z) (that is, |Np(2)| is bounded in a neighborhood of each multiple
root). How should N, be defined at a multiple root of p(z) = 0 to make
N, continuous at those points?

c. Show that N)(Z) = 0 if Z is a simple root of p(z) = 0 (that is, if
p(z) = 0, but p'(z) # 0).

d. On the other hand, show that if Z is a root multiplicity & of p(z) (that
is, if p(2) = p/'(z) = --- = p*VD(Z) = 0 but p¥) () # 0), then

1

lim N)(z) =1 - e

z2—Z
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Thus Newton-Raphson iteration converges much faster to a simple
root of p(z) = 0 than it does to a multiple root, and the larger the
multiplicity, the slower the convergence.

e. Show that replacing p(z) by

_ p(2)
GCD(p(2), P'(2))

(see [CLO], Chapter 1, §5, Exercises 14 and 15) eliminates this difficulty,
in the sense that the roots of p,.q4(z) = 0 are all simple roots.

pred(z)

Exercise 9. There are cases when the Newton-Raphson method fails to

find a root of a polynomial for lots of starting points zg.

a. What happens if the Newton-Raphson method is applied to solve the
equation 22 + 1 = 0 starting from a real zp? What happens if you take
zp with nonzero imaginary parts? Note: It can be shown that Newton-
Raphson iteration for the equation p(z) = 0 is chaotic if zg is chosen in
the Julia set of the rational function N,(z) = z —p(z)/p'(2) (see [PR]),
and exact arithmetic is employed.

b. Let p(z) = 2* — 22 — 11/36 and, as above, let N,(2) = z — p(2)/p'(2).
Show that +1/1/6 satisfies N,(1/v6) = —1/v6, N,(—=1/v6) = 1/1/6,
and NI’)(I/\/E) = 0. In the language of dynamical systems, +1/v/6 is
a superattracting 2-cycle for Np(z). One consequence is that for any zg
close to £1/ V6, the Newton-Raphson method will not locate a root of
p. This example is taken from Chapter 13 of [Dev].

Exercise 10. This exercise improves the bound on roots of a polynomial
given in Exercise 3. Let p(z) = 2" + a,_12" "' + -+ a1z + ag be a monic
polynomial in C[z]. Show that all roots Z of p satisfy |Z| < B, where

B=1 + max{|an_1|, ey |CL1‘7 |C(,0|}.

This upper bound can be much smaller than the one given in Exercise 3.
Hint: Use the Hint from Exercise 3, and consider the evaluation of p(z) by
nested multiplication:

p(z) = (- ((z + an-1)z + an—2)z + - -~ + a1)z + ao.

§2 Finite-Dimensional Algebras

This section will explore the “remainder arithmetic” associated to a
Grobner basis G = {¢1,...,¢9:} of an ideal I C k[z1, ..., z,]. Recall from
Chapter 1 that if we divide f € k[z1, ..., z,] by G, the division algorithm
yields an expression

—G
(2.1) f=higi+- -+ hge + f,
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where the remainder f  is a linear combination of the monomials z® ¢
(ur(I)). Furthermore, since G is a Grdbner basis, we know that f € I if

and only if TG = 0, and the remainder is uniquely determined for all f.
This implies

—G .
(2.2) [ =3« f-—gel
Since polynomials can be added and multiplied, given f, g € k[x1, ..., z,]
it is natural to ask how the remainders of f 4+ g and fg can be computed
if we know the remainders of f, g themselves. The following observations
show how this can be done.

® The sum of two remainders is again a remainder, and in fact one can
. —=G -G —_—G
easily show that f +9" = f+g .
® On the other hand, the product of remainders need not be a remain-
G ——G
o s =G _ —G -G _ .
der. But it is also easy to see that f -g¢ = fg ,and f -g% isa
remainder.

We can also interpret these observations as saying that the set of remain-
ders on division by G has naturally defined addition and multiplication
operations which produce remainders as their results.

This “remainder arithmetic” is closely related to the quotient ring
klx1,...,2,]/I. We will assume the reader is familiar with quotient rings,
as described in Chapter 5 of [CLO] or in a course on abstract algebra.
Recall how this works: given f € k[x1, ..., z,], we have the coset

fl=f+1={f+h:hel}

and the crucial property of cosets is

(2.3) (fl=lg) = f-gel
The quotient ring k[zy,...,x,|/I consists of all cosets [f] for f €
k‘[l’l, ey mn]

From (2.1), we see that TG € [f], and then (2.2) and (2.3) show that we
have a one-to-one correspondence

remainders «— cosets
=G
[l
=G
Thus we can think of the remainder f as a standard representative of its
coset [f] € k[z1,...,x,]/I. Furthermore, it follows easily that remainder

arithmetic is ezactly the arithmetic in k[xq, ..., z,]/I. That is, under the
above correspondence we have

79439 — [f] + lg]
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Since we can add elements of k[z1, ..., z,]/I and multiply by constants
(the cosets [¢] for ¢ € k), k[zq,...,zy]/I also has the structure of a vector
space over the field k. A ring that is also a vector space in this fashion
is called an algebra. The algebra k[xi,...,xz,]/I will be denoted by A
throughout the rest of this section, which will focus on its vector space
structure.

An important observation is that remainders are the linear combinations
of the monomials z* ¢ (rr(I)) in this vector space structure. (Strictly
speaking, we should use cosets, but in much of this section will identify
a remainder with its coset in A.) Since this set of monomials is linearly
independent in A (why?), it can be regarded as a basis of A. In other
words, the monomials

B = {a”: 2 ¢ (tr(D))}

form a basis of A (more precisely, their cosets are a basis). We will refer to
elements of B as basis monomials. In the literature, basis monomials are
often called standard monomials.

The following example illustrates how to compute in A using basis
monomials. Let

(2.4) G = {2 4+ 3zy/2 + v*/2 — 32/2 — 3y/2, 2y® — x,y° — y}.

Using the grevler order with x > y, it is easy to verify that GG is a Grébner
basis for the ideal I = (G) C C|z, y] generated by G. By examining the
leading monomials of G, we see that (Lr(I)) = (22, 2y% 3®). The only
monomials not lying in this ideal are those in

B = {1,z,y,zy,y*}

so that by the above observation, these five monomials form a vector space
basis for A = C|x, y]/I over C.

We now turn to the structure of the quotient ring A. The addition op-
eration in A can be viewed as an ordinary vector sum operation once we
express elements of A in terms of the basis B in (2.4). Hence we will consider
the addition operation to be completely understood.

Perhaps the most natural way to describe the multiplication operation
in A is to give a table of the remainders of all products of pairs of elements
from the basis B. Since multiplication in A distributes over addition, this
information will suffice to determine the products of all pairs of elements
of A.

For example, the remainder of the product z - xy may be be computed
as follows using Maple. Using the Grobner basis G, we compute

normalf (x"2xy,G, [x,y],tdeg) ;

and obtain

3 3,43 1
g Tt T QY T oY
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Exercise 1. By computing all such products, verify that the multiplication
table for the elements of the basis B is:

r|lr o xzy B x
yly ay y* oy
zylaxy B x a zy
(2.5) vy o oy ay y?
where
o= —3xy/2 — y*/2 + 32/2 + 3y/2
B = 3xy/2 + 3y*/2 — 3x/2 — y/2.

This example was especially nice because A was finite-dimensional as a
vector space over C. In general, for any field ¥ C C, we have the following
basic theorem which describes when k[z1, ..., z,]/I is finite dimensional.

¢ (Finiteness Theorem) Let k& C C be a field, and let I C k[z1, ..., z,] be
an ideal. Then the following conditions are equivalent:
a. The algebra A = k[z1,...,x,]/I is finite-dimensional over k.
b. The variety V(I) C C" is a finite set.
c. If G is a Grobner basis for I, then for each i, 1 < i < n, there is an
m; > 0 such that z]"* = L1(g) for some g € G.

For a proof of this result, see Theorem 6 of Chapter 5, §3 of [CLO], Theorem
2.2.7 of [AL], or Theorem 6.54 of [BW]. An ideal satisfying any of the above
conditions is said to be zero-dimensional. Thus

A is a finite-dimensional algebra <= [ is a zero-dimensional ideal.

A nice consequence of this theorem is that I is zero-dimensional if and
only if there is a nonzero polynomial in I N k[x;] for each i = 1,...,n. To
see why this is true, first suppose that I is zero-dimensional, and let G be a
reduced Grobner basis for any lez order with x; as the “last” variable (i.e.,
xj > x; for j # 1). By item c above, there is some g € G with LT(g) = ",
Since we’re using a lex order with x; last, this implies g € k[x;] and hence
g is the desired nonzero polynomial. Note that g generates I N k[x;] by the
Elimination Theorem.

Going the other way, suppose I Nk[xz;] is nonzero for each i, and let m; be
the degree of the unique monic generator of I N k[xz;] (remember that k[z;]
is a principal ideal domain—see Corollary 4 of Chapter 1, §5 of [CLO]).
Then z[** € (Lr(I)) for any monomial order, so that all monomials not in
(ur(I)) will contain x; to a power strictly less than m;. In other words, the
exponents « of the monomials z¢ ¢ (Lr([)) will all lie in the “rectangular
box”

R ={a €Z%,: foreachi, 0 < a; < m; — 1}.
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This is a finite set of monomials, which proves that A is finite-dimensional
over k.

Given a zero-dimensional ideal I, it is now easy to describe an algorithm
for finding the set B of all monomials not in (LT(I)). Namely, no matter
what monomial order we are using, the exponents of the monomials in
B will lie in the box R described above. For each @ € R, we know that
z® ¢ (Lr(I)) if and only if 70 = 2% Thus we can list the & € R in some
systematic way and compute 77 for each one. A vector space basis of A
is given by the set of monomials

B:{xa:aeRandx_aG:x“}.

See Exercise 13 below for a Maple procedure implementing this method.
The vector space structure on A = klxy,...,x,]/I for a zero-
dimensional ideal I can be used in several important ways. To begin, let
us consider the problem of finding the monic generators of the elimina-
tion ideals I N k[z;]. As indicated above, we could find these polynomials
by computing several different lex Grobner bases, reordering the variables
each time to place x; last. This is an extremely inefficient method, however.
Instead, let us consider the set of non-negative powers of [x;] in A:

S = {1, [x], [z:)?, .. .}

Since A is finite-dimensional as a vector space over the field k, S must
be linearly dependent in A. Let m; be the smallest positive integer for

which {1, [z;], [2:]2, ..., [;]™} is linearly dependent. Then there is a linear
combination

> el =[O

§=0

in A in which ¢; € k are not all zero. In particular, ¢,,, # 0 since m; is
minimal. By the definition of the quotient ring, this is equivalent to saying
that

m; .
(2.6) pi(zi) = Z cjr; € 1.

Jj=0

Exercise 2. Verify that p;(z;) as in (2.6) is a generator of the ideal
I N k[z;], and develop an algorithm based on this fact to find the monic
generator of I N k[z;], given any Grobner basis G for a zero-dimensional
ideal I as input.

The algorithm suggested in Exercise 2 often requires far less computa-
tional effort than a lex Grobner basis calculation. Any ordering (e.g. grevlex)
can be used to determine G, then only standard linear algebra (matrix op-
erations) are needed to determine whether the set {1, [z;], [z:]%, ..., [z:]™}
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is linearly dependent. We note that the finduni function from Maple’s
grobner package is an implementation of this method.

We will next discuss how to find the radical of a zero-dimensional ideal
(see Chapter 1 for the definition of radical). To motivate what we will
do, recall from §1 how multiple roots of a polynomial can cause problems
when trying to find roots numerically. When dealing with a one-variable
polynomial p with coefficients lying in a subfield of C, it is easy to see that
the polynomial

b

Pred = GCD(p, /)

has the same roots as p, but all with multiplicity one (for a proof of this, see
Exercises 14 and 15 of Chapter 1, §5 of [CLO]). We call p,..q the square-free
part of p.

The radical v/T of an ideal I generalizes the idea of the square-free part
of a polynomial. In fact, we have the following elementary exercise.

Exercise 3. If p € k[z] is a nonzero polynomial, show that 1/ (p) = (prea)-

Since k[z] is a PID, this solves the problem of finding radicals for all
ideals in k[z]. For a general ideal I C k[zy,...,x,], it is more difficult
to find VI, though algorithms are known and have been implemented
in Axiom, Macaulay, REDUCE, and Singular. Fortunately, when I is
zero-dimensional, computing the radical is much easier, as shown by the
following proposition.

(2.7) Proposition. Let I C Clzy,...,x,] be a zero-dimensional ideal.
For each i = 1,...,n, let p; be the unique monic generator of I N Clx;],
and let p; req be the square-free part of p;. Then

\/f =1 + <p1,reda s 7pn,red>'

PrOOF. Write J = I + (D1 yed, - - -, Pn,red). We first prove that J is a
radical ideal, i.e., that J = v/J. For each 7, using the fact that C is alge-
braically closed, we can factor each p; req to obtain p; req = (x; — ai1)(x; —
@;2) - - - (x; — @iq,), where the a;; are distinct. Then

J=J+ (Prred) = ﬂ(J-F (1 — auy)),
J
where the first equality holds since p; yeq € J and the second follows from

Exercise 9 below since p1,req has distinct roots. Now use ps ,..q to decompose
each J + (x1 — a1;) in the same way. This gives

J = ﬂ(J + (1 — a1y, T2 — ag)).
Jk
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If we do this for all © = 1,2,...,n, we get the expression

J = m (J-i—(.%‘l—a1j17...,$n—anjn>).

J1r--odn

Since (x1 — @1y - - ., Tn — Anj,) is a maximal ideal, the ideal J + (z1 —
Q1jys- - Ty — Qpj, ) 1s either (1 — a1j,, ..., Tn — aynj,) or the whole ring
Clz1, ..., zp). It follows that J is a finite intersection of maximal ideals.
Since a maximal ideal is radical and an intersection of radical ideals is
radical, we conclude that J is a radical ideal.

Now we can prove that J = +/I. The inclusion I C J is built into
the definition of J, and the inclusion J C /T follows from the Strong
Nullstellensatz, since the square-free parts of the p; vanish at all the points
of V(I). Hence we have

IcJcVI
Taking radicals in this chain of inclusions shows that v/J = v/I. But J is
radical, so v/J = J and we are done. O

A Maple procedure that implements an algorithm for the radical of a
zero-dimensional ideal based on Proposition (2.7) is discussed in Exercise
16 below. It is perhaps worth noting that even though we have proved
Proposition (2.7) using the properties of C, the actual computation of
the polynomials p; req Will involve only rational arithmetic when the input
polynomials are in Q[z1, ..., z,].

For example, consider the ideal

(2.8) I = (y'z + 32> —y* — 322 2%y — 222, 2z — 2% — 2" 4 2?)

Exercise 4. Using Exercise 2 above, show that
INQlx] = (z* — 2?)
and
INQlyl = (y* - 2*).

Writing p1(x) = 23 — 22 and pa2(y) = y° — 2y*, we can compute the

square-free parts in Maple as follows. The command
plred := simplify(pl/gcd(pl,diff(pl,x)));
will produce
Pired(z) = z(z — 1).
Similarly,

P2red(y) = yly — 2).
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Hence by Proposition (2.7), /T is the ideal
(ytz 4323 — y* — 322, 2%y — 222, 2ytx — 23 — 2y + 2% x(z — 1), y(y — 2)).

We note that Proposition (2.7) yields a basis, but usually not a Grébner
basis, for VI

Exercise 5. How do the dimensions of the vector spaces Clz,y]/I and
Clz, y]/v/T compare in this example? How could you determine the number
of distinct points in V(I)? (There are two.)

We will conclude this section with a very important result relating the
dimension of A and the number of points in the variety V(I), or what is
the same, the number of solutions of the equations f; = --- = f, = 0 in
C™. To prepare for this we will need the following lemma.

(2.9) Lemma. LetS = {p1,...,pm} be a finite subset of C™. There exist

polynomials g; € Clxy, ..., x,], ¢ = 1,...,m, such that
|0 ifi#j, and
For instance, if p; = (a;,...,a;) and the first coordinates a;; are

distinct, then we can take

II;2i(z1 — aj1)

;2 (air — aj1)

as in the Lagrange interpolation formula. In any case, a collection of poly-
nomials g; with the desired properties can be found in a similar fashion. We
leave the proof to the reader as Exercise 11 below. The following theorem
ties all of the results of this section together, showing how the dimension

of the algebra A for a zero-dimensional ideal gives a bound on the number
of points in V(I), and also how radical ideals are special in this regard.

gi = gi(xl) =

(2.10) Theorem. Let I be a zero-dimensional ideal in Clxy, . .., x,], and
let A = Clzy,...,x,]/I. Then dimc(A) is greater than or equal to the
number of points in V(I). Moreover, equality occurs if and only if I is a
radical ideal.

PROOF. Let I be a zero-dimensional ideal. By the Finiteness Theorem,
V(I) is a finite set in C™, say V(I) = {p1, ..., pm}. Consider the mapping

¢ :Clxy,...,zn]/I — C™
[f] = (f(p1>7"'>f(pm))

given by evaluating a coset at the points of V(I). In Exercise 12 below,
you will show that ¢ is a well-defined linear map.
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To prove the first statement in the theorem, it suffices to show that ¢

is onto. Let g1, ..., gm be a collection of polynomials as in Lemma (2.9).
Given an arbitrary (A1, ..., Ay,) € C™, let f = >, X\igi. An easy com-
putation shows that ¢([f]) = (A,..., Am). Thus ¢ is onto, and hence
dim(A4) > m.

Next, suppose that I is radical. If [f] € ker(y), then f(p;) = 0 for all
i, so that by the Strong Nullstellensatz, f € I(V(I)) = VI = I. Thus
[f] = [0], which shows that ¢ is one-to-one as well as onto. Then ¢ is an
isomorphism, which proves that dim(A4) = m if I is radical.

Conversely, if dim(A) = m, then ¢ is an isomorphism since it is an
onto linear map between vector spaces of the same dimension. Hence ¢ is
one-to-one. We can use this to prove that I is radical as follows. Since the
inclusion I C /T always holds, it suffices to consider f € T = I(V(I))
and show that f € I. If f € V/I, then f(p;) = 0 for all 4, which implies
o([f]) = (0,...,0). Since ¢ is one-to-one, we conclude that [f] = [0], or in
other words that f € I, as desired. O

In Chapter 4, we will see that in the case I is not radical, there are
well-defined multiplicities at each point in V(I) so that the sum of the
multiplicities equals dim(A).

ApDITIONAL EXERCISES FOR §2

Exercise 6. Using the grevlex order, construct the monomial basis B for
the quotient algebra A = Clz,y|/I, where I is the ideal from (2.8) and
construct the multiplication table for B in A.

Exercise 7. In this exercise, we will explain how the ideal I = (22 +
3zy/2 +y?/2 — 3x/2 — 3y/2, xy? — x,y® — y) from (2.4) was constructed.
The basic idea was to start from a finite set of points and construct a
system of equations, rather than the reverse.

To begin, consider the maximal ideals

I = (z,y), L={(x—-1y—-1),
I3:<:c+1,y—1>, I4:<x717y+1>7

in C[z,y]. Each variety V(I;) is a single point in C?, indeed in Q* C
C2. The union of the five points forms an affine variety V, and by the
algebra-geometry dictionary from Chapter 1, V =V (I[; N L N--- N I5).

An algorithm for intersecting ideals is described in Chapter 1. Use it
to compute the intersection I = I N I N --- N I5 and find the reduced
Grobner basis for I with respect to the grevlexr order (z > y). Your result
should be the Grébner basis given in (2.4).
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Exercise 8.

a. Use the method of Proposition (2.7) to show that the ideal I from (2.4)
is a radical ideal.

b. Give a non-computational proof of the statement from part a using the
following observation. By the form of the generators of each of the ideals
I; in Exercise 7, V(I;) is a single point and I; is the ideal I(V(I;)). As
a result, I; = \/I—] by the Strong Nullstellensatz. Then use the general
fact about intersections of radical ideals from part a Exercise 9 from §4
of Chapter 1.

Exercise 9. This exercise is used in the proof of Proposition (2.7). Suppose
we have an ideal I C k[x1,...,2,), and let p = (21 — a1) -+ - (21 — aq),
where aq, ..., aq are distinct. The goal of this exercise is to prove that

I+ (p) = (U + (21— a3)).

J

Prove that I + (p) C (;( + (z1 — a;)).

Let pj = [],;(z1 — a;). Prove that p; - (I + (21 — a;)) C I + (p).

c. Show that pi, ..., p, are relatively prime, and conclude that there are
polynomials hAq, ..., h, such that 1 = Zj hjp;.

d. Prove that (;(I+(z1 —ay)) C I+ (p). Hint: Given h in the intersection,

write b = 3 hjp;h and use part b.

IS

Exercise 10. (The Dual Space of k[x1, ..., z,]/I) Recall that if V is a
vector space over a field k, then the dual space of V', denoted V*, is the
k-vector space of linear mappings L : V — k. If V is finite-dimensional,
then so is V*, and dim V' = dim V*. Let I be a zero-dimensional ideal in
Elx1,...,2n], and consider A = k[zq,...,x,]/I with its k-vector space
structure. Let G be a Grobner basis for I with respect to some monomial
ordering, and let B = {:Eo‘(l), e ,x“(d)} be the corresponding monomial
basis for A, so that for each f € k[z1,...,z,],

7Y ()
j=1

for some ¢;(f) € k.

a. Show that each of the functions ¢;(f) is a linear function of f €
E[z1,...,z,]. Moreover, show that ¢;(f) = 0 for all j if and only if
f € I, or equivalently [f] = 0 in A.

b. Deduce that the collection B* of mappings ¢; given by f — ¢;(f),
j=1,...,d gives a basis of the dual space A*.

c. Show that B* is the dual basis corresponding to the basis B of A. That
is, show that

ety )1 it =
¢ (@) {0 otherwise.
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Exercise 11. Let S = {p1,...,pm} be a finite subset of C".

a.

b.

Show that there exists a linear polynomial ¢(x1, ..., x,) whose values
at the points of S are distinct.

Using the linear polynomial ¢ from part a, show that there exist
polynomials ¢g; € Clxy,...,2,], i = 1,...,m, such that

0 ifi+# 7, and
9ips) = {1 if i = j.

Hint: Mimic the construction of the Lagrange interpolation polynomials
in the discussion after the statement of Lemma (2.9).

Exercise 12. As in Theorem (2.10), suppose that V(I) = {p1,...,pm}.

a.

b.

Prove that the map ¢ : Clzy,...,z,]/I — C™ given by evaluation at
D1, - .-, Pm is a well-defined linear map. Hint: [f] = [g] implies f —g € I.
We can regard C™ as a ring with coordinate-wise multiplication. Thus

(0,1, P ,am) . (bl, - ,bm) = (albl, ey ambm).

With this ring structure, C™ is a direct product of m copies of C. Prove
that the map ¢ of part a is a ring homomorphism.

Prove that ¢ is a ring isomorphism if and only if I is radical. This
means that in the radical case, we can express A as a direct product
of the simpler rings (namely, m copies of C). In Chapter 4, we will
generalize this result to the nonradical case.

Exercise 13. The following (very rudimentary) Maple procedure auto-
mates this process the process of finding the monomial basis B for a the
quotient algebra A = k[z1, ..., x,]/I for a zero-dimensional ideal I.

kbasis := proc(PList,VList,torder)

# returns a list of monomials forming a basis of the quotient
# ring k[VList]/<PList> if the ideal is O-dimensional, and
# generates an error if it is not

local B,C,G,v,t,1,m;

if finite(PList,VList) then
G := gbasis(PList,VList,torder);
B := [1];
for v in VList do

m := degree(finduni(v,G,VList),v);

C :=B;

for t in C do

for 1 tom-1do
t 1= t*v;,
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if normalf(t,G,VList,torder) =t then
B := [op(B), t]
fi;
od;
od;

od;
RETURN (B)
else
ERROR(’Ideal is not zero-dimensional, no finite basis’)
fi
end:

a. Show that this procedure correctly computes {z® : z* ¢ (vr(I))} if A

is a finite-dimensional vector space over k, and terminates for all inputs.
b. Use this kbasis procedure to check the results for the ideal from (2.4).
c. Use this procedure to check your work from Exercise 6 above.

Exercise 14. The algorithm used in the procedure from Exercise 13 can
be improved considerably. The “box” R that kbasis searches for elements
of the complement of (LT(I)) is often much larger than necessary. This is
because the call to finduni, which finds a monic generator for I N k[x;)
for each i, gives an m; such that z;"* € (Lr(I)), but m; might not be as
small as possible. For instance, consider the ideal I from (2.4). The monic
generator of I N C[z] has degree 4 (check this). Hence kbasis computes

227, 2% and rejects these monomials since they are not remainders. But
the Grébner basis G given in (2.4) shows that 2 € (Lr(I)). Thus a smaller
set of « containing the exponents of the monomial basis B can be de-
termined directly by examining the leading terms of the Grébner basis G,
without using finduni to get the monic generator for I Nk[x;]. Develop and
implement an improved kbasis that takes this observation into account.

Exercise 15. Using your improved kbasis procedure, develop and
implement a procedure that computes the multiplication table for a
finite-dimensional algebra A.

Exercise 16. Implement the following Maple procedure for finding the
radical of a zero-dimensional ideal given by Proposition (2.7) and test it on
the examples from this section.

zdimradical := proc(PList,VList)

# constructs a set of generators for the radical of a
# zero—dimensional ideal.

local p,pred,v,RList;
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if finite(PList,VList) then
RList := PList;
for v in VList do
p := finduni(v,PList,VList);
pred := simplify(p/gcd(p,diff(p,v)));
RList:=[op(RList) ,pred];
od;
RETURN (RList)
else
ERROR( ‘Ideal not zero-dimensional; method does not apply‘)
fi
end:

§3 Grobner Basis Conversion

In this section, we will use linear algebra in A = k[z1,...,x,]|/I to show
that a Grébner basis G for a zero-dimensional ideal I with respect to one
monomial order can be converted to a Grobner basis G’ for the same ideal
with respect to any other monomial order. The process is sometimes called
Gréobner basis conversion, and the idea comes from a paper of Faugere,
Gianni, Lazard, and Mora [FGLM]. We will illustrate the method by con-
verting from an arbitrary Grdébner basis G to a lex Grobner basis Gie,
(using any ordering on the variables). The Groébner basis conversion method
is often used in precisely this situation, so that a more favorable monomial
order (such as grevler) can be used in the application of Buchberger’s al-
gorithm, and the result can then be converted into a form more suited for
equation solving via elimination. For another discussion of this topic, see
[BW], §1 of Chapter 9.

The basic idea of the Faugere-Gianni-Lazard-Mora algorithm is quite
simple. We start with a Grobner basis G for a zero-dimensional ideal I,
and we want to convert G to a lex Grobner basis G, for some lex order.
The algorithm steps through monomials in k[z1, ..., z,] in increasing lex
order. At each step of the algorithm, we have a list Gjer. = {g1,...,9x} of
elements in I (initially empty, and at each stage a subset of the eventual
lez Grobner basis), and a list Bje, of monomials (also initially empty, and
at each stage a subset of the eventual lez monomial basis for A). For each
input monomial z® (initially 1), the algorithm consists of three steps:

(3.1) Main Loop. Given the input z¢, compute 7. Then:
a. If x®7 is linearly dependent on the remainders (on division by G) of the
monomials in Bj.,, then we have a linear combination

. —G
o chjx“(ﬁ) =0,
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where 22U € By, and ¢j € k. This implies that
g=z%— chjato‘(j) el

We add g to the list Gj., as the last element. Because the z® are con-
sidered in increasing lez order (see (3.3) below), whenever a polynomial
g is added to Gie, its leading term is LT(g) = x® with coefficient 1.

b. If 209 is linearly independent from the remainders (on division by G)
of the monomials in By, then we add % to By, as the last element.

After the Main Loop acts on the monomial =%, we test G, to see if we
have the desired Grobner basis. This test needs to be done only if we added
a polynomial g to G, in part a of the Main Loop.

(3.2) Termination Test. If the Main Loop added a polynomial g to Gje.,
then compute LT(g). If LT(g) is a power of 1, where z; is the greatest
variable in our lex order, then the algorithm terminates.

The proof of Theorem (3.4) below will explain why this is the correct way
to terminate the algorithm. If the algorithm does not stop at this stage, we
use the following procedure to find the next input monomial for the Main
Loop:

(3.3) Next Monomial. Replace z* with the next monomial in lex order
which is not divisible by any of the monomials LT(g;) for ¢; € Gies.

Exercise 3 below will explain how the Next Monomial procedure works.
Now repeat the above process by using the new x® as input to the Main
Loop, and continue until the Termination Test tells us to stop.

Before we prove the correctness of this algorithm, let’s see how it works
in an example.

Exercise 1. Consider the ideal

I=(zy+2z—xz,2° — 2,22% — 2%yz — 1)

in Q[z,y, z]. For grevlex order with x > y > z, I has a Grobner basis
G = {f1, f2, f3, fa}, where

fi=2"—322 —dyz 4+ 222 —y 4+ 22— 2

fo=yz® +2yz — 222 + 1

fa=y* =29z +2° — 2

fi=oty— =
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Thus (Lr(I)) = (2%, y22, 9%, x), B = {1,v, 2, 2%, 23, yz}, and a remainder
f is a linear combination of elements of B. We will use basis conversion
to find a lex Grobner basis for I, with z > y > .
a. Carry out the Main Loop for 2 = 1, z, 22, 23, 24, 2%, 25. At the end of
doing this, you should have
Gree = {25 — 2° — 223 + 1}
Biew = {1, 2, 2%, 23 2% 2°}.
Hint: The following computations will be useful:
el

1" =1

T9=-y+z
20 =2
FG = —yz + 22
17 = 2
FG:z3+2yz—222—|—1
27 = 2,

Note that TG, . ,FG are linearly independent while FG is a linear

—G —G —
combination of 5, 23 and 1°. This is similar to Exercise 2 of §2.

b. After we apply the Main Loop to 28, show that the monomial provided
by the Next Monomial procedure is y, and after y passes through the
Main Loop, show that

Grew = {2% —2° —22° + 1,y — 2® + 2}
Biew = {1, 2, 2%, 23 2%, 25}
c. Show that after y, Next Monomial produces z, and after z passes through
the Main Loop, show that
Grew = {28 — 2% — 223 + 1,y — 2% + 2,2 — 2%}
Biew = {1,z, 2%, 2%, 2 2°}.
d. Check that the Termination Test (3.2) terminates the algorithm when

Gles 1s as in part c. Hint: We're using lex order with z > y > .
e. Verify that G, from part c is a lex Grobner basis for 1.

We will now show that the algorithm given by (3.1), (3.2) and (3.3)
terminates and correctly computes a lex Grobner basis for the ideal 1.

(3.4) Theorem. The algorithm described above terminates on every in-
put Grébner basis G generating a zero-dimensional ideal I, and correctly
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computes a lex Grobner basis Giep for I and the lex monomial basis Bjes
for the quotient ring A.

PRrROOF. We begin with the key observation that monomials are added
to the list Bje, in strictly increasing lex order. Similarly, if Gie, =

{91, -+, gk}, then
LT(gl) <lezx " <lex LT(gk)a

where >, is the lex order we are using. We also note that when the Main
Loop adds a new polynomial gg+1 to Giex = {91,--., 9k}, the leading
term LT(gk+1) is the input monomial in the Main Loop. Since the input
monomials are provided by the Next Monomial procedure, it follows that
for all k,

(3.5) LT(gr+1) is divisible by none of L1(g1), . .., LT(gx)-

We can now prove that the algorithm terminates for all inputs G gener-
ating zero-dimensional ideals. If the algorithm did not terminate for some
input G, then the Main Loop would be executed infinitely many times, so
one of the two alternatives in (3.1) would be chosen infinitely often. If the
first alternative were chosen infinitely often, Gy, would give an infinite list

LT(g1), LT(g2), . . . of monomials. However, we have:

¢ (Dickson’s Lemma) Given an infinite list 2 2@ of monomials
in k[z1,...,2,], there is an integer N such that every z*() is divisible
by one of W) . 2V,

(See, for example, Exercise 7 of [CLO], Chapter 2, §4). When applied to
L1(g1), L1(g2), - - ., Dickson’s Lemma would contradict (3.5). On the other
hand, if the second alternative were chosen infinitely often, then Bj., would
give infinitely many monomials *(/) whose remainders on division by G
were linearly independent in A. This would contradict the assumption that
I is zero-dimensional. As a result, the algorithm always terminates for G
generating a zero-dimensional ideal I.

Next, suppose that the algorithm terminates with G = {¢1,..., 9k}
By the Termination Test (3.2), Lr(gx) = 7!, where &1 >iex +* >lex Tn.
We will prove that Gy, is a lex Grobner basis for I by contradiction.
Suppose there were some g € I such that LT(g) is not a multiple of any of
the L1(g;), i = 1,..., k. Without loss of generality, we may assume that g
is reduced with respect to Gje, (replace g by g&ies).

If tr(g) is greater than LT(gx) = 7', then one easily sees that LT(g) is
a multiple of LT(gx) (see Exercise 2 below). Hence this case can’t occur,
which means that

vr(g;) < 1r(g) < L1(git1)

for some ¢ < k. But recall that the algorithm places monomials into By,
in strictly increasing order, and the same is true for the rT(g;). All the
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non-leading monomials in g must be less than LT(g) in the lex order. They
are not divisible by any of LT(g;) for j < 4, since g is reduced. So, the non-
leading monomials that appear in g would have been included in B, by
the time r1(g) was reached by the Next Monomial procedure, and g would
have been the next polynomial after g; included in Gy, by the algorithm
(i.e., g would equal g;11). This contradicts our assumption on g, which
proves that Gi.; is a lex Grobner basis for 1.

The final step in the proof is to show that when the algorithm terminates,
Bie, consists of all basis monomials determined by the Grobner basis Giey .
We leave this as an exercise for the reader. O

ADDITIONAL EXERCISES FOR §3

Exercise 2. Consider the lex order with xy > --- > x, and fix a power
x¢ of x1. Then, for any monomial % in k[, ..., z,], prove that ® > x¢
if and only if x* is divisible by z{.

Exercise 3. Suppose Gier = {91, -, 9k}, where LT(g1) < -+ < LT(gk),
and let £ be a monomial. This exercise will show how the Next Monomial
(3.3) procedure works, assuming that our lex order satisfies z1 > -+ > x,,.
Since this procedure is only used when the Termination Test fails, we can
assume that LT(gx) is not a power of x;.

a. Use Exercise 2 to show that none of the 11(g;) divide z{* ™.

b. Now consider the largest 1 < k < n such that none of the L1(g;) divide

the monomial

R
By part a, k = 1 has this property, so there must be a largest such k. If
2P is the monomial corresponding to the largest k, prove that = > 2
is the smallest monomial (relative to our lex order) greater than x®
which is not divisible by any of the LT(g;).

Exercise 4. Complete the proof of Theorem (3.4) by showing that when
the basis conversion algorithm terminates, the set Bj., gives a monomial
basis for the quotient ring A.

Exercise 5. Use Grobner basis conversion to find lex Grobner bases for
the ideals in Exercises 6 and 7 from §1. Compare with your previous results.

Exercise 6. What happens if you try to apply the basis conversion algo-
rithm to an ideal that is mot zero-dimensional? Can this method be used
for general Grébner basis conversion? What if you have more information
about the lex basis elements, such as their total degrees, or bounds on those
degrees?
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Exercise 7. Show that the output of the basis conversion algorithm is
actually a monic reduced lex Grébner basis for I = (G).

Exercise 8. Implement the basis conversion algorithm outlined in (3.1),
(3.2) and (3.3) in a computer algebra system. Hint: Exercise 3 will be useful.
For a more complete description of the algorithm, see pages 428-433 of
[BW].

84 Solving Equations via Eigenvalues

The central problem of this chapter, finding the solutions of a system of
polynomial equations f; = fo = --- = fs = 0 over C, rephrases in fancier
language to finding the points of the variety V(I), where I is the ideal
generated by f1, ..., fs. When the system has only finitely many solutions,
i.e., when V(I) is a finite set, the Finiteness Theorem from §2 says that
I is a zero-dimensional ideal and the algebra A = Clzy,...,2,]/I is a
finite-dimensional vector space over C. The first half of this section exploits
the structure of A in this case to evaluate an arbitrary polynomial f at
the points of V(I); in particular evaluating the polynomials f = z; gives
the coordinates of the points (Corollary (4.6) below). The values of f on
V(I) turn out to be eigenvalues of certain linear mappings on A, and the
remainder of the section discusses techniques for evaluating them.

We begin with the easy observation that given a polynomial f €
Clz1, ..., zy], we can use multiplication to define a linear map my from
A = Clxy,...,z,]/I to itself. More precisely, f gives the coset [f] € A,
and we define my : A — A by the rule: if [g] € A, then

my([g]) = [f]- 9] = [fg] € A.

Then my has the following basic properties.

(4.1) Proposition. Let f € Clz1,...,z,]. Then

a. The map my is a linear mapping from A to A.

b. We have my = mq exactly when f — g € I. Thus two polynomials give
the same linear map if and only if they differ by an element of I. In
particular, my is the zero map exactly when f € I.

PROOF. The proof of part a is just the distributive law for multiplication
over addition in the ring A. If [¢], [h] € A and ¢ € k, then

my(clgl +[h]) = [f]-(clg] + [n]) = c[f]-[g]+ [f]-[n] = em((g]) +my([R)).

Part b is equally easy. Since [1] € A is a multiplicative identity, if m; = my,
then
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so f—g € I. Conversely, if f —g € I, then [f] = [g]in A,so my = mg. O

Since A is a finite-dimensional vector space over C, we can represent m s
by its matrix with respect to a basis. For our purposes, a monomial basis
B such as the ones we considered in §2 will be the most useful, because
once we have the multiplication table for the elements in B, the matrices
of the multiplication operators my can be read off immediately from the
table. We will denote this matrix also by my, and whether m refers to the
matrix or the linear operator will be clear from the context. Proposition
(4.1) implies that m; = Mm%, SO that we may assume that f is a remainder.

For example, for the ideal I from (2.4) of this chapter, the matrix for the
multiplication operator by f may be obtained from the table (2.5) in the
usual way. Ordering the basis monomials as before,

B = {1,z,y,zy, y*},

we make a 5 X 5 matrix whose jth column is the vector of coefficients in the
expansion in terms of B of the image under my of the jth basis monomial.
With f = z, for instance, we obtain

0o 0 0 0 0
1 3/2 0 -3/2 1
mes=,0 3/2 0 —-1/2 0
0 —-3/2 1 3/2 0
0 —-1/2 0 3/2 0

Exercise 1. Find the matrices m1, my, mgy_,» with respect to B in this
example. How do m,2 and (my)? compare? Why?

We note the following useful general properties of the matrices m (the
proof is left as an exercise).

(4.2) Proposition. Let f, g be elements of the algebra A. Then

a. Mfrg = Mf + My.

b. my.g = my - my (where the product on the right means composition of
linear operators or matrix multiplication).

This proposition says that the map sending f € Clxy,...,z,] to the
matrix my defines a ring homomorphism from Clzy, ..., x,] to the ring
Myxq(C) of d x d matrices, where d is the dimension of A as a C-vector
space. Furthermore, part b of Proposition (4.1) and the Fundamental
Theorem of Homomorphisms show that [f] +— m induces a one-to-one ho-
momorphism A — Mgx4(C). A discussion of ring homomorphisms and the
Fundamental Theorem of Homomorphisms may be found in Chapter 5, §2
of [CLOJ, especially Exercise 16. But the reader should note that Myxq(C)
is not a commutative ring, so we have here a slightly more general situation
than the one discussed there.
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For use later, we also point out a corollary of Proposition (4.2). Let h(t) =
>, cit” € Clt] be a polynomial. The expression h(f) = > ¢; f* makes
sense as an element of Clz1, ..., z,]. Similarly h(my) = > 1" c¢;(my)" is
a well-defined matrix (the term ¢y should be interpreted as ¢y, where I is
the d x d identity matrix).

(4.3) Corollary. In the situation of Proposition (4.2), let h € C[t] and
f € Clxy,...,z,]. Then

mh(f) = h(mf)

Recall that a polynomial f € C[zq, ..., x,] gives the coset [f] € A. Since
A is finite-dimensional, as we noted in §2 for f = x;, the set {1, [f], [f]?, ...}
must be linearly dependent in the vector space structure of A. In other
words, there is a linear combination

in A, where ¢; € C are not all zero. By the definition of the quotient ring,
this is equivalent to saying that

m

(4.4) d et el

=0

Hence > ) ¢; f* vanishes at every point of V([).

Now we come to the most important part of this discussion, culminating
in Theorem (4.5) and Corollary (4.6) below. We are looking for the points in
V(I), I azero-dimensional ideal. Let h(t) € CJ[t],and let f € Clxzy, ..., ).
By Corollary (4.3),

Bmp) =0 <= h(f]) = [0 in A.

The polynomials h such that h(my) = 0 form an ideal in C[t] by the
following exercise.

Exercise 2. Given a d X d matrix M with entries in a field k, consider
the collection Ips of polynomials h(t) in k[t] such that h(M) = 0, the d x d
zero matrix. Show that I is an ideal in k[t].

The nonzero monic generator hjys of the ideal Iy is called the minimal
polynomial of M. By the basic properties of ideals in k[t], if h is any poly-
nomial with h(M) = 0, then the minimal polynomial hy; divides h. In
particular, the Cayley-Hamilton Theorem from linear algebra tells us that
hs divides the characteristic polynomial of M. As a consequence, if k = C,
the roots of hys are eigenvalues of M. Furthermore, all eigenvalues of M
occur as roots of the minimal polynomial. See [Her] for a more complete
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discussion of the Cayley-Hamilton Theorem and the minimal polynomial
of a matrix.

Let h; denote the minimal polynomial of the multiplication operator m s
on A. We then have three interesting sets of numbers:

® the roots of the equation hy(t) = 0,

® the eigenvalues of the matrix my, and

® the values of the function f on V(I), the set of points we are looking
for.

The amazing fact is that all three sets are equal.

(4.5) Theorem. Let I C Clxy,...,xz,] be zero-dimensional, let f €
Clz1,...,zn], and let hy be the minimal polynomial of my on A =
Clx1,...,zn]/I. Then, for X € C, the following are equivalent:

a. A is a root of the equation hy(t) = 0,

b. X is an eigenvalue of the matriz my, and

c. A\ is a value of the function f on V(I).

PRrROOF. a < b follows from standard results in linear algebra.

b = c: Let A be an eigenvalue of my. Then there is a corresponding
eigenvector [z] # [0] € A such that [f — A][z] = [0]. Aiming for a con-
tradiction, suppose that A is not a value of f on V(I). That is, letting
V(I)={p1,...,pm}, suppose that f(p;) # Aforalli=1,... m.

Let ¢ = f — A, so that g(p;) # 0 for all i. By Lemma (2.9) of this
chapter, there exist polynomials g; such that g;(p;) = 0if ¢ # j, and
gi(p;) = 1. Consider the polynomial ¢’ = >, 1/g(p;)g;. It follows that
g’ (pi)g(p:;) = 1 for all ¢, and hence 1 — g'g € I(V(I)). By the Nullstellen-
satz, (1 — g’'g)* € I for some ¢ > 1. Expanding by the binomial theorem
and collecting the terms that contain g as a factor, we get 1 — gg € I for
some § € Clz1,...,2,]. In A, this last inclusion implies that [1] = [g][g],
hence g has a multiplicative inverse [g] in A.

But from the above we have [g][z] = [f — A][z] = [0] in A. Multiplying
both sides by [g], we obtain [z] = [0], which is a contradiction. Therefore
A must be a value of f on V(I).

¢ = a: Let A = f(p) for p € V(I). Since hy(my) = 0, Corollary (4.3)
shows hy([f]) = [0], and then (4.4) implies hs(f) € I. This means h(f)
vanishes at every point of V(I), so that hy(A) = hs(f(p)) = 0. O

Exercise 3. We saw earlier that the matrix of multiplication by x in the

5-dimensional algebra A = C[z, y]/I from (2.4) of this chapter is given by

the matrix displayed before Exercise 1 in this section.

a. Using the minpoly command in Maple (part of the linalg package) or
otherwise, show that the minimal polynomial of this matrix is

he(t) = t* — 263 — 12 + 2t.
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The roots of h,(t) = 0 are thus ¢t = 0, -1, 1, 2.

b. Now find all points of V(I) using the methods of §1 and show that that
the roots of h, are exactly the distinct values of the function f(x,y) = x
at the points of V(I). (Two of the points have the same z-coordinate,
which explains why the degree and the number of roots are 4 instead of
5!) Also see Exercise 7 from §2 to see how the ideal I was constructed.

c. Finally, find the minimal polynomial of the matrix m,, determine its
roots, and explain the degree you get.

When we apply Theorem (4.5) with f = z;, we get a general result
exactly parallel to this example.

(4.6) Corollary. Let I C Clxy,...,xz,] be zero-dimensional. Then the
eigenvalues of the multiplication operator m,, on A coincide with the
x;-coordinates of the points of V(I). Moreover, substituting t = x; in
the minimal polynomial hy, yields the unique monic generator of the
elimination ideal I N Clz;].

Corollary (4.6) indicates that it is possible to solve equations by com-
puting eigenvalues of the multiplication operators m,,. This fact has been
studied recently by Stetter [Ste], Moller [Mo6l], and others. As a result a
whole array of numerical methods for approximating eigenvalues can be
brought to bear on the root-finding problem, at least in favorable cases.
We include a brief discussion of some of these methods for the convenience
of some readers; the following two paragraphs may be safely ignored if
you are familiar with numerical eigenvalue techniques. For more details, we
suggest [BuF] or [Act].

In elementary linear algebra, eigenvalues of a matrix M are usually
determined by solving the characteristic polynomial equation:

det(M — tI) = 0.

The degree of the polynomial on the left hand side is the size of the matrix
M. But computing det(M — tI) for large matrices is a large job itself, and
as we have seen in §1, exact solutions (and even accurate approximations
to solutions) of polynomial equations of high degree over R or C can be
hard to come by, so the characteristic polynomial is almost never used in
practice. So other methods are needed.

The most basic numerical eigenvalue method is known as the power
method. It is based on the fact that if a matrix M has a unique dom-
inant eigenvalue (i.e., an eigenvalue A satisfying |A| > |u| for all other
eigenvalues p of M), then starting from a randomly chosen vector zg, and
forming the sequence

ZTkp+1 = unit vector in direction of My,
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we almost always approach an eigenvector for A as k — oo. An approxi-
mate value for the dominant eigenvalue A may be obtained by computing
the norm ||Mzy|| at each step. If there is no unique dominant eigenvalue,
then the iteration may not converge, but the power method can also be
modified to eliminate that problem and to find other eigenvalues of M. In
particular, we can find the eigenvalue of M closest to some fixed s by ap-
plying the power method to the matrix M’ = (M — sI)~!. For almost all
choices of s, there will be a unique dominant eigenvalue of M’. Moreover, if
A is that dominant eigenvalue of M’, then 1/)X + s is the eigenvalue of M
closest to s. This observation makes it possible to search for all the eigen-
values of a matrix as we would do in using the Newton-Raphson method to
find all the roots of a polynomial. Some of the same difficulties arise, too.
There are also much more sophisticated iterative methods, such as the LR
and QR algorithms, that can be used to determine all the (real or complex)
eigenvalues of a matrix except in some very uncommon degenerate situa-
tions. It is known that the QR algorithm, for instance, converges for all
matrices having no more than two eigenvalues of any given magnitude in
C. Some computer algebra systems (e.g., Maple and Mathematica) provide
built-in procedures that implement these methods.

A legitimate question at this point is this: Why might one consider apply-
ing these eigenvalue techniques for root finding instead of using elimination?
There are two reasons.

The first concerns the amount of calculation necessary to carry out this
approach. The direct attack—solving systems via elimination as in §1—
imposes a choice of monomial order in the Grobner basis we use. Pure
lex Grobner bases frequently require a large amount of computation. As
we saw in §3, it is possible to compute a grevler Grobner basis first, then
convert it to a lex basis using the Faugere-Gianni-Lazard-Mora basis con-
version algorithm, with some savings in total effort. But basis conversion
is unnecessary if we use Corollary (4.6), because the algebraic structure of
Clx1, ..., zn]/I is independent of the monomial order used for the Grobner
basis and remainder calculations. Hence any monomial order can be used
to determine the matrices of the multiplication operators my,.

The second reason concerns the amount of numerical versus symbolic
computation involved, and the potential for numerical instability. In the
frequently-encountered case that the generators for I have rational coef-
ficients, the entries of the matrices m,, will also be rational, and hence
can be determined ezactly by symbolic computation. Thus the numerical
component of the calculation is restricted to the eigenvalue calculations.

There is also a significant difference even between a naive first idea for
implementing this approach and the elimination method discussed in §1.
Namely, we could begin by computing all the m,, and their eigenvalues
separately. Then with some additional computation we could determine
exactly which vectors (z1, ..., x,) formed using values of the coordinate
functions actually give approximate solutions. The difference here is that
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the computed values of x; are not used in the determination of the z;,
j # i. In §1, we saw that a major source of error in approximate solutions
was the fact that small errors in one variable could produce larger errors
in the other variables when we substitute them and use the Extension
Theorem. Separating the computations of the values x; from one another,
we can avoid those accumulated error phenomena (and also the numerical
stability problems encountered in other non-elimination methods).

We will see shortly that it is possible to reduce the computational effort
involved even further. Indeed, it suffices to consider the eigenvalues of only
one suitably-chosen multiplication operator mc,z,+-..4c, =, . Before devel-
oping this result, however, we present an example using the more naive
approach.

Exercise 4. We will apply the ideas sketched above to find approximations
to the complex solutions of the system:

0=2%>—2zz+5
0=axy’ +yz+1
0 = 3y? — 8zz.

a. First, compute a Grobner basis to determine the monomial basis for the
quotient algebra. We can use the grevlez (Maple tdeg) monomial order
and the kbasis procedure from Exercise 13 in §2:

PList := [x72 - 2%x*z + 5, x*y~2 + y*z + 1, 3%y~2 - 8*x*z];
VList := [x,y,z]:

G := gbasis(PList,VList,tdeg);

B := kbasis(G,VList,tdeg);

and obtain the 8 monomials:
[17 1:7 y7 xy7 Z? 227 xz’ yz]'

(You should compare this with the output of kbasis for lex order. Also
print out the lex Grobner basis for this ideal if you have a taste for
complicated polynomials.)

b. Using the monomial basis B, check that the matrix of the full
multiplication operator m, is

0 -5 0 0 0 -3/16 -3/8 0
1 0 0 0 0 0 0 0
00 0 =5 0 0 0 0
0 0 1 3/20 0 0 0  3/40
00 0 0 0 5/2 0 0
00 0 -2 0 0 0 -1
02 0 0 1 0 0 0
0 0 0 -3/10 0 —-3/16 —3/8 —3/20
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c. Now, applying the numerical eigenvalue routine eigenvals from Maple,
check that there are two approximate real eigenvalues:

—1.100987715, 9657124563,

and 3 complex conjugate pairs. (These values agree with the results
of finding the monic generator of I N C[z] and doing numerical root
finding.)

d. Complete the calculation by finding the multiplication operators m,,
m,, computing their real eigenvalues, and determining which triples
(z,y, z) give solutions. (There are exactly two real points.) Also see
Exercises 9 and 10 below for a second way to compute the eigenvalues
of mz, my, and m,.

In addition to eigenvalues, there are also eigenvectors to consider. In fact,
every matrix M has two sorts of eigenvectors. The left eigenvectors of M
are the usual ones, which are column vectors v # 0 such that

Muv = Mv

for some A € C. Since the transpose M T has the same eigenvalues \ as M,
we can find a column vector v’ # 0 such that

MT v =\
Taking transposes, we can write this equation as

wM = d\w,

where w = v'T is a row vector. We call w a right eigenvector of M.

The left and right eigenvectors for a matrix are connected in the following
way. For simplicity, suppose that M is a diagonalizable n X n matrix, so
that there is a basis for C™ consisting of left eigenvectors for M. In Exercise
7 below, you will show that there is a matrix equation M@ = QD, where
@ is the matrix whose columns are the left eigenvectors in a basis for
C™, and D is a diagonal matrix whose diagonal entries are the eigenvalues
of M. Rearranging the last equation, we have Q~'M = DQ~!. By the
second part of Exercise 7 below, the rows of Q! are a collection of right
eigenvectors of M that also form a basis for C".

For a zero-dimensional ideal I, there is also a strong connection between
the points of V(I) and the right eigenvectors of the matrix m relative to
the monomial basis B coming from a Grébner basis. We will assume that
I is radical. In this case, Theorem (2.10) implies that A has dimension m,
where m is the number of points in V(I). Hence, we can write the monomial
basis B as the cosets

B = {[z*M], ... [z*™)]}.

Using this basis, let my be the matrix of multiplication by f. We can relate
the right eigenvectors of my to points of V(I) as follows.
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(4.7) Proposition. Suppose f € Clxy,...,x,] is chosen such that the
values f(p) are distinct for p € V(I). Then the right eigenspaces of
the matrix my are 1-dimensional and are spanned by the row wvectors
(pe™ ... p*M)) for p € V(I).

PrOOF. If we write my = (m;;), then for each j between 1 and m,
(52001 = my (2" D]) = gy ) o),
Now fix p € V(f1,..., fn) and evaluate this equation at p to obtain
P f(p) = magp™™ 4 myp
(this makes sense by Exercise 12 of §2). Doing this for j = 1,...,m gives

F)*, o p ) = 0, pt ) my

Exercise 14 at the end of the section asks you to check this computation
carefully. Note that one of the basis monomials in B is the coset [1] (do
you see why?), which shows that (p®("), ..., p®("™)) is nonzero and hence is
a right eigenvector for my, with f(p) as the corresponding eigenvalue.

By hypothesis, the f(p) are distinct for p € V(I), which means that the
m X m matrix my has m distinct eigenvalues. Linear algebra then implies
that the corresponding eigenspaces (right and left) are 1-dimensional. [

This proposition can be used to find the points in V(I) for any zero-
dimensional ideal I. The basic idea is as follows. First, we can assume that
I is radical by replacing I with v/I as computed by Proposition (2.8). Then
compute a Grobner basis G and monomial basis B as usual. Now consider
the function

f=cax+ -+ cpwn,

where ¢y, . . ., ¢, are randomly chosen integers. This will ensure (with small
probability of failure) that the values f(p) are distinct for p € V(I). Rel-
ative to the monomial basis B, we get the matrix mys, so that we can
use standard numerical methods to find an eigenvalue A and correspond-
ing right eigenvector v of my. This eigenvector, when combined with the
Grobner basis G, makes it trivial to find a solution p € V(I).

To see how this is done, first note that Proposition (4.7) implies

(4.8) v = AP, ..., prm)

for some nonzero constant A and some p € V(I). Write p = (a1, .., an).
Our goal is to compute the coordinates a; of p in terms of the coordinates
of v. Equation (4.8) implies that each coordinate of v is of the form A\p®(7).

The Finiteness Theorem implies that for each i between 1 and n, there is
m; > 1 such that =] is the leading term of some element of G. If m; > 1,
it follows that [x;] € B (do you see why?), so that Aa; is a coordinate of
v. As noted above, we have [1] € B, so that A is also a coordinate of v.
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Consequently,
. )\CL,‘
D)
is a ratio of coordinates of v. This way, we get the z;-coordinate of p for
all i satisfying m; > 1.

It remains to study the coordinates with m; = 1. These variables appear
in none of the basis monomials in B (do you see why?), so that we turn
instead to the Grébner basis G for guidance. Suppose the variables with

a;

m; = 1 are 2;,,...,x;,. We will assume that the variables are labeled so
that x1 > --- > x, and 21 > --- > 1y. In Exercise 15 below, you will show
that for j = 1,..., 4, there are elements g; € G such that

gj = w;; + terms involving z; for ¢ > i;.
If we evaluate this at p = (a1, ..., ay,), we obtain
(4.9) 0 = a;; + terms involving a; for i > ;.
Since we already know a; for ¢ ¢ {i1,...,is}, these equations make it
a simple matter to find a;,, ..., a;,. We start with a;,. For j = ¢, (4.9)

implies that a;, is a polynomial in the coordinates of p we already know.
Hence we get a;,. But once we know a;,, (4.9) shows that a;,_, is also a
polynomial in known coordinates. Continuing in this way, we get all of the
coordinates of p.

Exercise 5. Apply this method to find the solutions of the equations given
in Exercise 4. The z-coordinates of the solutions are distinct, so you can
assume f = x. Thus it suffices to compute the right eigenvectors of the
matrix m, of Exercise 4.

Since the right eigenvectors of my help us find solutions in V(I), it is
natural to ask about the left eigenvectors. In Exercise 17 below, you will
show that these eigenvectors solve the interpolation problem, which asks
for a polynomial that takes preassigned values at the points of V(I).

This section has discussed several ideas for solving polynomial equations
using linear algebra. We certainly do not claim that these ideas are a com-
putational panacea for all polynomial systems, but they do give interesting
alternatives to other, more traditional methods in numerical analysis, and
they are currently an object of study in connection with the implementa-
tion of the next generation of computer algebra systems. We will continue
this discussion in §5 (where we study real solutions) and Chapter 3 (where
we use resultants to solve polynomial systems).

ApbpiTioNAL EXERCISES FOR §4

Exercise 6. Prove Proposition (4.2).
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Exercise 7. Let M, Q, P, D be n x n complex matrices, and assume D is

a diagonal matrix.

a. Show that the equation M@ = @D holds if and only if for each j the
jth column of @ is a left eigenvector of M and the jth diagonal entry
of D is the corresponding eigenvalue.

b. Show that the equation PM = DP holds if and only if for each ¢ the
ith row of P is a right eigenvector of M and the ith diagonal entry of
D is the corresponding eigenvalue.

c. If MQ = QD and Q is invertible, deduce that the rows of Q! are right
eigenvectors of M.

Exercise 8.

a. Apply the eigenvalue method from Corollary (4.6) to solve the system
from Exercise 6 of §1. Compare your results.

b. Apply the eigenvalue method from Corollary (4.6) to solve the system
from Exercise 7 from §1. Compare your results.

Exercise 9. Let V; be the subspace of A spanned by the non-negative
powers of [x;], and consider the restriction of the multiplication operator
My, : A — Ato V. Assume {1, [z;], ..., [;]™ '} is a basis for V;.

a. What is the matrix of the restriction myg, |y, with respect to this basis?
Show that it can be computed by the same calculations used in Exer-
cise 4 of §2 to find the monic generator of I N C[z;], without computing
a lex Grobner basis. Hint: See also Exercise 11 of §1 of Chapter 3.

b. What is the characteristic polynomial of m,, |y, and what are its roots?

Exercise 10. Use part b of Exercise 9 and Corollary (4.6) to give another
determination of the roots of the system from Exercise 4.

Exercise 11. Let I be a zero-dimensional ideal in C[zy,...,z,], and
let f € Clz1,...,2z,]. Show that [f] has a multiplicative inverse in
Clz1,...,z,]/T if and only if f(p) # 0 for all p € V(I). Hint: See the
proof of Theorem (4.5).

Exercise 12. Prove that a zero-dimensional ideal is radical if and only if
the matrices m,, are diagonalizable for each ¢. Hint: Linear algebra tells
us that a matrix is diagonalizable if and only if its minimal polynomial is
square-free. Proposition (2.8) and Corollary (4.6) of this chapter will be
useful.

Exercise 13. Let A = Clzy,...,x,]/I for a zero-dimensional ideal T,
and let f € Clxy,...,x,]. If p € V(I), we can find g € Clzq,...,x,)
with g(p) = 1, and ¢g(p’) = 0 for all p’ € V(I), p’ # p (see Lemma (2.9)).
Prove that there is an £ > 1 such that the coset [¢‘] € A is a generalized
eigenvector for my with eigenvalue f(p). (A generalized eigenvector of a
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matrix M is a nonzero vector v such that (M —AI)™v = 0 for some m > 1.)
Hint: Apply the Nullstellensatz to (f — f(p))g. In Chapter 4, we will study
the generalized eigenvectors of my in more detail.

Exercise 14. Verify carefully the formula f(p)(p*™M, ..., p*m) =

(p*® ..., p*™)) m; used in the proof of Proposition (4.7).
Exercise 15. Let > be some monomial order, and assume 1 > - -+ > x,.
If g € klz1, ..., xy,] satisfies LT(g) = z;, then prove that

g = x; + terms involving x; for ¢ > j.

Exercise 16. (The Shape Lemma) Let I be a zero-dimensional radical
ideal such that the x,-coordinates of the points in V(I) are distinct. Let
G be a reduced Grébner basis for I relative to a lex monomial order with

T, as the last variable.
m—1

a. If V(I) has m points, prove that the cosets 1, [z,],..., [z "] are
linearly independent and hence are a basis of A = k[z1,...,z,]/I.
b. Prove that G consists of n polynomials
g1 = x1 + hi(2n)
In—1 = Tn-—1 + hn—l(xn)
where hq, ..., h, are polynomials in x,, of degree at most m — 1. Hint:
Start by expressing [z1], . . ., [tn—1], [*] in terms of the basis of part a.

c. Explain how you can find all points of V(I) once you know their z,,-
coordinates. Hint: Adapt the discussion following (4.9).

Exercise 17. This exercise will study the left eigenvectors of the matrix

my and their relation to interpolation. Assume that I is a zero-dimensional

radical ideal and that the values f(p) are distinct for p € V(I). We write
the monomial basis B as {[z*(M], ... [z*(™)]}.

a. If p € V(I), Lemma (2.9) of this chapter gives us g such that g(p) = 1
and ¢g(p’) = 0 for all p’ # p in V(I). Prove that the coset [g] € A
is a left eigenvector of my and that the corresponding eigenspace has
dimension 1. Conclude that all eigenspaces of my are of this form.

b. If v = (v1,...,v,)" is a left eigenvector of my corresponding to the
eigenvalue f(p) for p as in part a, then prove that the polynomial

g — lea(l) + ..o 4 Umxa(m)

satisfies g(p) # 0 and g(p’) = 0 for p’ # p in V(I).
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c. Show that we can take the polynomial g of part a to be

Thus, once we know the solution p and the corresponding left eigenvector
of my, we get an explicit formula for the polynomial g.

d. Given V(I) = {p1,...,pm} and the corresponding left eigenvectors of
my, we get polynomials g1, ..., gm such that g;(p;) = 1if i = j and 0
otherwise. Each g; is given explicitly by the formula in part c¢. The in-
terpolation problem asks to find a polynomial A which takes preassigned
values A1, ..., A, at the points p1, ..., pnm. This means h(p;) = A; for
all 7. Prove that one choice for h is given by

h = >\191 + -+ )\mgnr

Exercise 18. Develop and code an algorithm for computing the matrix of
myon A = k[zy,...,z,]/I, given the polynomial f, a list of polynomials
generating I, a list of variables, and a monomial order. Implement this
algorithm in a computer algebra system, and call it getmatrix. (In one of
the exercises in §5, we will use a Maple version of getmatrix.)

85 Real Root Location and Isolation

The eigenvalue techniques for solving equations from §4 are only a first way
that we can use the results of §2 for finding roots of systems of polynomial
equations. In this section we will discuss a second application that is more
sophisticated. We follow a recent paper of Pedersen, Roy, and Szpirglas
[PRS] and consider the problem of determining the real roots of a system
of polynomial equations with coefficients in a field & C R (usually & =
Q or a finite extension field of Q). The underlying principle here is that
for many purposes, explicitly determined, bounded regions R C R", each
guaranteed to contain ezactly one solution of the system can be just as
useful as a collection of numerical approximations. Note also that if we
wanted numerical approximations, once we had such an R, the job of finding
that one root would generally be much simpler than a search for all of the
roots! (Think of the choice of the initial approximation for an iterative
method such as Newton-Raphson.) For one-variable equations, this is also
the key idea of the interval arithmetic approach to computation with real
algebraic numbers (see [Mis]). We note that there are also other methods
known for locating and isolating the real roots of a polynomial system (see
8.8 of [BW] for a different type of algorithm).

To define our regions R in R™, we will use polynomial functions in the
following way. Let h € k[z1,...,x,] be a nonzero polynomial. The real
points where h takes the value 0 form the variety V(h) N"R™. We will denote
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this by Vg(h) in the discussion that follows. In typical cases, Vr(h) will
be a hypersurface—an (n — 1)-dimensional variety in R™. The complement
of Vg(h) in R™ is the union of connected open subsets on which h takes
either all positive values or all negative values. We obtain in this way a
decomposition of R™ as a disjoint union

(5.1) R" = H" U H~ U Vg(h),

where HT = {a € R" : h(a) > 0}, and similarly for H~. Here are some
concrete examples.

Exercise 1.

a. Let h = (22 4+y%—1)(2? +9° —2) in R[z, y|. Identify the regions H* and
H~ for this polynomial. How many connected components does each of
them have?

b. In this part of the exercise, we will see how regions like rectangular
“boxes” in R™ may be obtained by intersecting several regions HT or
H~. For instance, consider the box

R={(z,y) eR*:a<x<b c<y<d}
If hi(x,y) = (x —a)(x — b) and ha(x,y) = (y — ¢)(y — d), show that
R=H; NHy = {(z,y) € R* : hy(x,y) <0, i = 1,2}.
What do H", Hy and H{" N HJ look like in this example?

Given a region R like the box from part b of the above exercise, and
a system of equations, we can ask whether there are roots of the system
in R. The results of [PRS] give a way to answer questions like this, using
an extension of the results of §2 and §4. Let I be a zero-dimensional ideal
and let B be the monomial basis of A = k[z1, ..., z,]/I for any monomial
order. Recall that the trace of a square matrix is just the sum of its diagonal
entries. This gives a mapping Tr from d x d matrices to k. Using the trace,
we define a symmetric bilinear form S by the rule:

S(f,g) = Tr(my - my) = Tr(myy)

(the last equality follows from part b of Proposition (4.2)).

Exercise 2.

a. Prove that S defined as above is a symmetric bilinear form on A, as
claimed. That is, show that S is symmetric, meaning S(f, g) = S(g, f)
for all f,g € A, and linear in the first variable, meaning

S(Cfl +f2,g) = CS(flag) +S(f2ag)

for all fi, fo,g € A and all ¢ € k. It follows that S is linear in the
second variable as well.
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b. Given a symmetric bilinear form S on a vector space V with basis
{v1,...,vq}, the matrix of S is the d x d matrix M = (S(v;, v;)). Show
that the matrix of S with respect to the monomial basis B = {2*()}
for A is given by:

M = (Tr(myemzem)) = (Tr(mgair+am))-

Similarly, given the polynomial h € k[z1, ..., z,] used in the decompo-
sition (5.1), we can construct a bilinear form

Sp(f,9) = Tr(mpg - mg) = Tr(mpgg).
Let M}, be the matrix of S;, with respect to B.

Exercise 3. Show that S} is also a symmetric bilinear form on A. What
is the 4, j entry of Mp?

Since we assume k C R, the matrices M and M), are symmetric matrices
with real entries. It follows from the real spectral theorem (or principal axis
theorem) of linear algebra that all of the eigenvalues of M and M}, will be
real. For our purposes the exact values of these eigenvalues are much less
important than their signs.

Under a change of basis defined by an invertible matrix @, the matrix
M of a symmetric bilinear form S is taken to QM. There are two fun-
damental invariants of S under such changes of basis—the signature o(S5),
which equals the difference between the number of positive eigenvalues and
the number of negative eigenvalues of M, and the rank p(S), which equals
the rank of the matrix M. (See, for instance, Chapter 6 of [Her| for more
information on the signature and rank of bilinear forms.)

We are now ready to state the main result of this section.

(5.2) Theorem. Let I be a zero-dimensional ideal generated by polyno-
mials in klxy,...,zy] (K C R), so that V(I) C C" is finite. Then, for
h € klzy,...,z,], the signature and rank of the bilinear form Sy, satisfy:

o(Sh) = #{a € V) NR" : h(a) > 0} — #{a € V(I) NR" : h(a) < 0}
p(Sn) = #{a € V(I) : h(a) # 0}.

ProOOF. This result is essentially a direct consequence of the reasoning
leading up to Theorem (4.5) of this chapter. However, to give a full proof
it is necessary to take into account the multiplicities of the points in V(1)
in C™ as solutions of the corresponding system of equations. Since we will
not give the precise definition of the multiplicity of a point in V(I) until
Chapter 4, we will only sketch the main ideas here.

By Theorem (4.5), for any f, we know that the set of eigenvalues of my
coincides with the set of values of the f at the points in V(I). The key new
fact we will need is that using the structure of the algebra A, for each point
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p in V(I) it is possible to define a positive integer m(p) (the multiplicity)

so that > m(p) = d = dim(4), and so that (¢ — f(p))™®) is a factor of

the characteristic polynomial of my. (See §2 of Chapter 4 for the details.)
By definition, the 4, j entry of the matrix M} is equal to

Tr(my, got).gat) )-

The trace of the multiplication operator equals the sum of its eigenvalues.
By the previous paragraph, the sum of these eigenvalues is

(5:3) > mp)h(p)p*IpV,
peV(I)

where p®(*) denotes the value of the monomial () at the point p. List
the points in V(I) as p1, ..., pa, where each point p in V(I) is repeated
m(p) times consecutively. Let U be the d x d matrix whose jth column
consists of the values p? Y fori=1,...,d. From (5.3), we obtain a matrix
factorization Mj;, = UDU?, where D is the diagonal matrix with entries
h(p1), ..., h(ps). The equation for the rank follows since U is invertible.
Both U and D may have nonreal entries. However, the equation for the
signature follows from this factorization as well, using the facts that M), has
real entries and that the nonreal points in V(I) occur in complex conjugate
pairs. We refer the reader to Theorem 2.1 of [PRS] for the details. O

The theorem may be used to determine how the real points in V(I) are
distributed among the sets H™, H~ and Vg(h) determined by A in (5.1).
Theorem (5.2) implies that we can count the number of real points of
V(I)in H' and in H~ as follows. The signature of S}, gives the difference
between the number of solutions in H* and the number in H~. By the same
reasoning, computing the signature of Sj2 we get the number of solutions
in Ht U H—, since h? > 0 at every point of H+ U H~. From this we can
recover #V (I) N H' and #V(I) N H~ by simple arithmetic. Finally, we
need to find #V(I) N Vr(h), which is done in the following exercise.

Exercise 4. Using the form S; in addition to S; and S}z, show that
the three signatures o(S), 0(Sp), 0(Sy2) give all the information needed to
determine #V(I) N HT, #V(I) " H~ and #V(I) N Vg(h).

From the discussion above, it might appear that we need to compute
the eigenvalues of the forms Sy to count the numbers of solutions of the
equations in HT and H~, but the situation is actually much better than
that. Namely, the entire calculation can be done symbolically, so no recourse
to numerical methods is needed. The reason is the following consequence
of the classical Descartes Rule of Signs.

(5.4) Proposition. Let My, be the matriz of Sy, and let
ph(t) = det(Mh — tI)
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be its characteristic polynomial. Then the number of positive eigenvalues of
Sy, is equal to the number of sign changes in the sequence of coefficients of
pr(t). (In counting sign changes, any zero coefficients are ignored.)

PROOF. See Proposition 2.8 of [PRS], or Exercise 5 below for a proof. [0

For instance, consider the real symmetric matrix

31 5 4
1 2 6 9
M= 5 6 7 -1
49 -1 0

The characteristic polynomial of M is t* — 12¢3 — 119t + 1098t — 1251,
giving three sign changes in the sequence of coefficients. Thus M has three
positive eigenvalues, as one can check.

Exercise 5. The usual version of Descartes’ Rule of Signs asserts that the

number of positive roots of a polynomial p(t) in R[¢] equals the number of

sign changes in its coefficient sequence minus a non-negative even integer.

a. Using this, show that the number of negative roots equals the number
of sign changes in the coefficient sequence of p(—t) minus another non-
negative even integer.

b. Deduce (5.4) from Descartes’ Rule of Signs, part a, and the fact that all
eigenvalues of M), are real.

Using these ideas to find and isolate roots requires a good searching
strategy. We will not consider such questions here. For an example showing
how to certify the presence of exactly one root of a system in a given region,
see Exercise 6 below.

The problem of counting real solutions of polynomial systems in regions
R C R™ defined by several polynomial inequalities and/or equalities has
been considered in general by Ben-Or, Kozen, and Reif (see, for instance,
[BKR]). Using the signature calculations as above gives an approach which
is very well suited to parallel computation, and whose complexity is rela-
tively manageable. We refer the interested reader to [PRS] once again for
a discussion of these issues.

ApbpiTioNAL EXERCISES FOR §5

Exercise 6. In this exercise, you will verify that the equations
0=2%—-2z2+5
0=axy’ +yz+1
0 = 3y? — 8zz.



68 Chapter 2. Solving Polynomial Equations

have exactly one real solution in the rectangular box
R={(z,y,2) eR¥*:0<z <1, -3<y<-2 3<z<4}

a. Using grevlex monomial order with x > y > z, compute a Grébner
basis G for the ideal I generated by the above equations. Also find the
corresponding monomial basis B for C[z, y, z]/I.

b. Implement the following Maple procedure getform which computes the
matrix of the symmetric bilinear form Sp,.

getform := proc(h,B,G,VList,torder)

# computes matrix of the symmetric bilinear form S_h, with
# respect to the monomial basis B for the quotient algebra
# k[VList]/<G>. G is a Gr\"obner basis with respect to torder

local d,M,1i,j,p,q;

with(linalg):
d:=nops(B);
M := array(symmetric,1..d,1..d);
for i toddo
for j from i to d do
p := normalf (h*xB[i]*B[j],G,VList,torder);
M[i,j]:=trace(getmatrix(p,B,G,VList,torder));
od;
od;
RETURN (eval (M))
end:

The call to getmatrix computes the matrix my,_ o) 4oy With respect to
the monomial basis B = {z*"} for A. Coding getmatrix was Exercise
18 in §4 of this chapter.
c. Then, using
h:
S:

x*x(x-1);

getform(h,B,G, [x,y,z] ,tdeg) ;

compute the matrix of the bilinear form Sy for h = x(z — 1).
d. The actual entries of this 8 x 8 rational matrix are rather complicated
and not very informative; we will omit reproducing them. Instead, use

charpoly(eval(8),t);

to compute the characteristic polynomial of the matrix. Your result
should be a polynomial of the form:

8 — a1t7 + a2t6 + a3t5 — a4t4 — a5t3 — a6t2 + a7t + ag,

where each a; is a positive rational number.
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e. Use Proposition (5.4) to show that Sj, has 4 positive eigenvalues. Since
ag # 0,t = 0 is not an eigenvalue. Explain why the other 4 eigenvalues
are strictly negative, and conclude that Sj has signature

o(Sp) =4—-4=0.

f. Use the second equation in Theorem (5.2) to show that h is nonvanishing
on the real or complex points of V(I). Hint: Show that S}, has rank 8.
g. Repeat the computation for h2:

T := getform(h*h,B,G, [x,y,z] ,tdeg) ;

and show that in the case, we get a second symmetric matrix with ex-
actly 5 positive and 3 negative eigenvalues. Conclude that the signature
of Sj2 (which counts the total number of real solutions in this case) is

O'(Sh2) =5-3=2
h. Using Theorem (5.2) and combining these two calculations, show that
#V(IONH" =#V(I)NH =1,

and conclude that there is exactly one real root between the two planes
z = 0and z = 1 in R3. Our desired region R is contained in this infinite
slab in R3. What can you say about the other real solution?

i. Complete the exercise by applying Theorem (5.2) to polynomials in y
and z chosen according to the definition of R.

Exercise 7. Use the techniques of this section to determine the number
of real solutions of

0=a?+2y° —y—2z
0=2%—-8y>+10z -1
0=a?—Tyz
in the box R = {(z,9,2) € R*: 0 <2 < 1,0 <y < 1,0 < z < 1}. (This

is the same system as in Exercise 6 of §1. Check your results using your
previous work.)

Exercise 8. The alternative real root isolation methods discussed in §8.8
of [BW] are based on a result for real one-variable polynomials known as
Sturm’s Theorem. Suppose p(t) € Q[¢] is a polynomial with no multiple
roots in C. Then GCD(p(t),p’'(t)) = 1, and the sequence of polynomials
produced by

po(t) = p(t)
pi(t) = p'(t)
pz(t) = 7I‘em(pi_1(t),p1‘_2(t), t),’L Z 2
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(so p;i(t) is the negative of the remainder on division of p;_1(t) by p;—2(t) in
Q]t]) will eventually reach a nonzero constant, and all subsequent terms will
be zero. Let p,,(t) be the last nonzero term in the sequence. This sequence
of polynomials is called the Sturm sequence associated to p(t).

a. (Sturm’s Theorem) If ¢ < bin R, and neither is a root of p(¢) = 0, then
show that the number of real roots of p(t) = 0 in the interval [a, b] is
the difference between the number of sign changes in the sequence of
real numbers po(a), p1(a), ..., pm(a) and the number of sign changes in
the sequence pg(b), p1(b), ..., pm(b). (Sign changes are counted in the
same way as for Descartes’ Rule of Signs.)

b. Give an algorithm based on part a that takes as input a polynomial
p(t) € Q[t] with no multiple roots in C, and produces as output a
collection of intervals [a;, b;] in R, each of which contains exactly one
root of p. Hint: Start with an interval guaranteed to contain all the
real roots of p(t) = 0 (see Exercise 3 of §1, for instance) and bisect
repeatedly, using Sturm’s Theorem on each subinterval.
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