Preface

Personal motivation. The dream of creating artificial devices that reach or
outperform human intelligence is an old one. It is also one of the dreams of my
youth, which have never left me. What makes this challenge so interesting?
A solution would have enormous implications on our society, and there are
reasons to believe that the Al problem can be solved in my expected lifetime.
So, it’s worth sticking to it for a lifetime, even if it takes 30 years or so to
reap the benefits.

The AI problem. The science of artificial intelligence (AI) may be defined as
the construction of intelligent systems and their analysis. A natural definition
of a system is anything that has an input and an output stream. Intelligence
is more complicated. It can have many faces like creativity, solving prob-
lems, pattern recognition, classification, learning, induction, deduction, build-
ing analogies, optimization, surviving in an environment, language processing,
and knowledge. A formal definition incorporating every aspect of intelligence,
however, seems difficult. Most, if not all known facets of intelligence can be
formulated as goal driven or, more precisely, as maximizing some utility func-
tion. Tt is, therefore, sufficient to study goal-driven AI; e.g. the (biological)
goal of animals and humans is to survive and spread. The goal of Al systems
should be to be useful to humans. The problem is that, except for special
cases, we know neither the utility function nor the environment in which the
agent will operate in advance. The major goal of this book is to develop a
theory that solves these problems.

The nature of this book. The book is theoretical in nature. For most parts
we assume availability of unlimited computational resources. The first impor-
tant observation is that this does not make the AI problem trivial. Playing
chess optimally or solving NP-complete problems become trivial, but driving
a car or surviving in nature do not. This is because it is a challenge itself to
well-define the latter problems, not to mention presenting an algorithm. In
other words: The AI problem has not yet been well defined. One may view
the book as a suggestion and discussion of such a mathematical definition of
Al

Extended abstract. The goal of this book is to develop a universal theory of
sequential decision making akin to Solomonoff’s celebrated universal theory of
induction. Solomonoff derived an optimal way of predicting future data, given
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previous observations, provided the data is sampled from a computable prob-
ability distribution. Solomonoff’s unique predictor is universal in the sense
that it applies to every prediction task and is the output of a universal Turing
machine with random input. We extend this approach to derive an optimal
rational reinforcement learning agent, called AIXI, embedded in an unknown
environment. The main idea is to replace the unknown environmental distri-
bution g in the Bellman equations by a suitably generalized universal distri-
bution £. The state space is the space of complete histories. AIXI is a universal
theory without adjustable parameters, making no assumptions about the en-
vironment except that it is sampled from a computable distribution. From an
algorithmic complexity perspective, the AIXI model generalizes optimal pas-
sive universal induction to the case of active agents. From a decision-theoretic
perspective, AIXI is a suggestion of a new (implicit) “learning” algorithm,
which may overcome all (except computational) problems of previous rein-
forcement learning algorithms.

Chapter 1. We start with a survey of the contents and main results in this
book.

Chapter 2. How and in which sense induction is possible at all has been sub-
ject to long philosophical controversies. Highlights are Epicurus’ principle of
multiple explanations, Occam’s razor, and Bayes’ rule for conditional proba-
bilities. Solomonoff elegantly unified all these aspects into one formal theory
of inductive inference based on a universal probability distribution &, which
is closely related to Kolmogorov complexity K (x), the length of the shortest
program computing x. We classify the (non)existence of universal priors for
several generalized computability concepts.

Chapter 3. We prove rapid convergence of £ to the unknown true environmen-
tal distribution p and tight loss bounds for arbitrary bounded loss functions
and finite alphabet. We show Pareto optimality of £ in the sense that there
is no other predictor that performs better or equal in all environments and
strictly better in at least one. Finally, we give an Occam’s razor argument
showing that predictors based on £ are optimal. We apply the results to games
of chance and compare them to predictions with expert advice. All together
this shows that Solomonoft’s induction scheme represents a universal (formal,
but incomputable) solution to all passive prediction problems.

Chapter 4. Sequential decision theory provides a framework for finding opti-
mal reward-maximizing strategies in reactive environments (e.g. chess playing
as opposed to weather forecasting), assuming the environmental probability
distribution p is known. We present this theory in a very general form (called
ATy model) in which actions and observations may depend on arbitrary past
events. We clarify the connection to the Bellman equations and discuss mi-
nor parameters including (the size of) the I/O spaces and the lifetime of the
agent and their universal choice which we have in mind. Optimality of Alu is
obvious by construction.

Chapter 5. Reinforcement learning algorithms are usually used in the case
of unknown p. They can succeed if the state space is either small or has ef-
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fectively been made small by generalization techniques. The algorithms work
only in restricted, (e.g. Markovian) domains, have problems with optimally
trading off exploration versus exploitation, have nonoptimal learning rate, are
prone to diverge, or are otherwise ad hoc. The formal solution proposed in
this book is to generalize the universal prior ¢ to include actions as conditions
and replace p by £ in the Alp model, resulting in the AIXI model, which we
claim to be universally optimal. We investigate what we can expect from a
universally optimal agent and clarify the meanings of universal, optimal, etc.
We show that a variant of AIXI is self-optimizing and Pareto optimal.
Chapter 6. We show how a number of Al problem classes fit into the gen-
eral AIXI model. They include sequence prediction, strategic games, function
minimization, and supervised learning. We first formulate each problem class
in its natural way for known g, and then construct a formulation within the
Al model and show their equivalence. We then consider the consequences of
replacing p by €. The main goal is to understand in which sense the problems
are solved by AIXI.

Chapter 7. The major drawback of AIXI is that it is incomputable, or more
precisely, only asymptotically computable, which makes an implementation
impossible. To overcome this problem, we construct a modified model AIXI#l,
which is still superior to any other time ¢ and length | bounded algorithm.
The computation time of AIXI# is of the order ¢-2!. A way of overcoming
the large multiplicative constant 2! is presented at the expense of an (un-
fortunately even larger) additive constant. The constructed algorithm M is
capable of solving all well-defined problems p as quickly as the fastest algo-
rithm computing a solution to p, save for a factor of 1+¢ and lower-order
additive terms. The solution requires an implementation of first-order logic,
the definition of a universal Turing machine within it and a proof theory sys-
tem.

Chapter 8. Finally we discuss and remark on some otherwise unmentioned
topics of general interest. We also critically review what has been achieved
in this book, including assumptions, problems, limitations, performance, and
generality of AIXI in comparison to other approaches to AI. We conclude the
book with some less technical remarks on various philosophical issues.

Prerequisites. I have tried to make the book as self-contained as possible.
In particular, I provide all necessary background knowledge on algorithmic
information theory in Chapter 2 and sequential decision theory in Chapter 4.
Nevertheless, some prior knowledge in these areas could be of some help. The
chapters have been designed to be readable independently of one another
(after having read Chapter 1). This necessarily implies minor repetitions. Ad-
ditional information to the book (FAQs, errata, prizes, ...) is available at
http://www.idsia.ch/~marcus/ai/uaibook.htm.
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Problem classification. Problems are included at the end of each chap-
ter of different motivation and difficulty. We use Knuth’s rating scheme for
exercises [Knu73] in slightly adapted form (applicable if the material in the
corresponding chapter has been understood). In-between values are possible.
CO00 Very easy. Solvable from the top of your head.
C10 Easy. Needs 15 minutes to think, possibly pencil and paper.
C20 Awverage. May take 1-2 hours to answer completely.
C30 Moderately difficult or lengthy. May take several hours to a day.
C40 Quite difficult or lengthy. Often a significant research result.
C50 Open research problem. An obtained solution should be published.
The rating is possibly supplemented by the following qualifier(s):
1 Especially interesting or instructive problem.
m Requires more or higher math than used or developed here.
o Open problem; could be worth publishing; see web for prizes.
s Solved problem with published solution.
u Unpublished result by the author.
The problems represent an important part of this book. They have been placed
at the end of each chapter in order to keep the main text better focused.
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