3

Formation free energy

So far we have studied isolated systems : U, V, N; are constant. Equilibrium
is determined by maximum of entropy & = Spax. The maximum is found in
respect to some extra parameter(s) z(,y, ...) while keeping U(z,...), V(z,...),
N;(x,...) constant.  can be for example the position of a dividing wall as in
Fig. 3.1.

GAS 1 GAS 2

Fig. 3.1. Isolated system with a dividing wall at position = separating two types of
gases.

Insulated rigid box keeps Uiot, Viot and Nj tor constant.

Uiot = Uy + Uz
Nitot = Ni1 + N;o
Vvtot = Vl + ‘/2

By maximising S with respect to = we find the equilibrium position of the
dividing wall. A reversible process in a system with Uiot, Viot, NVitot kept
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constant means also constant entropy since dSio; = 0, the system is always in
equilibrium, and S;ot keeps having its maximum value.
What if we have some other set of constants?

Intensive variables P, T, u; can be kept constant by connecting the system
to a bath: A bath is an equilibrium system much bigger than our system.
The intensive properties of the bath (P, T, ps,0) do not change even if the
system exchanges heat, volume and/or particles with the bath. The extensive
properties (Vp, N;o, So,Up) of the bath can change. The system is so small
that anything coming out of it or going into it is a drop in the ocean for the
bath.

" SYSTEM

BATH
To, Pos 1y

Fig. 3.2. The combination of the system and the bath is isolated. The system is
much smaller than the bath.

Heat bath: Exchanges heat with the system, heat flows in and out so that
the temperature of the system stays constant and equal to that of the bath
in quasi-static processes. In real irreversible processes the temperature of the
system is not necessarily well defined or unique at all times.

Pressure bath: Exchanges volume work with the system. The volume of
the system changes so that the pressure stays constant and equal to that of
the bath in quasi-static processes. In irreversible processes the pressure of the
system is not necessarily well defined or unique.

Particle bath: Exchanges particles with the system so that the chemical
potentials of the system stay constant and equal to those in the bath in re-
versible processes. Again in irreversible processes the chemical potential of the
system is not always well defined.

NOTE: In the bath Ty, Po, iti0 are always well defined and thus all the
processes in the bath are reversible. This is a crucial point in what follows

The combination of system and bath is an isolated system. S is entropy of
the system and Sy of the bath, so total entropy is Syor = S + Sp. According to
the second law of thermodynamics (1.4) all possible processes occur so that
entropy increases dSio; > 0 (dSior = 0 for reversible processes only).

In terms of system and bath entropies this reads
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dSior = dS + dSp > 0.
The bath always undergoes reversible changes:
dQo = TodSo,
dWy = PydVy.

Using the reversible form for the heat that entered the bath we can write the
change of total entropy as
d d
Sy — dS +dSy — dS + 190 _ g5~ 99, (3.1)
Ty To
Conservation laws say that everything that left the system entered the
bath, and vice versa:

Heat balance: heat that entered the S . d Q

o system dQ left the bath. Heat that en- =
tered the bath is then dQy = —dQ dQO
Work done by the system dW enters T

e the bath. 1 dW
Work done by the bath is dWy = —dW I d WO

Total volume is conserved:
Volume change of the system dV'.
Volume change of the bath is dVj =

—dV
Particles that entered the system left |
the bath dN; = —dN; but also the I o€ dNI
® energy they carried must balance: > d N
pidN; = —p; 0dN; o i,0

First law for the system reads
dU = dQ — dW + Y 11;dN;.
We solve the heat d@Q) entering the system from the first law
dQ =dU +dW =Y p;dN;

and use the conservation laws above to express the changes in the system
properties in terms of the changes in the bath properties

dQ = dU — dWo+ Y piodNi o.

Then we use reversible forms for the changes in bath properties



44 3 Formation free energy
dQ =dU — PydV + Y pi0dNig

and the conservation laws again to return to the system properties
dQ = dU + PydV — Z i, 0dN;.

When we substitute this to the second law (eq. 3.1) we get

dU + PodV = i odN;

dStot = dS - 2 0

To
Now we multiply this by T # O:

TydS — dU — PodV + Y _ pti 0dN; > 0

and we get the Clausius inequality

dU — TydS + PodV — > i odN; < 0. (3.2)

Here Ty, Py, pi 0 are properties of the bath and U, S, V, N; are properties of
the system.
We denote for convenience

dp = dU — TydS + PodV — > p1iodNN;.

(2

Instead of dS > 0 we have dy < 0 for all possible spontaneous processes.
In equilibrium no spontaneous process is possible, ¢ can not decrease and so
¢ must have a minimum (under the prevailing conditions Ty, Py, pio). We
have a freedom of choosing any function ¢ that gives the correct differential
dp = dU —TodS + PodV =), pi,0dN; and a minimum of so-called free energy
© gives the equilibrium state.

If the contact with the environment is such that dS = dV = dN; = 0,
Clausius inequality reads dy = dU < 0, and we can choose ¢ = U. In a
system with constant entropy, volume and number of particles, energy has its
minimum in equilibrium. (How is entropy fixed to a constant value? For the
reversible case a constant S means no heat flow.) Did you ever wonder why
the equilibrium state in, for example, mechanics and electrodynamics is that
of minimum energy? Here is one answer: second law applied to a system with
constant S, V and N;. For reversible processes with constant S, V', and Nj,
dU = 0, and thus U is constant.

If the contact keeps V, N; constant, but allows heat flow to and from the
heat bath with temperature Tj, Clausius inequality has the form

dp =dU — TpdS < 0
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0 =U—TpS.

Now we check that the differential of ¢ is correct:

dp = dU — TodS + SdT,

Temperature is constant, d1y = 0, and we get

dp = dU — TydS,
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as we wanted. For this system the equilibrium is found by searching for the
minimum of Helmholtz free energy F

F=U-TyS

In a reversible process which keeps 7' = Tj,V and N; constant we have
dF = 0, I is constant, since we are always infinitesimally close to equilibrium.

Table 3.1. Summary of conventional free energy definitions.

constants in a re-
versible process

freely exchanged
quantity

Clausius inequality
de <0

usually chosen ¢
which has mini-
mum in equilib-
rium

U,V,N;

—TodS <0=dS >0

S Entropy (max!)

S,V,N;

dU <0

U Energy

T ="1T,V,N;

heat

dU —TodS <0

F=U-1T,8
Helmholtz free
energy

P=",T="T,
N;

heat, volume

dU — TodS + PodV <0

G =U—-"TyS +
PV

Gibbs free
energy

S, P=PF,N;

volume

dU + PodV <0

H=U+ PRV
Enthalpy

T:TOv
Wi = pio, V

heat, particles

dU — Tods — ZIJ«i,OdNi S 0

2 =U-TS —
> wio N
Grand free en-
ergy or grand
potential

All the conventional free energies have been collected in Table 3.1. You
might wonder what has happened to the surface work terms cdA. We have
assumed that system and bath do not exchange surface energy. If there is
surface energy it is entirely in the system and included in the system energy

U.
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NOTE: To keep the extensive variables V., N;, U, and S constant we have
to build walls that do not move, and do not let particles, energy or heat through.
But to keep intensive variables P,u; and T constant we have to build walls
that move freely or allow free particle or heat exchange with the bath.

Free energies are auxiliary functions of the state of the system and the
environment. We could always treat the combination of system and environ-
ment as an isolated system and find the state that maximises entropy. But it
is more straightforward to minimise the appropriate free energy ¢.

If a system is connected to a bath with Py and/or Ty and/or p;,o constant
and we let the situation equilibrate, this means that the internal additional
variables like order or distribution of molecules, position of dividing wall or
surface settle so that ¢ has its minimum value. So a given set of constants
(Py and/or Ty and/or p; o) leads to a unique, well-defined value of free energy
Peq-

Now we study how the equilibrium value of the free energy ., changes
when we change the bath properties Py and/or Ty and/or p; 07

e For a system connected with a heat bath with temperature Tj:
Yeq = Foq =U =TS, dFeq = dU — TpdS — SdTy
For reversible changes
dU =TdS — PdV + > u;dN; and
dFeq =TdS — PdV + Z,uidNi - Tods — SdTO
In equilibrium, the temperature is the same as in the bath, T' = T, which
leads to
dFeq = —=8dTy — PdV + Y u;dNy,
which shows that
B <8Feq
i =

ON; )T,V,Ni#j

The Helmholtz free energy F' is a suitable thermodynamic potential for
systems which interact with the environment only by exchanging heat.
For those systems F' is constant in equilibrium.

e For a system connected with a temperature and pressure bath with Tg, Py:
Yoq = Geq = U —TpS + PyV, and for reversible changes
dGeq = dU = TpdS — SdTp + PodV + VdP,
In equilibrium, the pressure and temperature are set by the bath, P = P
and T = Ty, which results in
= dGeq =-8dIy+ VdP, + ZﬂidNia

8Geq>
i = (L2 . (3.4)
( ON; T,P,N;z;

The Gibbs free energy G is a wise choice for systems which interact with the
environment by exchanging work and heat. For those systems G is constant
in equilibrium. In phase transitions both pressure and temperature stay
constant, but the order of the system changes. The Gibbs free energy is a
suitable potential for studying phase transitions (see p. 127).

(3.3)



3.1 Maxwell equations 47

For a system connected with a pressure bath with Py

Peq :Heq =U+ RV

For reversible changes in equilibrium where P = Py

dHeq = —VdPO + TdS + Z /Msz

Enthalpy H is the natural choice as a thermodynamic potential for sys-
tems which interact with the environment only by exchanging volume
work. Enthalpy is also called the heat function or heat content, since en-
thalpy change for constant pressure processes is equal to the heat exchange.
Enthalpy is thus used to define the heat capacity at constant pressure,
C, = (OH/OT)p = (dQ/OT)p .

For a system connected with particle and temperature bath with 1; 0, T
Yeq = 26q = U = TpS — 3 pi0dN;

For reversible changes in equilibrium 7" = Ty, p; = 4,0

dﬁcq = 7SdT0 — PdV — Z Nidﬂi,O

Grand potential {2 is a good thermodynamic potential for systems which
interact with the environment by exchanging heat and particles.

These show nicely that

for constant Ty, V, N; Feq is constant
for constant Ty, Py, N; Goq is constant
for constant Py, S, N; Hcq is constant
for constant Tp, V, p1i,0 {26 is constant

Compare these with Table 3.1 on p. 45.

3.1 Maxwell equations

Take, for example, a system with P, T, N; constant. Gibbs free energy is the
correct thermodynamic potential for the system, and its differential is dGeq =
—8dTy+VdPy+Y pidN;. We can immediately see that the partial derivatives
of the free energy give thermodynamic variables

8Geq>
Yeq =S,
( Ty ) p, N,

aaeq)
=V,
(%),

and because the second derivative can not depend on the order which the
derivatives are taken!

! This is true only for well-defined functions. Not all mathematical entities are so

well conditioned.
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()= (57 (o) ™
0P ) 1, . R\ 0T ) p ) on,

_<i(%) ) __(8_‘/)
9Ty \ 0Py ). . ) o, 0Ty ) py .

Similarly from second derivatives we get

ov > <8ui )
= (3.5)
<8Ni To,Po,Nj; 2250 To,N;

(0% )y v~ (o11)
8N1 To,Po,Njzi aTO Po,Ni.

According to the definition of partial molecular volume (eq. 2.11) we have
( oV

) = v;, and Maxwell equation (3.5) takes the familiar form
ON; ) 1y, Py, Ny 2i

v — (3%‘)
! ORy ) 7, ., ’
which we have already used.

NOTE: Since chemical potential as an intensive quantity depends only on
the composition of the system, not the size of it, we can replace constant N;
with constant x;.

Other free energies U, H, F and (2 can be used to derive more Maxwell
equations:

and

Internal energy U

() on = (8, @) ovm, = ()

)

(g]{;i)s,vw#i - (%%)SN

i

2

Enthalpy H
(57) o = (

(g]‘\z )S,P,N#i - <%%)S,Ni

g (g£i>5,P,Nj¢i B (%%>P,Ni

QI

P,N;
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Helmholtz free energy F
(57) = () (B, = ()
(%) s = = (@)
Grand potential 2
(), =3, ()., - (.,
(a;i-)T,v B ( )m
Gibbs free energy G (also here for completeness)
(850 . = (), (B8 ) g, = (),
(52)n. == (57)

s

N

3.2 Free energy. Free for what?

The free energies ¢ are also called thermodynamic potentials: the potential
has a minimum in the equilibrium. Now we start to see that it is probably a
free energy barrier that the system tries to overcome in phase transitions, but
gets trapped to the “wrong” side of the mountain as in Fig. 2.16.

Let us think of a system connected with a pressure bath with pressure Py,
so that the volume of the system can change, but heat does not flow in or out.
Initially the energy of the system is Up. If we somehow took energy AFE(> 0)
from the system and if the system was otherwise isolated, the final energy
would be Uy — AE. But now the pressure is kept constant, which results in an
energy change — Py AV between the system and the bath since system volume
changes. The actual final energy of the system is

U=Uy— AE — R AV,
and the energy change is
AU =U —-Uy = —-AE — B AV,
and the energy taken from the system is

AE = —(AU + PyAV) = —AH = —Agp.

So the amount of energy that is available to be taken out of the “system” is not
the internal energy of the system U, but H = U 4+ Py V due to the connection
with the bath. In reality the energy comes both from the system and the bath.
Similar reasoning can be applied to other thermodynamic potentials.
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3.3 Free energy diagrams

The free energy ¢ of the system is a function of the order parameter x (for
example density). In the following we think of homogeneous systems, where
z is the same in the whole system (the whole system is vapour or liquid,
only one phase, no droplets). Fig. 3.3 shows schematic free energy curves in a
one-component system as functions of density with different saturation ratios

S.

Fig. 3.3. Free energy curves as functions of density « with different saturation ratios

S.

If « is the density of the fluid, minimum A corresponds to vapour (lower p).
It is the true global equilibrium state for S < 1. Minimum B corresponds to
liquid (higher p). It is the true equilibrium when S > 1. But it can be seen
that the system can be trapped behind a barrier.

If we plot the free energies corresponding to the minima in Fig. 3.3 as
functions of saturation ratio, we obtain Fig. 3.4, where A is the equilibrium
free energy curve with vapour density, B with liquid density. Phase change
should happen at S = 1 because nature should settle to the global minimum
of free energy. Saturation ratio S > 1 drives the phase transition from vapour
to liquid.

NOTE: Instead of temperature T' or vapour pressure P as such, the combi-

nation of them in the form of saturation ratio S = )2
€

telling us which phase is stable in the prevailing conditions.

% is the key quantity

3.4 Free energy change in droplet formation

Now we return to the case of a spherical cluster forming in a vapour phase.
We study the free energy change in a process where the initial state (referred
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¢ A A

> .
saturation

ratio

Fig. 3.4. Free energy in the equilibrium system as a function of saturation ratio S.
The points forming the curves correspond to the location of the minima A and B in
Fig. 3.3. The arrow shows the route taken by a vapour when saturation is exceeded,
it follows the metastable part of curve A until disturbance, nucleation or reaching
the spinodal pressure drops the system to curve B, which is the stable state when
S>1

to by subscript 0) is a homogeneous vapour, and the final state is a cluster
surrounded by the vapour. The temperature of the system is from now on
assumed to be constant and equal to that of the heat bath Tj.

In general, the energy of a homogeneous part of the system has the form

U=TyS - PV +0A+> N

The total energy of the system is a sum of the energies of the surface (no
volume V' = 0), and bulk vapour and liquid (no surface area A = 0) contribu-
tions. The initial energy of the homogeneous vapour is

UO = TQS() - PO‘/O + Zu?7qN2‘J

The final energy in the system consisting of the cluster surrounded by vapour
is then

U=Ty8—-P,V,— PV,+0cA+ Zﬂi,gNi,g + Z,ui,lNi,l + ZMz’,sNiﬁ-

In the case of a droplet forming in a vapour there are at least three choices
for the free energy. The choice depends on the conditions of the real nucleation
event (in nature or laboratory) or hypothetical mind experiment. The suitable
free energy is different depending on which quantities are held constant when
the droplet forms.

1. The chemical potentials in the gas phase ;4 = u?,g and total volume
Vo = V4 + V; are kept constant.
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The grand free energy in the initial state is
20 = Uy — ToSo — ZN?,gNiO,g =-PVo=-PVi+V,)
and in the final state
Q=U-To8 =Y 1 Nitor =U—ToS = > d ((Nig+ Nis+ Niy)

= =PV = PVi+0A+> (mia— i) )Niw + > (pis — 19 g) Nis.

The grand free energy change in the droplet formation is then
AQ =(Po — P)Vi+ (Po — Py)Vy + A
+ Z(Mi,l — M?,Q)Ni,l + Z(Mi,s - ,u?,g)Ni,s-

Now if we assume that besides the chemical potentials p; 4, the compo-
sition of the gas stays constant, also the pressure must be unchanged
according to the Maxwell equation (2.13), which gives

O:dﬂiy :’Ui,gdpgidpg:()ipg:ﬂ)
:Ei)g,T

and we get for the formation free energy

AQ = (Po—P)V; +UA+Z(,U1',Z_H?,g)Ni,l"'Z(ﬂi,s_,ug,g)N'L',s- (3.6)

The pressure of the gas is constant P, = Fy, and the total molecular
numbers are unchanged N; 1ot = N, + Nz g+t Nisg=N,.
Then the Gibbs free energies in the initial and final stateb are

Go =Uy —ToSo + PoVo = Y _ il ,NY, (3.7)
G=U—-ToS + PyViot =U —ToS + Po(Vy + Vi) (3.8)
=P —P)Vi+ocA+ Z ti,gNig + Z,Ufi,lNz’,l + Z Hi,sNi s
The Gibbs free energy change in the droplet formation is
AG =Py — P)Vi+0A

+ Z ti,gNig + Z i N + Z i sNi s — Z /’L?,gNzO

Furthermore, assuming that composition of the gas phase is unchanged
which due to constant pressure and the Maxwell equation (2.13) means
also that the chemical potential is constant j; 4 = u?) - and using the fact
that

Nitot = Nijg+ Ny g + N s Nlog
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we get

AG = (PO - B)‘/l +oA+ Z:u?,g(Ni,g - N’Sg) + Z.ui,lNi,l + Z,u'i,sNi,s
=Py —P)Vi+0A+Y ud (=Nig—Nis)+ > piaNig+ Y pisNis
g
= (PO - B)Vl +oA+ Z(ﬂi,l - :U’?,g)NiJ + Z(ULS - u?,g)Ni,s-
3. The total molecular numbers are constant N; yor = N; j+N; g+N; s = Ngg

and the volume of the system Vio¢ =V, + V; does not change.
Then the Helmholtz free energies in the initial and final states read

Fo=Up—ToSo = —Po(Vi+ Vo) + Y ,N?,
F=U-TyS=-PV,— PVi+0A

+ Z i N + Z Hi,gNi g + Zm,sNi,s-

The change in the Helmholtz free energy is
AF =(Py — P)Vi+ (Py — Py)Vy+ cA
+ Z(,Ui,g — 11 g)Nig + Z(Hi,l — g ) Nig + Z(Mi,s — 13 o) Ni s

Assuming that droplet formation does not affect the gas pressure Py = P,
and composition means (again due to Maxwell equation 2.13) unchanged
chemical potentials, p; ; = “(i), g0 We get

AF =(Py— P)Vi+0A+ Z(M,l — p )Nit + Z(M,s — 1 ) Nis.

NOTE: Only the gas phase is connected to the heat/particle/pressure bath.
So the free energy of the whole system can not be calculated as a sum of free
energies of gas, liquid and surface:

022+ 024+ (2

G#G +Gy+G,

F#F+F,+F;s
12,824,825 and so on would be the free energies of liquid, gas and surface if
each of these phases were directly connected to the baths. But now only the gas
phase is connected to the bath, which is the basis or definition of free energies,

and thus free energies for liquid and surface phases are not well defined. But
energy is always the sum of liquid, gas and surface contributions

U=U+U,+U,

and we have started all our derivations from this.
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With the assumptions we made, the change in the free energy is always
the same A2 = AG = AF. All the assumptions are essentially the same:
the gas tank is large and the cluster is small, so that its formation does not
change the state of the vapour significantly. Equilibrium is found by setting
the derivatives of A2, AG or AF to zero. We get equilibrium conditions by
keeping the pressure P, and chemical potential ”?, , constant, and taking the
derivatives with respect to

e V, keeping N;; and N; . constant,
e N, keeping N;;,j # ¢ and N; ,Vi constant,
e N, keeping Nj 4, j # 4 and N; ;Vi constant,

and setting these derivatives equal to zero. Equilibrium is from now on de-
noted by * and occurs of course when the equilibrium conditions (2.7) and
(2.8) are satisfied:

20"

)
T*

P =P =

Mg = Hig = His:
To get these familiar conditions from derivatives of Af2, AG or AF 2 you have

to use the Gibbs-Duhem equation (1.9) in the isothermal case dT' = 0 for bulk
gas and liquid (p. 12)

VodPy = Njgdpi g,
VidP, = Niudpi

and the Gibbs adsorption isotherm (1.12) for the surface contribution

—Ado = N odp; .

For the equilibrium cluster, also known as a critical cluster, we can use
the equality of chemical potentials and then the Laplace equation (2.8), and
finally the expressions of volume and surface area of a spherical cluster in
terms of its radius 7* to simplify the formula for the formation free energy
(any of A2, AF or AG, denoted generally Agp)

—20" —20% 4
g Vvl* +J*A* _ g —7T7"*3+0'*47T7"*2

A" = (Po = FO)VY + oA = 3

”,.*

which leads to a compact form for the formation energy of the critical cluster

2 NOTE: you really should take the derivative of the final state free energies 2,G or
F, but initial state free energies {20, Go, Fo are constants, so dAf2 = df2 —df2y =
df2 and so on.
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4
Ap* = gwa*r*Q, (3.9)

which is easy to remember as one third of the surface energy of the cluster.

3.5 Classical droplet model
The density profiles and molecular positions in a real cluster with two compo-

nents are sketched in Fig. 3.5. In this example component 2 is surface active.
It accumulates near the droplet surface.

pi(R)/

RO,1 R0,2 R

Fig. 3.5. Molecular densities of components 1 and 2 as functions of distance from
the centre of a real spherical droplet and a picture of the molecular positions in
the droplet (cluster). p1,4 and p2,4 are the densities of the two components in the
vapour far from the droplet. Rp ; is the distance where the density of component 4
has reached the vapour phase value.

The classical spherical droplet model simplifies the situation as shown in Fig.
3.6.

We can choose the dividing surface radius r arbitrarily. The liquid inside
the sphere is considered a macroscopic hypothetical bulk liquid. The bulk
density is given by experimental formula for the total density of molecules
in the liquid p;(x; 1, T) = >, pi, which we simply call the liquid density. In
homogeneous bulk liquid the densities of individual components are given by

pig = Tipi(zig, T).

For an equilibrium droplet the bulk liquid mole fractions x;, are solved

from equations (2.23)

V4,1 V1,1
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pi(R) 4

P2, 2
p1,| 1

p1,g

, P20
r R

Fig. 3.6. Simplified molecular densities of components 1 and 2 as functions of
distance from the centre of a droplet and the cluster model in the classical droplet
model. p1,4 and p2,4 are the densities of the two components in the vapour far from
the droplet. p1; and p2; are the densities of the two components in the bulk liquid.
r is the position of the dividing surface.

when we know the vapour densities (pressures) of all the components i. The
number of molecules in our model droplet are given by

Nii= §7rr3pi,z = gﬂ"”sfi,lpl(xi,lvT)«
Partial molecular volumes v;; are calculated from bulk liquid density p;, so
they are bulk partial molecular volumes. (They tell us how much the volume
changes when you add one molecule to a large pool of liquid, not to the
cluster.)

NOTE: From now on subscript d stands for droplet, meaning the sum of
bulk liquid and surface phase contributions. Subscript tot most often refers
to the whole system, in other words sum of gas, surface and liquid phase
contributions. N;; are often called numbers of molecules in the core of the
cluster, while N; g = N;; + N, s are the total numbers of molecules in the
cluster.

In the real cluster/droplet the total number of molecules is an integral of
the density profile

Rm,o
Nig= / pi(R)ATR*dR
0

where R;, is a point where the position dependent the density p;(r) has
lowered to the vapour level p;(R;,) = pi 4. The surface excess numbers N;
are introduced as correction terms to the core numbers

Nis = Njq— Niy

and thus
Niaq=N;;+ N;s.

For the equilibrium droplet component densities p;; are set by the equilibrium
conditions (eq. 3.10), and do not depend on the choice of the dividing surface.
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This means that the core IV; ; and surface numbers [V; ; are dependent on the
choice of the positions of the surface, but the total numbers of molecules in
the cluster/droplet N; 4 = N, ; + N, , are independent of it.

NOTE: The liquid mole fraction can not be calculated from the total num-
bers of molecules on the cluster N; 4

- Nij 2 Ni.q _ N;;+ N, s
" ZNk,l ZNk,d Z(Nk’l—i—Nk’s)’

so if we know that a cluster has in total 7 water molecules and 4 sulphuric
acid molecules, we do not directly know the composition of the hypothetical
bulk liquid

4 Nz q

T =
207 17 Nig+ Nog

3.6 Surface of tension

We have actually already made a hidden assumption on the position of the
dividing surface (Abraham 1974). Let’s look at the energy of an equilibrium
droplet in vapour with pressure PgO and chemical potential u; 4. The energy
of the system is

U =TS — BV, — PgOVg* +ot AT+ Z pi NG+ Z i s Ni s+ Z M?,gNi*,g-
For equilibrium, chemical potentials in all the phases are the same
Wi = s = g
and the droplet energy takes the form
U* = TSy, — PIVP = POV + 0" A"+ S i (NFy + N7, + N7,)
=T0Si — PV = PYVy + 0" A"+ 1 Nigor. (3.11)

If we now move the dividing surface, but keep the physical situation unchanged
U*, Ty, Sty ugg, Niiors Py and Viey = V)" + V7 must stay constant, and also

7
', defined by equilibrium conditions (3.10) is constant. The Maxwell equation
(2.13) gives the result
1 1
AP = —du;; = —dpg , =0
l Vil :uz,l Vil :U‘z,g ’

)

and thus also P is constant.
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By square brackets we denote the derivative associated with the displace-

ment of the dividing surface keeping the real physical system unchanged.

Volume, area and radius are connected through equations V* = %m‘*g,

A* = 4nr*?, Ccll—;il’:k = 8mr*, and ‘fl‘;: = 4qr*? = A*. Taking the derivative
of the energy in eq. (3.11) we get

o= [z = -l (] o ]

avy avy dv* av*
and using
dvy
=-1
7]
together with
A _aat 1 smt
dv* — dr* dAV*N\ T Apr*? ¥
dr*

we obtain an equation

20" ¥ 1
PN Ca

U lart ] avT
dr*
which leads to the generalised Laplace equation
20" do*
Pr—P) ="+ | 3.12
l g r* + |:d7"* :| ( )

To get the usual Laplace equation (2.8) we have to choose the dividing

surface so that
4] _,
dr*|

This choice is called the surface of tension. If we have chosen the surface of
tension our system satisfies the Gibbs adsorption isotherm (1.12)

Ado = =Y " N; udpis
and the first law in the form
dU =TdS — PdV + Ado +» _ 11;dN;S

but these basic equations are not valid with some arbitrary choice of dividing
surface. Also the thermodynamic surface tension is equal to the mechanical
surface tension (p. 8) only if we calculate the former at the surface of tension.
There is no concrete physical meaning for the surface of tension: it is the
mathematical choice for the dividing surface that we have to make to be able
to link the surface tension to its experimentally measurable values.

Notice that the Laplace equation (2.8) can be derived in many ways, and
we have gone through three of them.
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1. On p. 21 it was derived by requiring that entropy has a maximum with
respect to all variables, in particular to the volume change of the droplet.

2. On p. 54 it was explained how the Laplace equation can be derived by
finding the extremum of the free energy with respect to all variables, in
particular droplet volume, which is actually just another way of maximis-
ing entropy. Remember that free energies are derived to make it easy to
maximise entropy in a system connected with the environment.

3. Now we derived the Laplace equation from the fact that the energy of
the system can not be affected by the mathematical choice of the dividing
surface, a choice which has no physical significance.

3.7 Equimolar surface and size dependence of surface
tension

The only surface tension we normally know is the one measured for a flat
surface. Surface tension can be very different for small, highly curved droplets.
Now we derive a condition of curvature independence of surface tension using
the Gibbs adsorption isotherm (1.12)

Ado = — Z Ni,sd,ui,&

We study an equilibrium droplet for which the chemical potentials and pres-

sure satisfy
dﬂzs = dlﬁ,l = U;ldpl*

if the composition z7; is kept constant (Maxwell 2.13). We change the gas
phase partial vapour pressures so that z7, stays unchanged, but the size of
the equilibrium droplet grows

do* dpP; dpP;
AL ) = =Y Nogvia [ S5 ) = (51 ) S Nisvia.
(d’l"*> i,sVi,l ( dr* ) (dT‘* ) i,sVi,l

Now it is evident that if we want the surface tension to be independent of
the curvature (size of the droplet when composition is constant) we have to
choose the dividing surface so that

> Niwvig=0. (3.13)

This surface is called the equimolar surface, because for one-component sys-
tems it means that Ny = 0 and the total number of molecules in the droplet Ny
is the same as the number of molecules in bulk liquid N; since now Ny = N;+0.
The choice of equimolar surface is illustrated in Fig. 3.7.

For multicomponent systems it is impossible to choose a surface for which
N; s = 0 for all components 7 at the same time, but it is possible to satisfy eq.
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p(R) 4

r R

Fig. 3.7. Density as a function of the distance from the centre of a spherical cluster
in one-component system. The dashed line illustrates the position of the equimolar
surface for which areas A and B are equal.
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Fig. 3.8. Densities of components 1 and 2 as a function of the distance from the
centre of a spherical cluster in a two-component system. Radius r2 illustrates the
position of the equimolar surface for component 2 for which areas A2 and B2 are
equal, and 71 is the equimolar surface for component 1. For clarity areas A1 and B;
are not marked in this Figure, but they can be seen in Fig. 3.7.

(3.13). If the partial molecular volumes are positive (as they usually, but not
necessarily are) for all components 7 in a multicomponent case condition (3.13)
lead to negative surface numbers for at least one of the components N; s < 0.
Remember that the surface excess numbers are correction terms, not real
numbers of molecules in a certain volume, so the fact that they can be negative
is not unphysical. The theory is based on the idea that surface excess numbers
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are small corrections to the core numbers. If they are comparable in size the
theory is most likely applied to a system where its validity is questionable.
Large negative surface excess can lead to negative total number of molecules,
which is a unphysical result and will be discussed further on p. 124.

For equimolar surface the volume of the cluster can be calculated either
based on total numbers in the cluster IV; 4 or numbers in the bulk liquid V; 4,
as we see with the help of eq. (2.12) (V =3 N;v;, see p. 28)

—7TT ZNlezl—ZNzlvll+O—ZNzlvzl+Zstvzl
(3.14)
_Z zl+stv1l*Zde’U1l

NOTE: Since we know the surface tension only for the surface of ten-
sion and flat surface, we have to hope that surface of tension coincides with
the equimolar surface, and proceed as if this were the case. This is a crucially
false assumption for surface active systems, where one of the components con-
centrates on the surface. Using surface tension of planar surface for curved
surfaces is called the capillary approximation.

3.8 Conventional form of droplet formation free energy

Now we transform the free energy change in droplet formation given for ex-
ample by eq. (3.6)

Ap=(Py—P)Vi+oA+ Z(Hi,l — 117 g)Niy + Z(Mi,s — 115.4)Nis

into a more practical form. Py is the pressure of the gas phase and the Maxwell
equation (2.13) tells that du,; = V;;dP, when the composition is constant.
This Maxwell equation can be integrated for an incompressible liquid to get

i (Pr) — pig(Po) = vi (P — Po)

and when we multiply this by N;; and sum over all components 7 and use
result (3.14) we get

Z (it (Pr) = pig(Po) | Niy = ZNi,lvi,l(B - P)
=(P, — Py) ZNi,lUi,l = (P - Po)Vi
which means
(Po—P)Vi=—=>_ [pmia(P) = pia(Po)] Nis-

Now we substitute this to Ay and get
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Ap == [pia(P1) = iy (Po)] Niy + o A
) (pig = 1 INis + > (ie — 1l ) Nis

The terms with y, ;(P) = p;; cancel and using the definition of Ay (eq. 2.14)
we get

Ap = Z(M?,g — 1131 (Po)) Ny + 0 A+ Z(Mi,s(Po) — 119 ) Ni,s
= Z Api Ny + oA+ Z(Mus — 115, Nis (3.15)

Kelvin equations can be obtained by taking the derivative of (3.15) with
respect to bulk and surface excess molecular numbers one at a time. The
Gibbs-Duhem equation and the Gibbs adsorption isotherm must be used in
the process.

For the equilibrium cluster, chemical potentials in all phases are equal,
py s = g 4+ The formation free energy can be written as

Ap* = Z Aps Ni + o A

and we do not have to worry about the surface excess molecules, but if we
want to plot Ag as a function of numbers of molecules N; 4 (or N;;) and
find the equilibrium point from the figure, we need to know Ay also for non-
equilibrium clusters.

3.9 One-component case

If we choose the equimolar surface as the dividing surface, which means N; s =
0 and Ny = N;, and we also assume that the vapour behaves like an ideal
gas (eq. (2.20) for one component case) we have Ay = —kTyInS and the
formation free energy of eq. (3.15) becomes

Ap = AuNg+0A = —NgkTpInS + o A.

Now we express the area in terms of the molecular number using V = Nyu; =
%7‘(‘7‘3, r= (%)1/3 and

g)2/3 _ (437T332)1/3v2/3]\72/3 _ (36%)1/311?/3]\[3/3.

2
A=A4nr: = 47r( y 2 ; d

Inserting this to the expression of the formation free energy gives
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T=298K, S=5

Volume term «N
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Number of water molecules

Fig. 3.9. Droplet formation free energy as a function of the number of molecules in
the droplet for pure water. The surface and volume contributions to the free energy
are shown separately. The volume term is a straight line with a slope Ay = —kT'In S,
and the slope of the surface term depends both on liquid density (molecular volume)
and surface tension.
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Fig. 3.10. Droplet formation free energy as a function of the number of molecules
in the droplet for pure water with different saturation ratios S.

Ap = —NgkTyIn S + N2/35(36m) /30772, (3.16)

which is plotted as a function of Ny in Fig. 3.9.

The term proportional to Ny is negative when S > 1. This is the volume
term with Ap = p(P,) — pyo(Py), and it tells us how much lower energy the
molecules would have in a bulk liquid under a flat surface (liquid pressure
equal to vapour pressure), than they have in vapour. When S > 1 the stable
phase is liquid and energy of the bulk liquid is lower.
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The surface term proportional to Ns/ % is always positive (with o > 0): this
is the energy needed to build the interface between vapour and liquid. The
surface energy is the reason why supersaturated vapour does not immediately
turn to liquid. The sum of these two terms has a maximum at the critical size
N when S > 1. This is seen more clearly in the upper panel of Fig. 3.10 where
the surface and volume terms have been left out. The location and height of
the maximum depends on S, as seen in the lower panel. For S = 1 the volume
term is zero, and for S < 1 the volume term is also positive (vapour is the
stable phase), and there is no maximum in the free energy curve which just
continues to rise as a function of cluster size.

We were looking at the minimum in Ay, but now we see that the equi-
librium droplet is actually a maximum of Ap. In the flat surface case we

2
noted that we have to also require (%) = 0, but we did not investigate
x

the nature of extrema for the spherical surface case. The equilibrium droplet
is in an unstable equilibrium: if the droplet size changes a little there is no
mechanism to bring it back to the equilibrium size. If it shrinks a little it will
get smaller and smaller until it has evaporated into vapour. If it grows a little
its size increases uncontrollably (until the growth of the droplet has eaten
up the vapour so that the saturation ratio has lowered to S = 1). Clusters
smaller than the critical size Ny < N tend to decay because the free energy
hill goes down toward smaller sizes. But if somehow a cluster of size IV; man-
ages to form, it tends to grow since downhill is now toward the larger sizes.
The formation of critical clusters is nucleation and the formation rate is the
nucleation rate, which describes how many clusters per unit time and volume
grow over the hill top.

If there are pre-existing droplets, particles or microscopic surfaces on which
vapour can condense, critical clusters form more easily, because the surface
term is smaller (not a whole surface of a sphere is formed, but only some part
of it as seen in Fig. 3.11). In this case nucleation is heterogeneous.

£

Flat surface

Pre-existing
spherical
particle

Fig. 3.11. Droplet formation on a pre-existing flat surface and spherical particle.
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We first concentrate on homogeneous nucleation, where spherical droplets
form in vapour without pre-existing concentration surfaces. Chapter 7 covers
the basics of heterogeneous nucleation.

3.10 Treating non-equilibrium clusters

Strictly speaking our thermodynamic analysis and formula for Ay are not well
defined for other sizes than the critical size: these are not equilibrium systems.
To treat these non-equilibrium clusters thermodynamically, we have to apply
some extra force field, which makes them stable. This could be imagined to
be some kind of a cling film, hairnet or tweezers like in Fig. 3.12 which hold
the droplet together and do not allow it to change size.

AN
&),

Fig. 3.12. Imaginary tweezers holding a non-equilibrium cluster together.

Another way around the problem is to assume that the droplet properties
are independent of the surrounding vapour pressure: We search for the auxil-
iary vapour pressure P, (Ng) where a cluster with Ng molecules is the critical
cluster, calculate the formation energy in that vapour, and convert the result
back to the real vapour.

The only term in eq. (3.16) that depends on the vapour pressure is A,
since surface tension ¢ and molecular volume v; for incompressible liquid are
independent of the surroundings if temperature 7" is unchanged. Chemical
potential difference in the auxiliary vapour is

Ap' = (Py) — pg(Py)
and in the real vapour
Ap = pu(Pg) — pg(Fy).
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The difference between Ay and auxiliary Ay’ can now be expressed as

A= A = u(Py) = iu(PL) = [y (Py) — g (PL): (3.17)
We integrate the Maxwell equation (2.13) du = vdP in the gas (for ideal gas
PV = NkTj and v, = %) leading to

P,
fig(Py) — .Ug(Pg;) = kTp ln(Fg/)
g

and in liquid (assumed incompressible, v; = constant) resulting in
1(Pg) — pu(Py) = vi(Py — Py).

Inserting these results for chemical potential differences in the gas and liquid
into eq. (3.17) we get
/ / P
Ap — Ap' = v (Py — P)) — KTy ln(F
g
In the auxiliary vapour the free energy of the critical Ny cluster is given by
eq. (3.16)

) (3.18)

Ag' = —NgkTyIn 8" + N2/3 0 (36m) /3073, (3.19)
/
P (To)
energies is due to different gas phase pressures which affects both the liquid
and gas chemical potentials in Ap = 1;(P,) — p4(Py) leading to

where S’ = Now we assume that the only difference between the free

Ap = Ap' + Ng(Ap — A'). (3.20)

Using equations (3.18) and (3.19) the formation free energy in the real vapour
can be written as

Ap = — NgkToIn —2— + N§/30(367r)1/3v12/3
P&(TO)

P, (3.21)

+ Ny (Ul(Pg — Py) — kT 111(/)> ;
Py

which simplifies to
Py / 2/3 1/3.2/3
Ap = kT ln P.(To) +u(Py — Py) + Ny "o (36m) v, (3.22)

where Py/P.(Ty) = S. We have already shown that v; (P, — P,) term is small
compared to kToIn S (see p. 30) and indeed we get with a good accuracy also
for non-equilibrium clusters

Ap = —NgkTyIn S + N33 (36m) " /30}/?,

which means that the curves in Figures 3.9 and 3.10 are justified.
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3.11 Free energy barrier in the Ising model

As a reminder that any first-order phase transition can be treated with the
same machinery as a gas-liquid transition, we have a look at a phase transition
in a magnetic system, and show that the formation free energy curves are
similar to those drawn in section 3.9.

We have an array of spins in a magnetic field with magnetic flux density
B directed along the z-axis as in Fig. 3.13. All the spins would like to point
to the same direction with the field when |B| > 0. The stable phase is all
up (or down), but the energy barrier hinders this. When B = 0, the stable
phase would be totally random orientations with as many spins up and down.
If only nearest neighbour interactions are taken into account, this system is
called the Ising model. In the basic Ising system the spins are arranged as a
cubic lattice in one, two or three dimensions. The energy in the Ising model
is

E=—¢ Z S18m + k;Tszl, (3.23)

<lm> l

where < Im > denotes a summation over nearest neighbours with each pair
counted only once, ¢ is the spin-spin coupling constant, and h is the param-
eter describing the interaction with an external field (b = usB/(kT), where
s is the magnetic dipole moment of the spin particles). The value of the z-
component of the spins, s;, is restricted to £1. For a three-dimensional cubic
lattice the coupling constant may be expressed in terms of the numerically
determined critical temperature T, according to ¢/(kT.) = 0.221656, where
T, marks the transition temperature between the ferromagnetic and param-
agnetic states at B = 0. We see from eq. (3.23) that if the neighbouring spins
are both up (s; = +1) or both down (s; = —1), the contribution to energy is
—e&, but if one is up and one is down, the contribution is +&. Thus the surface
between regions of up spins and down spins leads to increased energy just like
surface tension.

Here we look at a three-dimensional Ising lattice with the magnetic field B
pointing up. The free energy of formation of a region of ¢ up spins in a lattice
where the all the spins are originally down is given by

A/ (KT) = ¢i?/3 — 2bi,

where ( is related to the surface o tension via ¢ = (367)/3¢/(kT) (Heermann
et al. 1984). The number of spins on the surface of the “up” region containing
i spins is for a spherical cluster proportional to /3.
Fig. 3.14 shows the free energy as a function of cluster size for two magnetic
field strengths corresponding to b = 0.3 and b = 0.25 with critical cluster sizes
37 and 65, respectively.

The Ising model is easy to study by computer simulations. Thus, Ising
model nucleation has been extensively simulated and the results have been
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Fig. 3.13. Schematic figure of array of spins in a magnetic field B.
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Fig. 3.14. Formation free energy as a function of the cluster size for two magnetic

field values in a three dimensional Ising model. For temperature T'/T, = 0.59 surface
tension parameter has the value ¢ = 3 (Heermann et al. 1984).

compared to classical theory predictions (Heermann et al. 1984; Wonczak
et al. 2000; Acharyya and Stauffer 1998; Vehkamiki and Ford 1999).

3.12 Multicomponent case

Now we develop a practicable formula for the formation free energy as a

function of the number of molecules for a multicomponent cluster. We start
again with eq. (3.15)
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Ap = Z ApiNy +0A+ Z(ui,s - M?,Q)Ni,s-

Now the chemical potential difference Ap; and surface tension o are functions
of mole fractions
Ni,
Til = =<
>N
and N; s # 0 even for equimolar surface and we have to deal with them as

well as the chemical potential difference (p; s — ,ug ), Which fortunately dis-
appeared from the free energy formula in the one-component system.

For non-critical clusters p; s # ,ug g+ but we have to assume that p;, =
wii(Pr,x;;) to proceed. This assumption is justified if the diffusion between
the surface and the “core” of the cluster is much faster compared to the diffu-
sion between the droplet and the original phase, which is normally the case in
vapour-liquid nucleation. Now the familiar integral of the Maxwell equation
(2.13) for an incompressible liquid gives p; ((Pr, z;1) = i 1(Py, i1) +vi0 (P —
P,) and we can express the chemical potential difference (u;s — p17,) as

His — ,U/?’g = ,U/i,l(P)l?xi,l) - /’[’?,g
= pi(Pg, wig) + viy (P — Py) — g,
= Ap+vig(P — Fy)

with the definition (2.14) Ap = p;1(Py, i) — “?79'

Again we have to find a vapour pressure P; at which our cluster is critical:
Ouly then is eq. (3.15) really justified and phase equilibrium gives the pressure
difference as
2004

via(P — Py) = .

according to the Laplace equation (2.8). We make the ideal gas assumption
!/
to get Ay’ = —kTpln W. As in the one-component case, we assume
3,0 T30
cluster properties independent of the surrounding vapour and convert back
to P; 4 just like in the one-component case on p. 66. If we neglect again the
small terms v; (P, — Py) we see that eq. (3.15) is very accurately valid also
for non-equilibrium clusters and the difference in chemical potentials is given
by

20 (x4 g)vii(@i)

fis — 11 g = Api + (3.24)

where

AA
Ap; = —kTyln ——=9 .
a 0 A (i)

Now we know almost everything needed to plot the formation free energy
using eq. (3.15). Only the surface excess numbers N; ,, i = 1,...,n are left to
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calculate. We need n conditions to find these unknown numbers. One is the
equimolar surface condition (3.13)

Z Nsqvi(wig) = 0. (3.25)
The Gibbs adsorption isotherm (1.12)
> dpi o Ni o+ Ado =0

gives n — 1 equations in the following way: we assumed dy; s = dpi (P, i)
and the liquid is characterised by n — 1 mole fractions z;;. The derivatives in
the Gibbs adsorption isotherm can be taken with respect to any of these mole

fractions 9 P
ZN@3< u) +A< o ) —0, (3.26)
9z Thostj 1T 0. Tt LT

for j = 1,..n — 1. Surface phase chemical potentials y; s can be calculated
from eq. (3.24) as

20 (w4,9)vii (i)
Lis = Hil = M?,g + Api + %7

where u?’ g 1s just a constant with respect to the liquid mole fractions. The
chemical potential derivatives required for equations (3.26) are

(a:ui,s) _ (aﬂi’l)
ax]vl T£5,1,T 6%']7[ T#4,1,T

B (8Aui> N 20 <8vi,l> N 20, ( 0o )
8ij1 Thatil r 8953-11 Thatsil r axj,l wk?&m?

(3.27)

where the last term containing the derivative of the surface tension is usually
numerically so small that it can be neglected.

For two-component systems (n = 2) the solution of equations (3.26) and
(3.25) is (Laaksonen et al. 1999; Noppel et al. 2002)

do
dl‘g 1
Ny = :
B V2,0 (8M1,1> B <8M2,l>
v1y \ Oxay O0xa
" (3.28)
NLS = d$2,l

V11 (3M2,l> - <8N1,l>
V2,1 8%2’1 a-TQ,l .

The formation free energy in eq. (3.15) can be simplified using eq. (3.24)
in the following way
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ZA,LL’L il + UA + Z /147, s Mz’g)Nz s
*ZA/U'Z 1Z+UA+Z A:U'l ZUUZI) 15

= Z Api(Niy + Ny s) + oA+ E Zvi,lNi,s

Ap =" ApiNia+0A, (3.29)

since > v;;N; s = 0 for an equimolar surface (3.13). For an ideal gas mixture
and incompressible liquid, Ap is given by eq. (2.20) and the formation free
energy (3.29) has the form

751 N; A. .
—k Zn( ”x”)> a0 (3.30)

Now it looks as if we needed to know only the total number of cluster
molecules N; 4, and the division to core N, ; and surface excess numbers N; ;
would be irrelevant, but this is a crucial mistake: the chemical potential dif-
ference Ap; = Ap;(x;;) (or liquid phase activity A;(z;;)), surface tension

o = o(z;;) and partial molecular volumes v; = vy(z;,;) depend on the bulk

mole fractions z;; = Z e - # 5N Nid  and the difference (unfortunately) mat-

ters. Also the partial molecular volumes enter the free energy of formation via
the surface area A

A=dm? = 477(3V2/3) = (367r)1/3[2vi 1(x; 1) N; 1]2/3
47 ’ ’ ’
and we need z;;, and thus N;; here as well (although > v; ;[ N;; = > v; 1 Nia
for an equimolar surface).
We are ready to draw free energy as a function of N; 4 (or N;;) (in the
two-component system for simplicity):

1. Select the core molecular numbers Ny ,;, No ;.

2. Calculate the core mole fraction xz2; = %

3. Solve for the surface excess numbers Ny s and Ns  from equations (3.28)
using equations (3.27) for the chemical potential derivatives. If the surface
excess numbers are not small compared to core numbers, the theory is
probably falling apart.

4. Put it all together and you get Ny 4, No g, Agp.

5. Repeat for several N; ;, N2 and plot Ap as a function of Ny 4 and Ny 4.
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In the two-component case the surface of Ap(Ny 4, N2 q) is a saddle surface
and the critical cluster is identified as the saddle point of the surface. This
means that in one direction the point is a maximum and in the perpendicular
direction(s) it is a minimum. If there are more components, the critical size
is a maximum in only one direction, and a minimum in other directions.

816

314

D12

(@]

E1g

b~ \

° s N
84\ /_-
E o\ o
Z 5 10 15 20

Number of molecules i

Fig. 3.15. Formation free energy as a function of the numbers of molecules of
two components. The left-hand figure shows the three-dimensional surface and the
right-hand figure is a contour plot of the same surface. Critical size is marked with
a vertical line in the surface plot and a star in in contour plot.

If you use erroneously

- N g
20 = o
Nig+ Nog

the figure gives a different (and wrong) critical cluster compared to the equi-
librium conditions (2.23) and (2.24)

A,U,l _ A[}Q

V1,1 V2,1
- 20”1}1,1
Apn

A similar error is made if you use Ap = Y. Ap;N;; + 0 A instead of Ap =
> ApiNi g+0A, and take the derivative of this with respect to N;; to derive
the equilibrium conditions (see p. 54). In this case you are left with a derivative
of surface tension in the equilibrium conditions, because there are no surface
excess molecules and you cannot use a Gibbs adsorption isotherm to get rid
of this derivative. Instead of the correct Kelvin equation (2.15) you end up

with Ap,; + % + 4mr? (%) = 0, and the surface tension derivative will
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appear also in equations for composition (2.23) and radius (2.24) of the critical
cluster, which are just differently arranged Kelvin equations. The theory where
surface tension derivatives cancel is often referred to as the revised theory, and
it has been proved to be the thermodynamically consistent version by several
authors (Flood 1934; Volmer 1939; Neumann and Déring 1940; Reiss 1950;
Nishioka and Kusaka 1992; Wilemski 1984; Renninger et al. 1981; Wilemski
1987; Mirabel and Reiss 1987; Laaksonen et al. 1993).

An example of the consequences of neglecting the surface excess molecules
is given by Fig. 3.16 describing the free formation free energy surface in
a water-ethanol system. The critical size (172 water molecules, 26 ethanol
molecules) given by the equilibrium conditions (2.23) and (2.24) is marked
also in the figure. The molecular number in the horizontal and vertical axes
are the core numbers IV, ;. If you neglect the contribution of the surface excess
molecules, you get a free energy surface which would suggest a critical size
around 70 water molecules, and 35 ethanol molecules, but this point does not
satisfy the equilibrium conditions (2.23) and (2.24).
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Fig. 3.16. The free energy surface for water-ethanol mixture with the surface ex-
cess molecules neglected. Temperature is T=260K, gas phase activities of the two
components are equal A; 4 = Az g = 1.5. The critical size (172 water molecules, 26
ethanol molecules) given by the equilibrium conditions (2.23) and (2.24) is marked
with a star. The horizontal and vertical axes show the core numbers IV ;.

Unfortunately the water-ethanol system is so strongly surface active that clas-
sical theory breaks down: if we try to calculate the surface excess numbers
they turn out to be large and fluctuating, so that it is not possible to plot the
correct free energy surface where the axes would correspond to total (core and
surface excess) numbers. If such a surface could be plotted, the saddle point
would be in the correct place given by the equilibrium conditions.
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3.13 Consistency issues

Expressions (3.16), (3.29) and (3.30) suffer from self-consistency problems:
They do not give zero formation free energy for a single molecule. This is
easily seen in one-component saturated vapour, where S = 1 and the volume
term gives zero, but the surface term is non-zero. Another inconsistency is
that if we reach the spinodal the formation free energy should vanish, but the
classical results give again a non-zero free energy barrier even for the spinodal
conditions.

3.14 Summary of free energies for droplet formation

e If you assume that the droplet is small compared to the vapour phase and
its formation does not affect the vapour pressure or composition, you can
use either the Helmholtz free energy, the Gibbs free energy or the grand
potential as the free energy.

e The numbers of molecules in the droplet V; 4 are calculated as the sum
of hypothetical bulk liquid values IV; ; and surface excess correction terms
N; s. The division between these two terms is arbitrary and depends on
the chosen position of the dividing surface. In classical theory we have
to assume that the dividing surface is the equimolar surface and that it
coincides with the surface of tension. This assumption is equivalent to using
curvature independent surface tension. Such an assumption is not justified
in surface active mixtures, and causes sometimes unphysical predictions. In
a more general description the surface of tension and the equimolar surface
do not coincide, and the distance between these two dividing surfaces is
called Tolman’s length (Tolman 1949), which determines the first curvature
correction to surface tension.

e The general form for droplet formation free energy is

Ap = ApiNia+ oA

with Ap = —kTvA#g, for an ideal mixture of ideal gases. It must be
-Am,L(zz,l)

noted that activity, surface tension and density (which is needed to calcu-

late area A) can not be directly calculated from total numbers of molecules

in the droplet NV; 4, but the bulk liquid numbers N; ; must be solved first.
e In a one-component system the formation free energy takes the form

Ap = —NgkToIn S + N3P (36m) /30}/%.

e The formulae above can be used also for non-equilibrium clusters, although
strictly speaking the thermodynamic machinery we have used is applicable
only to equilibrium systems. Thus you can plot the free energy for different
cluster sizes and compositions using these equations.
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e For a critical cluster the formation energy is given by

Ap* = —qo*r*2,
¥ 73

Problems

3.1. For the constant temperature case the free energy change in droplet for-
mation is Ap = (P; —P)V+ Ao+, (i — u?,g)Ni,l + > (s — N?,Q)Ni,s~
Derive conditions for the equilibrium droplet by

— taking the differential with respect to IV;; keeping Nj;;, N; , and V con-
stant

— taking the differential with respect to IV; ; keeping N; ;, Nj+; s and V con-
stant

— taking the differential with respect to V keeping N;; and N; , constant.
The last derivative means moving the hypothetical dividing surface, but keep-
ing the real physical properties of the cluster unchanged. You need the Gibbs-
Duhem equation, the Gibbs adsorption isotherm and definition of the surface
of tension to obtain the familiar equilibrium conditions. Quantities with su-
perscript 0 are always constants.

3.2. Derive a compressibility-corrected Kelvin equation assuming that the
liquid density increases linearly with increasing pressure p; = po + a(P, — Fp),
where pg, Py and « are constants.

3.3. Plot the radius of an equilibrium cluster in pure water vapour as a func-
tion of

a) relative humidity at temperature 298K.

b) temperature with constant relative humidity 500%.

¢) temperature with constant vapour concentration p,=6.33 mol/m?.

The saturation vapour pressure of water is (7" in Kelvin)

P, = exp[77.34 — 7235.42/T — 8.2In(T') + 0.005717] Pa.

Density of liquid water is

pi = (1049.572 — 0.1763T) kg/m?3.

Molar mass of water is 18.02 g/mol.

Surface tension of pure water is

o =(0.117—-0.152- 10737 ) N/m.

Water vapour is assumed to be an ideal gas, and liquid is assumed incom-
pressible.

3.4. The formation free energy of a cluster is Ap = Ao+, AuN; 4. Express
this in terms of the a) cluster radius r b) numbers of molecules in the cluster
N; 4 for multicomponent systems (you do not have to do anything to the
chemical potential difference Ap and surface tension o, just manipulate the
surface area A and N; 4 appropriately).
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3.5. Plot the free energy curves for water at temperatures 280K, 300K and
320K with saturation ratios S=2, 5 and 10.

The saturation vapour pressure of water is (7" in Kelvin)

P, = exp[77.34 — 7235.42/T — 8.2In(T') + 0.005717] Pa.

Density of liquid water is

pr = (1049.572 — 0.1763T) kg/m3.

Molar mass of water is 18.02 g/mol. Surface tension of pure water is

o= (0.117—-0.152- 10737 ) N/m.

Water vapour is assumed to be an ideal gas, and liquid is assumed incom-
pressible.

3.6. Consider a two-component system.

a) Show that if you take the formation free energy of a cluster to be
Ap = Z?Zl ApiN;; + oA, and derive equilibrium conditions by taking the
partial derivatives of the formation free energy with respect to Ny ; and Ny,

you get conditions
20’ 20v1,

A M1 + — —A47r (%) .TW 0 and
20 2002, o
Aps + =22 + 4mr? (g_)(l_x)Nl,l+N2,l =0,
h _ Na,
where r = 4N1,1+N2,l .

b) Solve this pair of equations for Ny ; and N3, in water-ethanol system at
260K and A,,=A.=1.5. Compare the critical cluster size you obtain with the
saddle surface in Fig. 3.16.

The saturation vapour pressures of water and ethanol are (Pa, 7" in Kelvin):
Pg . = exp[77.34 — 7235.42/T — 8.2In(T) + 0.005717] and

P?, =6.137-10°

-exp{[—8.4565739(1 — T//513.92) + 0.090430576(1 — T'/513.92):
—4.83483(1 — T/513.92)3 + 3.7610779(1 — T/513.92)6)513.92/T'}.

At T=260K liquid phase activities are

Ay =(1— x)100.4m2/(w+(0.4(1—w))/0464)2

Aoy = 2100-64(1—2)%/(1—z+(0.64x)/0.4)*

At T=260K liquid density is [kg/m3]

p1 = 1000 - (0.997056 — 0.127749z — 0.447381x2 + 0.7161942> — 0.320963x%).
Surface tension of the mixture is (N/m, T in Kelvin)

o = 0.001 - exp[4.821 — 0.00188T + (2.775 — 0.01955T")y

+(—19.04 + 0.07446T)y? + (27.47 — 0.09442T)y> + (—11.78 + 0.03748T)y*],
where y = 42:/(1 4 3x), x is the mole fraction of ethanol.

Molar mass of water is 18.02 g/mol and that of ethanol 46.07 g/mol.
Vapour assumed to be an ideal gas, liquid assumed incompressible.
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