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Summary. A convolutionally coded CDMA data network wherein each user may
transmit at one out of a set of possible data rates is considered in this chapter. The
problem of joint detection of the data-rate of each user and of the corresponding
information symbols is considered. In particular, it is shown here that the so-called
turbo principle can be used also for joint rate and data detection, and indeed an
iterative (turbo) procedure is derived wherein the single-user decoders, and the data-
rate detectors for each user exchange information in order to achieve lower and lower
detection error probabilities. Numerical results show that the proposed approach is
effective and achieves satisfactory performance.

1 Introduction

In this chapter the problem of detecting the data-rate and the information
symbols transmitted by each user in a convolutionally coded variable-rate
direct-sequence code division multiple access system (DS/CDMA) is consid-
ered. Variable-rate CDMA systems wherein each user transmits at one out of a
set of available data-rates are nowadays of widespread interest, since they are
able to support transmission of heterogeneous kinds of data , such as stream-
ing video, voice, bulk data, etc., with different data-rates. These systems are
part of current 3G wireless networks, and, also, they can support adaptive
rate strategies that allow to achieve a larger system throughput [1, 2] than a
fixed data-rate CDMA systems. Obviously, in a variable-rate CDMA system
the receiver generally needs knowledge of the actual data-rate of each user in
order to perform data detection, and this information is usually conveyed on a
separate multiplexed channel. Alternatively, it may be extracted in some way
from the incoming signal, an approach that has been only recently addressed
in the literature.

In particular, existing studies in this area have mainly addressed the prob-
lem of frame rate detection with regard to a specific second-generation (2G)
or 3G cellular standard [3, 4]. A key remark, however, is that none of these
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studies explicitly takes into account the presence of the multiple access in-
terference (MAI). As a further example, the study [5] considers an iterative
data detection algorithm for a single user system. More recently, the paper [6]
has addressed the problem of blind rate-detection only (i.e. with no joint data
detection) for variable data-rate CDMA systems, and the problem of joint
detection of the data-rate and of the information symbols in such systems
has been considered by the authors in [7, 8]. In particular, in [7] optimal (i.e.
based on the maximum likelihood strategy) non-blind detectors have been pro-
posed; in [8], instead, the focus has been on simpler receiver structures, that
are amenable to blind implementations and with a computational complexity
that is much lower than that of the receivers in [7].

In this chapter the case in which the users’ information symbols are con-
volutionally coded is considered, and an iterative (turbo) procedure [9, 10] is
devised in order to obtain reliable estimates of both the data rate and the in-
formation symbols for the user of interest. The contribution of this chapter is
thus to show that the so-called “turbo principle” can be used also in multiuser
joint data-rate and symbol detection with a very attractive performance.

The rest of this chapter is organized as follows. Next section contains the
considered system model, while the turbo detection procedure is described in
Sect. 3. Finally, numerical results are illustrated in Sect. 4, and conclusions are
draws in Sect. 5.

2 System Model

We consider a synchronous convolutionally coded DS/CDMA network with K
active users employing BPSK modulation (extension to larger cardinality sig-
naling constellations is trivial); we also assume that the propagation channel
introduces frequency-flat fading, that each user may transmit, in each data-
frame, at one out of S available data rates R1 < R2 < . . . < RS , and that the
data rates R2, . . . , RS are all integer multiples of the lowest data-rate R1, i.e.
we have

Ri = miR1, ∀i = 2, . . . , S (1)

where mi are positive integers. In each frame slot, each user, based on the
kind of data to be transmitted, and, possibly, on the propagation channel
state, selects one out of the S available data-rates for its transmission. The
multirate access scheme that is here considered is the variable spreading length
(VSL) [11], i.e. all the signature waveforms have the same chip interval Tc and
different spreading lengths. In particular, the signatures corresponding to the
rate Ri have a spreading length equal to 1/(RiTc) = Tb,i/Tc, with Tb,i denoting
the symbol interval for the users transmitting at rate Ri. Based on the above
assumptions, the complex envelope of the received signal in a given frame slot
is written as
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r(t) =
K−1∑

k=0

P rk
R1

−1∑

pk=0

Akαk(�pR1/rk�)ck(pk)srk

k (t− pk

rk
)+ n(t) . (2)

In this equation, rk is a random variate taking on values in the set {R1, . . . , RS},
and denoting the data-rate of the kth active user, P is the number of data-bits
transmitted in each frame by the users at rate R1 (thus implying that Prk/R1

is the number of bits transmitted by the users at rate rk), ck(·) ∈ {+1,−1}
denotes the coded bit stream transmitted by the kth user, αk(·) is a complex
gain accounting for the channel propagation effects,1 �·� denotes the usual
floor function, while the waveform n(t) represents the ambient noise, that
we assume to be a complex zero-mean Gaussian white random process with
power spectral density 2N0. Moreover, srk

k (t) and Ak are respectively the rate-
rk signature waveform and the amplitude of the kth user transmitted signal.
Denoting by Nrk

= 1/(rkTc) the processing gain for the kth user (recall that
in the VSL access strategy the processing gain for each user is tied to its
data-rate), by {βrk

k (n)}Nrk
−1

n=0 the spreading code (at rate rk) of the kth user,
and by φTc

(·) a square-root raised cosine bandlimited waveform, we have

srk

k (t) =
Nrk

−1∑

n=0

βrk

k (n)φTc
(t − nTc) ,

assuming that srk

k (t) are unit-energy waveform. At the receiver, the signal
r(t) is passed through a filter matched to the waveform φTc

(t) and sampled
at rate 1/Tc. The resulting samples can be stacked in a PNR1-dimensional
vector, which we denote by r, and which is expressed as

r =
K−1∑

k=0

Prk/R1−1∑

pk=0

Akαk(�pR1/rk�)ck(pk)srk

k (pk) + n . (3)

In the above equation, the vector srk

k (pk) is the discrete-time version of
the waveform srk

k (t − pk/rk) (notice that this vector, although being PNR1-
dimensional, has only Nrk

non-zero entries), while the vector n is the discrete-
time version of the ambient noise, and is a white complex zero-mean Gaussian
random vector with covariance matrix E[nnH ] = 2N0IPNR1

(with (·)H de-
noting conjugate transpose and In the identity matrix of order n). Now the
PNR1-dimensional vector r can be split in P distinct NR1 -dimensional vec-
tors, r(0), . . . , r(P − 1), i.e. r = [rT (0), . . . , rT (P − 1)]T with

r(p) =
K−1∑

k=0

Akαk(p)Sk
rkck

rk(p) + n(p) p = 0, . . . , P − 1, (4)

1 Note that we are considering a block fading channel model, i.e. the channel gain
is constant over intervals of length not smaller than Tb,1.
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wherein the NR1 × (rk/R1)-dimensional matrix Sk
rk is expressed as

Srk

k = Irk/R1 ⊗ [βrk

k (0), . . . , βrk

k (Nrk
− 1)]T (5)

with ⊗ denoting the Kronecker product and

crk

k (p) =
[
ck

(
p rk

R1

)
, . . . ck

(
(p + 1) rk

R1
− 1

)]T

. (6)

3 Detection Algorithm

A block scheme of the proposed detection algorithm for the kth user is re-
ported in Fig. 1. The vector r(p) is pruned out of the multiple access inter-
ference (MAI)2 and then is fed to a bank of linear minimum mean square
error (MMSE) receivers, each one keyed to one of the available data rates; the
output of each MMSE filter is fed to a soft-input-soft-output (SISO) decoder,
implementing the well-known BCJR algorithm [12], that gives at the output
soft estimates of the coded information symbols. These estimates are then
used through the discrete expectation-maximization algorithm [5] in order to
take a decision on the most probable data-rate for the kth user. These steps
are repeated for each user, so that at the end of each iteration we have the
most probable data-rate and the soft estimates of the corresponding coded
symbols; these quantities are used at the following iteration in order to build
estimates of the multiple access interference, say m̂0(·), . . . , m̂K−1(·), for each
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Fig. 1. Block scheme of the kth user receiver

2 More details on how the estimate m̂k(p) of the MAI for the kth user is formed
will be given in the sequel of the paper.
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user. Note that, obviously, at the beginning of the algorithm no MAI cancel-
lation is carried out (indeed, no MAI estimate is yet available), and the vector
r(p) is directly fed to the bank of MMSE filters.

A deeper description of the algorithm is given in the following. We begin
with considering the first iteration and, then, the subsequent iterations are
described.

3.1 The Bank of MMSE Filters at the First Iteration

According to the detection strategy proposed in [8], the data vector r(p) is
fed to a bank of MMSE filters, each keyed to one of the available data rates.
Denoting by Dk

n(p) the MMSE filter for the kth user and keyed to the nth
data rate (with n = 1, . . . , S), and denoting by yk

n(p) the output of this MMSE
filter,3 we have

yk
n(p) = Dk H

n (p)r(p) , n = 1, . . . , S , (7)

with (·)H denoting conjugate transpose and

Dk
n(p) = Akαk(p)R−1

k,nSRn

k . (8)

In the above equation, Rk,n is the data covariance matrix under the hypothesis
that the kth user is transmitting at rate Rn, i.e. we have

Rk,n = A2
kσ2

αk
SRn

k SRn H
k + Mk (9)

with

Mk =
1
S

∑

j �=k

S∑

�=1

A2
jσ

2
αj

SR�
j SR� H

j + 2N0INR1
. (10)

the covariance matrix of the kth user’s MAI plus thermal noise. In the above
equation, σ2

αj
is the mean square value of the channel coefficient αj(p). Note

that in (10) the covariance matrix of the MAI has been averaged with respect
to the data rates of the interfering users too; indeed, at the first iteration no
prior information on the data rates of the interfering users is available, and
thus averaging with respect to the available data rates seems to be the only
reasonable option.

3.2 The SISO Decoders at the First Iteration

The output of each MMSE filter is then fed to a bank of SISO decoders
implementing the BCJR algorithm [12]. For the sake of brevity, we do not
dwell on the description of this algorithm, that can be found in many digital

3 Note that for n = 1 yk
n(p) is a scalar quantity and not a vector; likewise, Dk

n(p)
for n = 1 is a vector and not a matrix.
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communications textbooks. What suffices to say here is that at the output
of each SISO decoder we have soft estimates for the coded information sym-
bols for each rate hypothesis. Otherwise stated, at the output of the SISO
decoder on the kth user’s receiver’ nth finger, we have the soft estimates
ĉRn

k (0), ĉRn

k (1), . . . of the information symbols for the hypothesis that the user
k is transmitting at the rate Rn.

3.3 The Rate Estimation at the First Iteration

The outputs of the SISO decoders are then fed to a discrete EM algorithm
that takes a decision on the most likely data-rate for the kth user according
to the maximum likelihood rule

r̂k = arg max
rk

Ec
rk
k

(·) [log p(r(p)|crk

k (·), rk)] , (11)

with Ec
rk
k

(·) [·] denoting statistical expectation with respect to the coded in-
formation symbols, and p(r(p)|·) denoting the conditional likelihood of the
data vector. Since the data vector r(p) is conditionally Gaussian, upon letting
Qk,n = SRn H

k M−1
k SRn

k , it can be shown that maximization (11) is equivalent
to

r̂k = arg maxrk

[
−rH(p)M−1

k (p)r(p)

+2�
(
rH(p)M−1

k (p)Akαk(p)SRn

k ĉRn

k (p)
)
− A2

k|αk(p)|2

×
(

mn∑

i,j=1,i �=j

ĉRn

k (i)ĉRn ∗
k (j)Qk,n(i, j) + trace(Qk,n)

)]
.

(12)

3.4 The Following Iterations

At the end of the first iteration we have, for each user, a partial estimate
r̂k of its rate and a soft estimate of the corresponding coded symbols, i.e.
ĉr̂k

k (0), ĉr̂k

k (1), . . .. At the kth user receiver, MAI is cancelled according to the
relation

zk(p) = r(p) −
∑

j �=k

AjS
r̂j

j c
r̂j

j (p)αj(p) , (13)

i.e. we have
zk(p) = Akαk(p)Srk

k crk

k

+
∑

j �=k

Ajαj(p)
(
S

rj

j c
rj

j − S
r̂j

j c
r̂j

j

)
+ n(p) .

(14)

The output of the MMSE filter is now written as

yk
n(p) = Dk H

n (p)zk(p) , n = 1, . . . , S (15)
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with
Dk

n(p) = Akαk(p)G−1
k,nSRn

k . (16)

In the above equation, Gk,n is the covariance matrix of zk(p) under the hy-
pothesis that the kth user is transmitting at rate Rn, and given the available
estimates of the data rates and coded symbols for the interfering users, i.e.

Gk,n = A2
kσ2

αk
SRn

k E[cRn

k (p)cRn H
k (p)]SRn H

k + 2N0INR1

+
∑

j �=k

A2
jσ

2
αj

S
r̂j

j (I r̂j/R1 − diag(cr̂j

j (p) � c
r̂j ∗
j (p))Sr̂j H

j .
(17)

In the above equation, � denotes componentwise product, while the statistical
expectation E[cRn

k (p)cRn H
k (p)] is such that its (i, j)th entry is equal to 1 for

i = j and is equal to ĉRn

k (i)ĉRn ∗
k (j) for i �= j.

4 Numerical Results

In this section we show some numerical results on the performance of the pro-
posed detection algorithm. In Figs. 2 and 3 the probability of erroneous rate
detection (PERD) and of bit error probability conditioned on correct rate
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Fig. 2. Probability of erroneous rate detection vs. the received energy contrast
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Fig. 3. Probability of bit error given correct rate detection vs. the received energy
contrast

detection (BER|CRD) vs. the received energy contrast Eb/N0 has been re-
ported. In particular a DS/CDMA system with data frames of length P =100
on a frequency-flat Rayleigh fading channel has been considered. The largest
processing gain is NR1 = 16, and S = 2 data rates with a rate ratio vector
given by m = [1, 2] has been used. The number of users is K = 6, while a
convolutional code of rate 1/2 has been used. For comparison purposes we
also report the curve corresponding to the performance of a single-user sys-
tem. It can be noted that the turbo rate detection strategy achieves in only
one iteration a performance very close to that of a single user system, i.e. the
proposed detection strategy achieves almost ideal interference cancellation.
From Fig. 3, it is also seen that the proposed system bit error rate also attains
the single user bound.

Overall it can be stated that the proposed procedure is very effective and
is able to get rid of the multiple access interference achieving performance
levels close to that of a single user system.

5 Conclusions

In this chapter an iterative multiuser joint data-rate and information sym-
bol detection algorithm for coded DS/CDMA networks has been proposed.
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The proposed receiver structure consists, for each user, of a bank of MMSE
receivers, each one matched to one of the available data-rates, followed by a
bank of SISO decoders, and, finally, by a discrete EM algorithm that chooses,
for each user, the most probable data-rate at that iteration. The estimated
data rates and coded information symbols provided at the end of each iteration
are used in the following one in order to cancel multiple access interference
and to improve the detection reliability. Numerical results have shown that the
proposed strategy is very effective, thus proving that the turbo principle can
be successfully exploited in order to detect the data-rate and the information
symbols in a coded CDMA network.
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