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Limit Theorems

10.1 Central Limit Theorem, the Lindeberg Condition

Limit Theorems describe limiting distributions of appropriately scaled sums
of a large number of random variables. It is usually assumed that the random
variables are either independent, or almost independent, in some sense. In the
case of the Central Limit Theorem that we prove in this section, the random
variables are independent and the limiting distribution is Gaussian. We first
introduce the definitions.

Let &1,&s,... be a sequence of independent random variables with finite
variances, m; = E&;, o2 = Var(&), ¢, = Y1y &, My, = ECG, = Y0 my,
D? = Var(¢,) = Y., 02. Let F; = Fg, be the distribution function of the
random variable &;.

Definition 10.1. The Lindeberg condition is said to be satisfied if

1 n
lim — / (x —my)?dF;(z) =0
n—eo D’%L ; x:|lz—m;|>eD, }

for every e > 0.

Remark 10.2. The Lindeberg condition easily implies that lim, .. D, = oo
(see formula (10.5) below).

Theorem 10.3. (Central Limit Theorem, Lindeberg Condition) Let
&1,&, ... be a sequence of independent random variables with finite variances.
If the Lindeberg condition is satisfied, then the distributions of (¢, — My,)/ Dy
converge weakly to N(0,1) distribution as n — 0o.

Proof. We may assume that m; = 0 for all . Otherwise we can consider a new
sequence of random variables &; = &; —m;, which have zero expectations, and
for which the Lindeberg condition is also satisfied. Let ;(\) and ¢, (\) be the
characteristic functions of the random variables §; and 7,, = 1% respectively.
By Theorem 9.7, it is sufficient to prove that for all A € R
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A2

©r,(A) e T as n— oo. (10.1)

Fix A € R and note that the left-hand side of (10.1) can be written as follows:

) ) n A
-\ =E e _ R ()t tén) _ ().
#r,(A) = Ee ¢ il:[lcp (5
We shall prove that
A \o?
i(=—)=1- : v 10.2
o) =1 5pn + i (10.2)
for some al' = al*(\) such that for any A
lim )" |af| = 0. (10.3)
i=1

Assuming (10.2) for now, let us prove the theorem. By Taylor’s formula, for
any complex number z with [z| < §

In(1+2) =2+ 0(2)|2]% (10.4)

with |#(z)| < 1, where In denotes the principal value of the logarithm (the
analytic continuation of the logarithm from the positive real semi-axis to the
half-plane Re(z) > 0).

We next show that )
lim max —L = 0. (10.5)

n—o0 1<i<n D2

Indeed, for any € > 0,

2

2 ] 22dFy(x) )
ma 9i - max f{m‘lx\ZefDn} v f{1~\I|§€Dn}

22dFy()
X .
1<i<n D2 7 1<i<n D2 1<i<n D2

The first term on the right-hand side of this inequality tends to zero by the
Lindeberg condition. The second term does not exceed £2, since the integrand
does not exceed £2D? on the domain of integration. This proves (10.5), since &
was arbitrary.

+a? in (10.4)

2
. (o
Therefore, when n is large enough, we can put z = — 553+

and obtain

n A n 7)\2 ,LQ n . n 7)\2 22
gln%(ﬁn)zz 2Dg Jr;ai +;91\ QD;:

=1

+a}f?

with |6;| < 1. The first term on the right-hand side of this expression is equal

to —)‘72. The second term tends to zero due to (10.3). The third term tends
to zero since
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2 2

St il < max (323 "|}Z L)
2" 5pz T 202 353

2

< /I'L
< ) max (5% + ot
where ¢(\) is a constant, while the second factor converges to zero by (10.3)

and (10.5). We have thus demonstrated that

2
nh_{gozln% 3 )=—%,

=1
which clearly implies (10.1). It remains to prove (10.2). We use the following

simple relations:

0 2
ez:1+ias+7l(§)m ,

2?2 fy(x)2d
e + 5 + 6 R

which are valid for all real z, with |0;(x)| < 1 and |f2(x)| < 1. Then

A > iX A 91(1‘)(/\.2?)2
(LY — - () — A RS NAF
%(Dn) /—ooeD dF;(x) /$>ED (1+ an—i- 202 YdF;(x)

iz A%z Oy(x)|\x)?
14 2L _ dF,
I R

N2 A2
+ — 14 0, (2))z?dF;(z
i tapg |, 0 O@)RE)

AP? / 3
+ 02 (x)|x|°dF; ().
6D’§L |z|<eDy

Here we have used that

=1

/OO xdF;(x) = E& = 0.

— 00

In order to prove (10.2), we need to show that

N\ / = |A]? 3
X (146, (2))22dF(x) + / 0y ()2 PdF(x) — 0.
Z; 2D% Jizi>eD,, ; 603 J|zj<eD,

(10.6)
The second sum in (10.6) can be estimated as

Pl / 2)|af*dF ()]
6D3 |z|<eDy,
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- )\|3€/ 2 — [APea? _e|A]?
<| Os(x)z” Dy dFy(x)] < (- ,
Z-:Zl GD% |z|<eD,, 1:21 6D72L 6

which can be made arbitrarily small by selecting a sufficiently small . The
first sum in (10.6) tends to zero by the Lindeberg condition. O

Remark 10.4. The proof can be easily modified to demonstrate that the con-
vergence in (10.1) is uniform on any compact set of values of \. We shall need
this fact in the next section.

The Lindeberg condition is clearly satisfied for every sequence of indepen-
dent identically distributed random variables with finite variances. We there-
fore have the following Central Limit Theorem for independent identically
distributed random variables.

Theorem 10.5. Let &1,&5, ... be a sequence of independent identically distrib-
uted random variables with m = E&; and 0 < o2 = Var(¢;) < oo. Then
the distributions of (¢, —nm)/\/no converge weakly to N(0,1) distribution
asn — oo.

Theorem 10.3 also implies the Central Limit Theorem under the following
Lyapunov condition.

Definition 10.6. The Lyapunov condition is said to be satisfied if there is
a d > 0 such that

n—oo

N <
lim s D B(g —mif*) =0
nooi=1

Theorem 10.7. (Central Limit Theorem, Lyapunov Condition) Let
£1,&, ... be a sequence of independent random variables with finite variances.
If the Lyapunov condition is satisfied, then the distributions of (¢, — My)/Dn
converge weakly to N(0,1) distribution as n — 0.

Proof. Let €,0 > 0. Then,

f{m:w—mi\ZEDn} (1’ - m1)2dFrL(fE)

Dy
246 T
- Jwio—mijzep,y (@ = mi) P (2) - E(|& — m;|*+?)
= D2(cD,,)? - Dte
Therefore, a sequence of random variables satisfying the Lyapunov condition
also satisfies the Lindeberg condition. |

If condition (10.5) is satisfied, then the Lindeberg condition is not only
sufficient, but also necessary for the Central Limit Theorem to hold. We state
the following theorem without providing a proof.
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Theorem 10.8. (Lindeberg-Feller) Let &1,&s, ... be a sequence of indepen-
dent random variables with finite variances such that the condition (10.5) is
satisfied. Then the Lindeberg condition is satisfied if and only if the Cen-
tral Limit Theorem holds, that is the distributions of ((, — M,)/D,, converge
weakly to N(0,1) distribution as n — oo.

There are various generalizations of the Central Limit Theorem, not pre-
sented here, where the condition of independence of random variables is re-
placed by conditions of weak dependence in some sense. Other important
generalizations concern vector-valued random variables.

10.2 Local Limit Theorem

The Central Limit Theorem proved in the previous section states that the
measures on R induced by normalized sums of independent random variables
converge weakly to the Gaussian measure N(0,1). Under certain additional
conditions this statement can be strengthened to include the point-wise con-
vergence of the densities. In the case of integer-valued random variables (where
no densities exist) the corresponding statement is the following Local Central
Limit Theorem, which is a generalization of the de Moivre-Laplace Theorem.

Let £ be an integer-valued random variable. Let X = {x1, z,...} be the
finite or countable set consisting of those values of § for which p; = P(§ =
x;) # 0. We shall say that & spans the set of integers Z if the greatest common
divisor of all the elements of X equals 1.

Lemma 10.9. If ¢ spans Z, and ¢(\) = Ee' is the characteristic function
of the variable &, then for any 6 > 0

sup |p(N)] < 1. (10.7)
s<IN <

Proof. Suppose that x)\g € {2km,k € Z} for some Ag and all z € X. Then
Ao € {2km, k € Z}, since 1 is the largest common divisor of all the elements
of X. Therefore, if § < |\| <, then z\ ¢ {2k, k € Z} for some z € X. This
in turn implies that e # 1. Recall that

p(N) = D pje.

r;€X

Since ijex p; =1 and p; > 0, the relation e"*® # 1 for some x € X implies
that [@(A)] < 1. Since |@(A)] is continuous,

sup Jp(A)| <1.
5<IA <
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Let &1,&5, ... be a sequence of integer-valued independent identically dis-
tributed random variables. Let m = E&, 0% = Var(§;) < o0, ¢, = >y &,
M,, = E¢, = nm, D2 = Var((,) = no?. We shall be interested in the proba-
bility of the event that ¢, takes an integer value k. Let P, (k) = P((, = k),
z=z(nk) = LE)]:I

Theorem 10.10. (Local Limit Theorem) Let &1,&2,... be a sequence of
independent identically distributed integer-valued random variables with finite
variances such that & spans Z. Then

i (a0 - =

eT)=0 (10.8)

uniformly in k.

Proof. We shall prove the theorem for the case m = 0, since the general case
requires only trivial modifications. Let ¢(\) be the characteristic function
of each of the variables &;. Then the characteristic function of the random

variable (,, is
oo

0, (N) =¢"(\) = Y Pu(k)e*.

k=—o0

Thus ¢™(\) is the Fourier series with coefficients P,,(k), and we can use the
formula for Fourier coefficients to find P,,(k):

™

277Pn(k):/ w”(A)e‘i’\kd)\:/ son()\)e—i)\and/\'

—T —T
Therefore, after a change of variables we obtain

Dy )\

2D, P, (k) = / e~ pn

(2)dA.
—7m Dy Dn

From the formula for the characteristic function of the Gaussian distribution

oo oo
LeF oL [ ¥ i/ "N gy,
VT 21 J_ o 27 J_ o

We can write the difference in (10.8) multiplied by 27 as a sum of four inte-

grals:
1 22

QW(DnPn(k)— me_T) :Il +Ig+[3+[4,

where
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—iAz, n A
B- [ e NN (),
5D <IN <7D, n

—iAz, n A
Iy =/ e (F)dA7
T<|\|<8D,, n

where the positive constants T' < dD,, and § < m will be selected later. By

2
Remark 10.4, the convergence lim,_, @"(Di) — e’z is uniform on the

interval [T, T]. Therefore lim, ., I = 0 for ?my T.
The second integral can be estimated as follows:

. 2 2
i< [ et Fa= [ e
(A>T A>T

which can be made arbitrarily small by selecting T large enough, since the
2
improper integral [~ e~ = d)\ converges.
The third integral is estimated as follows:

—iAz, . n A n
nl< [ e () dA < 2mo v/ sup[o(N])",
§D<|A<7D,, n S<IAl<

which tends to zero as n — oo due to (10.7).

In order to estimate the fourth integral, we note that the existence of
the variance implies that the characteristic function is a twice continuously
differentiable complex-valued function with ¢’(0) = im = 0 and ¢ (0) = —o2.
Therefore, applying the Taylor formula to the real and imaginary parts of ¢,

we obtain
212

o =1-22

For |A| < § and ¢ sufficiently small, we obtain

+0(A\?) as A —0.

212
POl <1- 22 < o=
If |\| < 6D, then
)\ 77:.02)\2 2
p(FM<e P =T
Therefore,
D, 2 oo \2
|14 < 2/ e” Td)\ < 2/ e~ Td\.
T T

This can be made arbitrarily small by selecting sufficiently large T'. This com-
pletes the proof of the theorem. O

When we studied the recurrence and transience of random walks on Z¢
(Section 6) we needed to estimate the probability that a path returns to the
origin after 2n steps:
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2n
U2p = P(ij = 0)
j=1

Here w; are independent identically distributed random variables with values
in Z¢ with the distribution Dy, Y € 74, where Dy = % ify=+4e;, 1 <s<d,
and 0 otherwise.

Let us use the characteristic functions to study the asymptotics of us, as
n — oo. The characteristic function of w; is equal to

_ 1 . ) . . 1
EetMwi) — 2—d(6”‘1 +e M 4 e emNa) = ~(cos(A1) + ... + cos(Aa)),
where A = (A1, ..., \g) € RY. Therefore, the characteristic function of the sum
2311 wj is equal to 2, (A) = 73w (cos(A1) + ... 4+ cos(Aq))?". On the other
hand,

Pan(A) = Z Pn(k)elo\’k%

kezd

where P, (k) = P(E?Zl w; = k). Integrating both sides of the equality

; 1

> Pu(k)e™h) = T (cos(h) + ..+ cos(Ag))?"

kezd

over A, we obtain

1 ™ s
(27) g, = dTn/ / (cos(A1) + ... +cos(Ag))?"d;...d)g.

The asymptotics of the latter integral can be treated with the help of the so-
called Laplace asymptotic method. The Laplace method is used to describe
the asymptotic behavior of integrals of the form

/ SN A,
D

where D is a domain in R%, f and g are smooth functions, and s — oo is a large
parameter. The idea is that if f(A) > 0 for A € D, then the main contribution
to the integral comes from arbitrarily small neighborhoods of the maxima
of the function g. Then the Taylor formula can be used to approximate the
function g in small neighborhoods of its maxima. In our case the points of the
maxima are A\;y = ... = \¢g = 0 and A\; = ... = \y = £7w. We state the result
for the problem at hand without going into further detail:

/ / (c08(M) + .. + c0s(Ag))2 ANy

— /W /ﬂ- einn|COS(A1)+'“+COS(Ad)|d)\1...d)\d

~ csup(|cos(A1) + ... + cos()\d)|)2"n*% = cd*n~?

)

which implies that ug, ~ cn~% as n — 0o with another constant c.
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10.3 Central Limit Theorem and Renormalization Group
Theory

The Central Limit Theorem states that Gaussian distributions can be ob-
tained as limits of distributions of properly normalized sums of independent
random variables. If the random variables &;,&s, ... forming the sum are in-
dependent and identically distributed, then it is enough to assume that they
have a finite second moment.

In this section we shall take another look at the mechanism of convergence
of normalized sums, which may help explain why the class of distributions
of &;, for which the central limit theorem holds, is so large. We shall view the
densities (assuming that they exist) of the normalized sums as iterations of a
certain non-linear transformation applied to the common density of &;. The
method presented below is called the renormalization group method. It can be
generalized in several ways (for example, to allow the variables to be weakly
dependent). We do not strive for maximal generality, however. Instead, we
consider again the case of independent random variables.

Let &1,&9, ... be a sequence of independent identically distributed random
variables with zero expectation and finite variance. We define the random
variables

on
=1

Then 1
Cn1 = E(C’g + ¢,
where
271. 27L+1
=278 & (i=27% > &
=1 =27 +1

Clearly, ¢;, and ¢ are independent identically distributed random variables.
Let us assume that &; have a density, which will be denoted by pg. Note that
(o = &1, and thus the density of (j is also pg. Let us denote the density of (,
by p, and its distribution by P,. Then

Prs1(z) = V2 /_ h (V22 — u)p, (u)du.

Thus the sequence p,, can be obtained from py by iterating the non-linear
operator T', which acts on the space of densities according to the formula

To() = V2 [ (V20— wpludn, (10.9)

that is pp4+1 = T'p,, and p, = T"py. Note that if p is the density of a random
variable with zero expectation, then so is T'p. In other words,
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/Oo x(Tp)(z)dx =0 if /OO xp(z)dr = 0. (10.10)

— 00 — 00

Indeed, if ¢’ and ¢" are independent identically distributed random variables
with zero mean and density p, then % (¢’ +¢"") has zero mean and density T'p.

Similarly, for a density p such that ffooo ap(x)dx = 0, the operator T preserves
the variance, that is

/ (T () = / " () da (10.11)

— 00 — 00

Let pg(x) = ﬁe‘é be the density of the Gaussian distribution and p¢g the
Gaussian measure on the real line (the measure with the density pg). It is
easy to check that pg is a fixed point of T, that is pg = T'pg. The fact that
the convergence P, = ug holds for a wide class of initial densities is related
to the stability of this fixed point.

In the general theory of non-linear operators the investigation of the sta-
bility of a fixed point starts with an investigation of its stability with respect
to the linear approximation. In our case it is convenient to linearize not the
operator T itself, but a related operator, as explained below.

Let H = L?(R, B, uc) be the Hilbert space with the inner product
2

1 > _ T
(f,9) = Nor: [m f(x)g(x) exp(—?)dz.

Let h be an element of H, that is a measurable function such that

2

1 > T
2 _ - 2 _

Assume that ||h]| is small. We perturb the Gaussian density as follows:

T .’.U2 1'2
(o) = pola) + L exp(= ) = <= (14 hla)) exp(~ ).

In order for p;, to be a density of a probability measure, we need to assume
that

/jo h(z) exp(—%Q)da: =0. (10.12)

Moreover, in order for p, to correspond to a random variable with zero ex-
pectation, we assume that

o] $2
/_ xh(x) exp(—?)dx =0. (10.13)

Let us define a non-linear operator L by the implicit relation
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2

T () = <= exp(~) (1 + (Lh)(a). (10.14)
Thus, ,
Tpn(z) = jz? exp(—5)(1+ (E"h) ()

This formula shows that in order to study the behavior of T"py, (x) for large n,
it is sufficient to study the behavior of L™h for large n. We can write

Tpy(z) =

1 S (\@x o u)z u2
Von [m(l +h(V2z — u)) exp(—————)(1 + h(u)) exp(— = )du

1> (V2 —u)®  u?
= 75 oo - P
+ﬁ /, ) exp(*w% - %Xh(ﬁx —u) + h(w))du + O(||h][*)

= \/%77 eXP(_%) + ? /jo exp(—a” + V2zu — u®)h(u)du + O(||h||*)

2

_ \/%Texp(—%m + (Lh)(x)) + O(||n|?),

where the linear operator L is given by the formula
(Lh)(x) = —= /oo exp(— 2 1 varu — w)h(u)du (10.15)
BRVCH A ' '

It is referred to as the Gaussian integral operator. Comparing two expressions
for T'pp,(z), the one above and the one given by (10.14), we see that

Lh = Lh+ O(||h|?),

that is L is the linearization of L at zero.

It is not difficult to show that (10.15) defines a bounded self-adjoint op-
erator on H. It has a complete set of eigenvectors, which are the Hermite
polynomials

2?2 d 2
hi(x) = exp(g)(*‘r)k exp(—=—), k=0
The corresponding eigenvalues are Ay = 21*3, k > 0. We see that A\g, \; > 1,
Ay =1, while 0 < A\ < 1/\/? for £k > 3. Let Hy, k > 0, be one-dimensional
subspaces of H spanned by hy. By (10.12) and (10.13) the initial vector h is
orthogonal to Hy and Hy, and thus h € H © (Hy ® Hy).
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If h L Hy, then z(h) 1 Hj follows from (10.14), since (10.12) holds and
pr is a density. Similarly, if h 1 Hy & Hy, then z(h) 1 Hyg @ H; follows from
(10.10) and (10.14). Thus the subspace H & (Hy® Hy) is invariant not only for
L, but also for L. Therefore we can restrict both operators to this subspace,
which can be further decomposed as follows:

He (Hy® Hi)=Hy,® [H S (Ho & Hy & Hy)).

Note that for an initial vector h € H & (Hy & Hy), by (10.11) the operator L
preserves its projection to Ho, that is

[>'s) $2 o0 ~ 1'2
| @ nnwen-5) = [ @ - nEn@en-3)
Let U be a small neighborhood of zero in H, and H" the set of vectors whose
projection to Hy is equal to the projection of h onto Hs. Let Ur=UNnH" Tt
is not difficult to show that one can choose U such that L leaves U " invariant
for all sufficiently small h. Note that L is contracting on U" for small h, since
L is contracting on H © (Hy® H; @ Hs). Therefore it has a unique fixed point.
It is easy to verify that this fixed point is the function

x? x?

2 20%(pp)

where 0%(py,) is the variance of a random variable with density py,,

fulz) = —— exp(

~ o(pn) )~ 1

2

2 _ 1 <, T
o(pr) = E[mz (1+h(a:))exp(—?)d:v.

Therefore, by the contracting mapping principle,
f"h—>fh as n — oo,

and consequently

x? ~
T'p(e) = <= expl =) (1 + (LW) (@) —

z? 1 2

1
V2 P @) = s (=g a3

We see that T"pp, () converges in the space H to the density of the Gaussian
distribution with variance o(py). This easily implies the convergence of dis-
tributions.

It is worth stressing again that the arguments presented in this section
were based on the assumption that h is small, thus allowing us to state the
convergence of the normalized sums ¢, to the Gaussian distribution, provided
the distribution of &; is a small perturbation of the Gaussian distribution. The
proof of the Central Limit Theorem in Section 10.1 went through regardless
of this assumption.
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10.4 Probabilities of Large Deviations

In the previous chapters we considered the probabilities

PUY & mil 2 0)
=1 =1

with m; = E&; for sequences of independent random variables &1, &o, ..
we estimated these probabilities using the Chebyshev Inequality

P> &—> mil >1) < Liydi d; = Var(&;).
1 =1

and

el

27
i=
In particular, if the random variables &; are identically distributed, then for
some constant ¢ which does not depend on n, and with d = dy:

a) for t = ¢y/n we have g% on the right-hand side of the inequality;

b) for ¢ = c¢n we have % on the right-hand side of the inequality.

We know from the Central Limit Theorem that in the case a) the corre-
sponding probability converges to a positive limit as n — oo. This limit can
be calculated using the Gaussian distribution. This means that in the case
a) the order of magnitude of the estimate obtained from the Chebyshev In-
equality is correct. On the other hand, in the case b) the estimate given by
the Chebyshev Inequality is very crude. In this section we obtain more precise
estimates in the case b).

Let us consider a sequence of independent identically distributed random
variables. We denote their common distribution function by F'. We make the
following assumption about F'

R(\) = / eMdF(z) < oo (10.16)
for all A\, —oco < A < co. This condition is automatically satisfied if all the ¢;
are bounded. It is also satisfied if the probabilities of large values of &; decay
faster than exponentially.

We now note several properties of the function R(\). From the finiteness
of the integral in (10.16) for all A, it follows that the derivatives

R'(\) = / h ze*dF (z), R'(\) = / h 22 M dF (x)

— 00 — 00

exist for all A. Let us consider m(\) = g((;‘)). Then

7 / o0 {,132 oo T
)=t~ G = | mye e — ([ g

We define a new distribution function F)(z) = ﬁ J s . e MdF(t) for each
A. Then m(\) = [ xdFx(x) is the expectation of a random variable with
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this distribution, and m/()) is the variance. Therefore m’(A) > 0 if F is a non-
trivial distribution, that is it is not concentrated at a point. We exclude the
latter case from further consideration. Since m’(A\) > 0, m(A) is a monotoni-
cally increasing function.

We say that M ™ is an upper limit in probability for a random variable ¢
if P(€ > MT)=0,and P(M+* —e < ¢ < MT) >0 for every € > 0. One can
define the lower limit in probability in the same way. If P(§ > M) > 0 (P(¢ <
M) > 0) for any M, then M+ = oo (M~ = —oc0). In all the remaining cases
M™ and M~ are finite. The notion of the upper (lower) limit in probability
can be recast in terms of the distribution function as follows:

Mt =sup{z: F(z) <1}, M~ =inf{z: F(z) > 0}.

Lemma 10.11. Under the assumption (10.16) on the distribution function,
the limits for m(\) are as follows:

lim m(\) = M, lim m(\) =M".

A—00 A——00

Proof. We shall only prove the first statement since the second one is proved
analogously. If M+ < oo, then from the definition of F

1
de:—/ MdF(x) =0
/(M+,<>o) 2) R(A) Javr+ o) (=)

for each \. Note that f(M+ ooy A (x) = 0 implies that

m(A) = / rdFy\(z) < M™T,
(—OO,M+]

and therefore limy o m(\) < M ™. It remains to prove the opposite inequal-
ity.

Let MT < oo. If M™ = 0, then m(\) < 0 for all . Therefore, we can
assume that M+ # 0. Take M € (0, M) if M+ > 0 and M € (—oo, M) if
M < 0. Choose a finite segment [A, B] such that M < A < B < M™ and
f[A p) AF () > 0. Then

/ eMdF (z) < M,
(7007M]

while

/ e dF (z) > e)‘A/ dF(z),
(M,0) [A,B]

which implies that

/ dF (z) = 0(/ eMdF(x)) as A — oo.
(—o0,M] (M,00)
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Similarly,
/ zedF(z) = O(eM),
(—o0,M]

while

| 2 AP (z)] = | / 2 dF (z)| > min(|A], |B[)e* / dF(z),
(M,00) (M, M+] [4,B]

which implies that

/ zedF (z) = 0(/ zeMdF(z)) as \ — oo.
(—o0,M] (M ,00)

Therefore,
f( )xeMdF() f(M )xe)‘wdF(x)
1. )\ 1 0,00 — 1- ,O0 >
i, m(A) = Jim, Sy @PdF () A0 [y e dF(x) ©

Since M can be taken to be arbitrary close to M™, we conclude that
limy oo m(A\) = MT. d

We now return to considering the probabilities of the deviations of sums of
independent identically distributed random variables from the sums of their
expectations. Consider ¢ such that m = E§; < ¢ < M+. We shall be interested
in the probability P, . = P({& + ... + &, > cn). Since ¢ > m, this is the
probability of the event that the sum of the random variables takes values
which are far away from the mathematical expectation of the sum. Such values
are called large deviations (from the expectation). We shall describe a method
for calculating the asymptotics of these probabilities which is usually called
Kramer’s method.

Let Ag be such that m(Ag) = ¢. Such )¢ exists by Lemma 10.11 and is
unique since m(A) is strictly monotonic. Note that m = m(0) < c. Therefore
Ao > 0 by the monotonicity of m(\).

Theorem 10.12. P, . < B (R(Xo)e= )", where lim,, oo By, = %

Proof. We have

Pn,c = // dF(xl)dF(xn)
x1+...4+x,>cn

< (ROw))" —)\ocn/ eroln +I")dF( ).dF(zy,)
O T1+...+x>cn ( (/\0)) '

= (R(\g)e )" / dFy, (z1)...dFy, ().
T1+...4+xn>cn
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To estimate the latter integral, we can consider independent identically dis-
tributed random variables &, ..., &, with distribution F),. The expectation of
such random variables is equal to [, zdFx,(x) = m(\o) = c. Therefore

// dFy, (21)..dFy, (z) = P(& + ... + & > cn)
T1+...4+xn>cn

=P(& + ... + &, — nm(Ng) > 0)

&+ o+ &y — nm(No) > 0) 1

= nd(M) 2

as n — oo. Here d(\g) is the variance of the random variables é, and the con-
vergence of the probability to % follows from the Central Limit Theorem. O

The lower estimate turns out to be somewhat less elegant.
Theorem 10.13. For any b > 0 there exists p(b, \g) > 0 such that

Poe > (R(Ao)e 0¢) e 2otVrp, |
with limy, o0 pr, = p(b, Ag) > 0.

Proof. As in Theorem 10.12,

P> // dF (21)...dF ()
en<z1+...+xn<cntby/n

> (R(Xg))"e Rolentbvn) / / dFy, (z1)...dF, (2,).
en<zi+...+xn<cntby/n

The latter integral, as in the case of Theorem 10.12, converges to a positive
limit by the Central Limit Theorem. O

In Theorems 10.12 and 10.13 the number R()\g)e~ ¢ = r()\¢) is involved.
It is clear that r(0) = 1. Let us show that r(Ag) < 1. We have
Inr(Ag) =In R(Ag) — doc =In R(N\g) — In R(0) — Age.
By Taylor’s formula,

In R(Ao) — In R(0) = Ao(In R)' (A — %3(1]0 R)"(\1),

where A is an intermediate point between 0 and Ag. Furthermore,
R'(X\o)
R(Ao)

since it is the variance of the distribution F),. Thus

(InR)' (Ng) = =m(\) =¢, and (InR)"(A\;) >0,

2
nr(A) = —%(ln R)"(\) < 0.

From Theorems 10.12 and 10.13 we obtain the following corollary.
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Corollary 10.14.

1
lim —InP, . =1Inr(X) <O0.

n—oo N

Proof. Indeed, let b =1 in Theorem 10.13. Then

A Inp, InP,. 1
Inr(Ag) — \/—% - nf < 20 < nr(X) + ~InB,.
We complete the proof by taking the limit as n — oo. O

This corollary shows that the probabilities P,, . decay exponentially in n.
In other words, they decay much faster than suggested by the Chebyshev
Inequality.

10.5 Other Limit Theorems

The Central Limit Theorem applies to sums of independent identically dis-
tributed random variables when the variances of these variables are finite.
When the variances are infinite, different Limit Theorems may apply, giving
different limiting distributions.

As an example, we consider a sequence of independent identically distrib-
uted random variables &7, &s, ..., whose distribution is given by a symmetric
density p(z), p(x) = p(—z), such that

c
p(x) ~ o as |x| — oo, (10.17)

where 0 < a < 2 and ¢ is a constant. The condition of symmetry is imposed
for the sake of simplicity. Consider the normalized sum

n

n

Q=

Theorem 10.15. As n — oo, the distributions of n, converge weakly to a
limiting distribution whose characteristic function is (\) = e~ N where
c1 is a function of c.

Remark 10.16. For a = 2, the convergence to the Gaussian distribution is also
true, but the normalization of the sum is different:

T
nzlnn

n

Remark 10.17. For a = 1 we have the convergence to the Cauchy distribution.

In order to prove Theorem 10.15, we shall need the following lemma.
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Lemma 10.18. Let ©()\) be the characteristic function of the random vari-
ables &1, &o, ... Then,

©\) =1 —ci|A|* +o(J]A|*) as X — 0.

Remark 10.19. This is a particular case of the so-called Tauberian Theorems,
which relate the behavior of a distribution at infinity to the behavior of the
characteristic function near A = 0.

Proof. Take a constant M large enough, so that the density p(z) can be
represented as p(x) = % for |z| > M, where g(x) is a bounded function,
g(x) — 0 as |z| — oo. For simplicity of notation, assume that A — 0+. For

A < 1/M we break the integral defining ¢(\) into five parts:

M

(A = /_;p(x)ei’\’da: + /_Mp(x)ei’\””dx +/ p(x)e™dx

1
—0o0 -x —M

ES o0

A i\ i
+/ p(x)e " dx + p(x)e*dx
M 1

=5L(A) + L(A) + I3(A) + Lu(A) + I5(A).

The integral I3(\) is a holomorphic function of A equal to f_MM p(z)dx at

A = 0. The derivative 4(0) is equal to fivfw p(x)izdr = 0, since p(x) is an
even function. Therefore, for any fixed M

M
I;(\) = /_M p(x)dz + O(\*) as A — 0.

Using a change of variables and the Dominated Convergence Theorem, we

obtain
e = [ @)
Il(A):[m p(z)e dx:[m We)‘ dx
o [ O gy e [
—eo Yl ’ oo
Similarly,

o0 eiy
Is(\) ~ c)\o‘/ ——dy.
1 Jylett
Next, since p(x) is an even function,

-M S
p(z)(e™ — 1 —i\z)dx + /A p(z)(e™ — 1 —idx)dz
M

L) + L) = /

ES
A
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-M 1
—|—/ p(x)dx—i—/ p(z)dz. (10.18)

L M

A

The third term on the right-hand side is equal to

/_—M p(z)dr = /_M oy /_—i wdx

1
~ [e.9] o0

-M
= / p(z)dx 4+ coA® + o(AY)

o}

where ¢g is some constant. Similarly,

1 o0
/ p(x)dx = / p(z)dz + coA* + o(AY).
M M

The first two terms on the right-hand side of (10.18) can be treated with the
help of the same change of variables that was used to find the asymptotics of
I (A). Therefore, taking into account the asymptotic behavior of each term,
we obtain

Il(/\) + Iz(/\) + Ig()\) + I4(>\) + I5(>\)

= / p(z)dr — 1 A% + 0o(A%) =1 — 1 AY + 0o(AY),

— 00

where c¢; is another constant. O

Proof of Theorem 10.15. The characteristic function of 7,, has the form

-y €1+ +E
okt A

@1, (\) = E — (Pl )™

In our case, A is fixed and n — oo. Therefore we can use Lemma 10.18 to

conclude \ N )
n __ C1 * n —c1 |\ ¢
) L

—c1|A[*

((

By remark 9.11, the function e is a characteristic function of some dis-
tribution. o

Consider a sequence of independent identically distributed random vari-
ables £, &9, ... with zero expectation. While both Theorem 10.15 and the Cen-
tral Limit Theorem state that the normalized sums of the random variables
converge weakly, there is a crucial difference in the mechanisms of convergence.
Let us show that, in the case of the Central Limit Theorem, the contribution
of each individual term to the sum is negligible. This is not so in the situation
described by Theorem 10.15. For random variables with distributions of the
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form (10.17), the largest term of the sum is commensurate with the entire
sum.
First consider the situation described by the Central Limit Theorem. Let
F(z) be the distribution function of each of the random variables &1, &, ...,
which have finite variance. Then, for each a > 0, we have

MﬂmzaWD:n/ Mﬁ»ﬁ%r 2?dF (z).
|z]>ay/n a” Jiz|>ayn

The last integral converges to zero as n — oo since fR 22dF (z) is finite.

The Central Limit Theorem states that the sum & + ... + £, is of order
\/n for large n. We can estimate the probability that the largest term in the
sum is greater than a/n for a > 0. Due to the independence of the random
variables,

P(max [&] > av/) < nP(&] > avin) — 0 as n— oo,

Let us now assume that the distribution of each random variable is given
by a symmetric density p(x) for which (10.17) holds. Theorem 10.15 states
that the sum & + ...+ &, is of order na for large n. For a > 0 we can estimate
from below the probability that the largest term in the sum is greater than
an. Namely,

1 1 1
P > a)y=1—P . ) =1— =\\»
(jmax |6 = ane) =1 —P(max |&] < an®) =1— (P(|&] < an®))

=1—(1—P(|&1| > an=))".

By (10.17),
c 2c
P(l&] > ana) ~ dx = .
(|§1‘ Z an ) /|:v>ang¢ |x|a+1 x aa’n
Therefore,
1 2c 2c
i > )= li — — "y =1— -
Jm Ppax 1G] 2 an®) = lim (1= (1= 2220)") =1 = exp(=223) > 0

This justifies our remarks on the mechanism of convergence of sums of random
variables with densities satisfying (10.17).
Consider an arbitrary sequence of independent identically distributed ran-

dom variables 1, &9, .... Assume that for some A,,, B, the distributions of the
normalized sums A

converge weakly to a non-trivial limit.

Definition 10.20. A distribution which can appear as a limit of normalized
sums (10.19) for some sequence of independent identically distributed random
variables £1,&s, ... and some sequences Ay, By is called a stable distribution.
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There is a general formula for characteristic functions of stable distribu-
tions. It is possible to show that the sequences A,,, B, cannot be arbitrary.
They are always products of power functions and the so-called “slowly chang-
ing” functions, for which a typical example is any power of the logarithm.

Finally, we consider a Limit Theorem for a particular problem in one-
dimensional random walks. It provides another example of a proof of a Limit
Theorem with the help of characteristic functions. Let &1, &5, ... be the consec-
utive moments of return of a simple symmetric one-dimensional random walk
to the origin. In this case &1, &2 — &1, €3 — &3, ... are independent identically
distributed random variables. We shall prove that the distributions of &, /n?
converge weakly to a non-trivial distribution.

Let us examine the characteristic function of the random variable &;. Recall
that in Section 6.2 we showed that the generating function of &; is equal to

F(z):Ez&:l—\/l—ZQ.

This formula holds for |z| < 1, and can be extended by continuity to the unit
circle |z| = 1. Here, the branch of the square root with the non-negative real
part is selected. Now

P(\) = Eet = B(e)5 =1 — /1 — e2iX,

Since &, is a sum of independent identically distributed random variables, the
characteristic function of i—g is equal to

() = (- y1-e3tp == Y2 o by v,

n2 n n

By Remark 9.11, this implies that the distribution of Sn converges weakly to

n2
the distribution with the characteristic function ev ~2%.

10.6 Problems

1. Prove the following Central Limit Theorem for independent identically
distributed random vectors. Let & = (59), ...,fgk)),& =( 51)7 e ék))7 ... be
a sequence of independent identically distributed random vectors in R¥. Let
m and D be the expectation and the covariance matrix, respectively, of the
random vector &;. That is,

m = (m',...mb), m' = B¢, and D= (d9)1<i5e d7 = Cov(el”, &),
Assume that |d%/| < oo for all i, j. Prove that the distributions of

(&4 ..+ & —nm)/vVn
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converge weakly to N (0, D) distribution as n — oco.

2. Two people are playing a series of games against each other. In each game
each player either wins a certain amount of money or loses the same amount
of money, both with probability 1/2. With each new game the stake increases
by a dollar. Let .S,, denote the change of the fortune of the first player by the
end of the first n games.

(a) Find a function f(n) such that the random variables S,,/ f(n) converge
in distribution to some limit which is not a distribution concentrated at zero
and identify the limiting distribution.

(b) If R,, denotes the change of the fortune of the second player by the end
of the first n games, what is the limit, in distribution, of the random vectors

(Sn/f(n), Rn/f(n))?

3. Let &1, &, ... be a sequence of independent identically distributed random
variables with E¢; = 0 and 0 < 02 = Var(¢;) < oco. Prove that the distrib-
utions of (31, &)/ (X1, €2)1/? converge weakly to N(0,1) distribution as
n — 00.

4. Let &1,&o, ... be independent identically distributed random variables such
that P(¢, = —1) =P(&§, =1) = 1/2. Let ¢, = > ., &. Prove that

lim P(¢, = k* for some k € N) = 0.

5. Let w = (wp,w1,...) be a trajectory of a simple symmetric random walk
on Z3. Prove that for any € > 0

P( lim (n°7 8 ||wp||) = 00) = 1.

6. Let £1,&5, ... be independent identically distributed random variables such
that P(¢, = —1) =P(§, =1) = 1/2. Let ¢, = >, &. Find the limit

i BP(G/m) > )

n— o0 n

7. Let &1, &9, ... be independent identically distributed random variables with
the Cauchy distribution. Prove that

lim inf P(max(¢y, ..., &) > on) > exp(—nx).

n—oo

for any =z > 0.

8. Let &1, &5, ... be independent identically distributed random variables with
the uniform distribution on the interval [—1/2,1/2]. What is the limit (in
distribution) of the sequence
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n

G =(>_1/&)/n.

i=1

9. Let &1,&5, ... be independent random variables with uniform distribution
on [0,1]. Given a € R, find a,, and b,, such that the sequence

(Z i — an) /by

converges in distribution to a limit which is different from zero.
10. Let &1,&5, ... be independent random variables with uniform distribution
on [0,1]. Show that for any continuous function f(z,y, z) on [0, 1]

n

1 11
%(Zf(fj,fjﬂaﬁjw)*”/o/O/Of(l’,y,z)dffdydz)

j=1

converges in distribution.
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