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Abstract In this position paper, we outline a vision for a new type of engineering:
immuno-engineering, that can be used for the development of biologically grounded
and theoretically understood Artificial Immune Systems (AIS). We argue that, like
many bio-inspired paradigms, AIS have drifted somewhat away from the source of
inspiration. We also argue that through an interdisciplinary approach, it is possible
to exploit the underlying biology for computation in a way that, as yet, has not been
achieved. Immuno-engineering will not only allow for the potential development of
more powerful AIS, but allow for feed back to biology from computation.

1 Introduction

Advances in technology today enable the construction of complex autonomous sys-
tems, which can range in size from a robot, perhaps containing tens of simple de-
vices, to mobile, ad–hoc networks containing thousands of such devices. At both
extremes, such systems consist of unreliable heterogeneous sensors and actuators
which must make decisions across multiple timescales in unpredictable, and poten-
tially hostile, dynamic environments in order to maintain their integrity and achieve
their desired functionality. Current technology allows us to hard-wire responses to
foreseeable situations; a considerable void is still to be crossed however to achieve
systems which adapt continuously and autonomously to their environments and ex-
hibit what is becoming known as self-CHOP characteristics; self-configure, self-
heal, self-optimize and self-protect. A paradigm shift in engineering is required to
address this; we propose that a new discipline that will allow for the construction
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of engineered artefacts that are fit for purpose in the same way as their biological
counterparts needs to be developed.

Our long-term aim is to develop the foundations for a new kind of engineering –
immuno-engineering – exploiting principles derived from the human immune sys-
tem to enable the engineering of robust complex artefacts.

In this position paper we outline the concept of Immuno-engineering and discuss
it’s motivation in the context of current Artificial Immune System (AIS) research,
and we hint at the way in which such a discipline may be developed.

We propose a bottom-up approach to the engineering of such systems, which
will result in a set of immuno-engineering principles; these can be generalised to
the future development of a wide range of bio-inspired, autonomic systems. This
is achieved via an interdisciplinary approach which cuts across immunology, math-
ematics, computer science and engineering. In a recent paper [1] we discuss the
interdisciplinary nature of AIS research. Our vision is inspired by recent work in
immunology which attempts to reposition the immune system away from a pure de-
fence mechanism to a complex, self-organising computational system, which com-
putes the state of the body and then responds to it in order to achieve host main-
tenance and protection [2]. Autonomic systems which operate in a dynamic and
information rich environment need to compute their state and then respond in an
analogous way if they are to remain operational in order to continuously deliver the
services expected of them.

2 Exploiting Immunology for Computation

Artificial Immune Systems (AIS) [3] is a diverse area of research that attempts to
bridge the divide between immunology and engineering and are developed through
the application of techniques such as mathematical and computational modeling of
immunology, abstraction from those models into algorithm (and system) design and
implementation in the context of engineering. Many early attempts to apply im-
munological inspiration to engineering began with efforts to mimic the perceived
role of the natural immune system as a mechanism for identifying and then elimi-
nating harmful pathogens from the body in a computer intrusion detection system
[4]. However, work previous to this explored the immune system for inspiration in
fault diagnosis [5] and control [6]. These investigations sparked a host of attempts
to apply aspects of immunology to a wider range of engineering problems, and the
reader is referred to the International Conference on Artificial Immune Systems
(ICARIS) for a comprehensive collection of papers [7, 8, 9, 10, 11, 12]. Over recent
years there have been a number of review papers written on AIS with the first being
[13] followed by a series of others that either review AIS in general, for example,
[14, 15, 16, 17, 18], or more specific aspects of AIS such as data mining [19], net-
work security [20], applications of AIS [21], theoretical aspects [22] and modelling
in AIS [23].
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However, despite the many successes of the immune inspired approach we claim
that the real potential of the approach has yet to be met [18]. We claim that this
results from two limitations in the approach taken. Firstly, all of these applications
have cherry picked one (or occasionally a few) features of the vertebrate immune
system and attempted to apply them in isolation. Thus, we observe algorithms based
on clonal selection e.g. [24], on negative selection [25], on idiotypic networks [26]
and dendritic cells [27] with many recent developments in AIS being based around
one of these four types of algorithms. Moreover, almost without exception there has
been a tendency to exploit only the adaptive component of the vertebrate immune
system. It is clear from immunological studies that the innate and adaptive compo-
nents operate in tandem, and furthermore, regulate each other’s effects. Therefore,
by selecting only individual components of a complex, interacting system, a huge
opportunity to exploit the true potential of the metaphor is being missed. Secondly,
the focus on individual applications has followed an approach common to much
bio-inspired research: an algorithm is designed and tuned empirically to a partic-
ular problem, thereby making it difficult to generalise any principles applicable to
other applications. The EPSRC “Danger Theory” project1, the outlines of which
were proposed in [28] was the first attempt to combine current immunological ex-
perimentation with computational research. However, even it has focussed on a sin-
gle application (intrusion detection [20]) and a single aspect of the immune system
(danger theory) [27, 29, 30, 31]. Whilst this research has provided significant de-
velopments in the area of intrusion detection, we feel that for the area of AIS to
progress we need to find more general principles that are applicable in a range of
application areas. It should be noted that it is not feasible to capture the whole im-
mune system in a single application, the sheer complexity would be overwhelming,
however a focus on higher-level key properties, such as multiple-timescales of re-
sponse, of the innate and adaptive components, may prove useful in their generic
applicability to engineering.

Based on these observations, we feel the time is ripe for a step change in the
development of AIS, through a principled engineering approach. We now discuss
such an approach.

3 Defining Immuno-engineering

We follow Orosz’s definitions of ‘immuno-ecology’ and ‘immuno-informatics’
[32]:

immuno-ecology : “the study of immunological principles that permit effective
immunological function within the context of the immensely complex immuno-
logical network . . . the principles serve mainly to provide an infrastructure for the
immune system.”

1 http://www.dangertheory.com/
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immuno-informatics : “the study of the immune system as a cognitive, decision-
making device . . . addresses mechanisms by which the immune system converts
stimuli into information, how it processes and communicates that information,
and how the information is used to promote an effective immuno-ecology . . . how
the immune system generates, posts, processes, and stores information about it-
self and its environment”

and so we now define:

principles, and their adaptation and application to engineered artefacts (compris-
ing hardware and software), so as to provide these artefacts with properties anal-
ogous to those provided to organisms by their natural immune systems.

Immuno-engineering takes into account the differences between artificial sys-
tems and biological systems: for example, the different numbers, kinds, and rates
of signals that need to be monitored and processed; the different kinds of decisions
that need to be made; the different effectors available to support and implement
those decisions; and the different constraints of embodiment, either physically or
virtually engineered. For example, Orosz [32] hypothesises that the major design
features of the biological immune system that provides speed, flexibility and mul-
tiple response options rely on a parallel-processing system which has ‘wasteful’
use of resources, countless back-up systems, and requires the ability to immedi-
ately and continuously monitor physical sites. This is of enormous consequence to
the engineer, who is constrained by processing speeds, communication overheads,
and physical resources, and furthermore hindered by hardware requirements such
as transmitting signals from sensors, but who can freely make numerous copies of
software agents, subject only to storage constraints.

3.1 A Conceptual Framework for the Development of
Immuno-engineering

In their paper, Stepney et al. [33] propose that bio-inspired algorithms, such as AIS,
are best developed in a more principled way than was currently being undertaken
in the literature. To clarify, the authors suggested that many AIS recently devel-
oped had drifted away from the immunological inspiration that had fueled their
development and that AIS practitioners were failing to capture the complexity and
richness that the immune system offers. In order to remedy this, the authors sug-
gest a conceptual framework for developing bio-inspired algorithms within a more
principled framework that attempts to capture biological richness and complexity
but, at the same time, appreciate the need for sound engineered systems that need to
work. This should avoid the “reasoning by metaphor” approach often seen in bio-
inspired computing whereby algorithms are just a weak analogy of the process on
which they are based, being developed directly from (often naive) biological mod-
els and observations. One of the main problems involved in designing bio-inspired
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algorithms is deciding which aspects of the biology are necessary to generate the
required behaviour and which aspects are surplus to requirements. Thus, the con-
ceptual framework takes an interdisciplinary approach, involving the design of AIS
through a series of observational and modelling stages in order to identify the key
characteristics of the immunological process on which the AIS will be based. The
first stage of the conceptual framework, as outlined in figure 1, aims to probe the
biology, utilising biological observations and experiments to provide a partial view
of the biological system from which inspiration is being taken. This view is used to
build abstract models of the biology. These models can be both mathematical and
computational, and are open to validation techniques not available to the actual bi-
ological system. From the execution of the models and their validation, insight can
be gained into the underlying biological process. It is this insight that leads to the
construction of the bio-inspired algorithms. This whole process is iterative, and can
also lead to the construction of computational frameworks that provide a suitable
structure for specific application-oriented algorithms to be designed from.

Fig. 1 The Conceptual Framework [33]. This can be seen as a methodology to develop novel AIS
allowing true interaction between disciples where all can benefit, and, a way of thinking about the
scope of AIS and how that has broadened over the years once again

As noted by Stepney et al. [33] each step in the standard conceptual framework
is biased, be it modelling some particular biology mechanism or designing an al-
gorithm for which there is an intended end product or specific concept. The first
instantiations of the conceptual framework will produce models specific to certain
biological systems and algorithms for solutions to specific problems. One could at-
tempt to produce a computational framework based on some biology without a par-
ticular end algorithm/application in mind, that is examining biology and hoping to
come across something applicable to a generic computational problem. This, how-
ever, would seem to be a very difficult task and one has to ground the development
of AIS in some form of application at some point. Therefore, it is far easier to orient
these steps toward some particular problem giving necessary focus to the modelling
work [34].
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4 Towards Immuno-engineering

From an engineering perspective, there is a need to design, develop and implement
design libraries derived from the immuno-engineering principles, tested in diverse
practical exemplars ranging from a self-contained and self-maintaining piece of
hardware, such as a network switch that reduces downtime and error-propagation
on the internet, to a ubiquitous sensing system with reliable message passing that
could be embedded into buildings resulting in a system that could rapidly detect
and localise survivors following building collapse. From a biological perspective,
by focussing on the immune system as a computational system we will deliver a
framework in which it is possible to reframe experimental immunological data and
ask new experimental questions. For example, we might ask how the state of a de-
veloping tumor can influence the state of the tissues and therefore how can we in-
duce the immune system to compute this state as abnormal. Recent work in [2] has
developed the notion of the “computation of the state” of the immune system: as
stated earlier, an immuno-engineering approach should take this into account. Such
an interdisciplinary endeavor will thus potentially impact on the understanding of
disorders of immune activity such as autoimmune diseases and cancer.

To provide this bridge between immunology and engineering, there is a potential
need to utilise state-based modelling techniques which fit well with a computational
view of the systems. On the one hand, these will provide a realistic and intuitive
environment for immunologists to complement traditional mathematic modelling
such as differential equations and, on the other, they can be readily transformed
into engineering solutions. One such approach is the π-calculus [35]. This is a for-
mal language used to specify concurrent computational systems. Its defining feature
that sets it apart from other process calculi is the possibility of expressing mobil-
ity. This allows processes to “move” by dynamically changing their channels of
communication with other processes, thus one can model networks that reconfig-
ure themselves. The π-calculus allows composition, choice, and restriction of pro-
cesses which communicate on potentially private complementary channels. There is
a growing similarity between the parallelism and complexity of computer systems
today and biological systems. As noted by [36] computational analysis tools such
as the π-calculus are just as applicable to biology as they are to computing.

4.1 What do we need to do for Immuno-engineering?

The properties we wish to endow on engineered systems are currently exhibited
only by those complex living systems whose immune systems comprise an innate
component which endows the host with rapid pre-programmed responses and an
adaptive component which is capable of learning through experience. Much of the
desired functionality of the system arises from the interplay between these subsys-
tems and the regulatory effect they have on each other. Together, these operate over
multiple timescales, from seconds to the entire lifetime of the organism. Therefore,
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the modelling of both innate and adaptive components, paying particular attention
to the interface between them, enables us to push the boundaries of biologically
inspired computing and engineering.

In order to achieve our aim of laying the foundations for immuno-engineering, a
number of key objectives need to be achieved:

1. derive mathematical models of the interplay between the innate and adaptive
immune systems

2. develop and verify computational models that capture the interplay of innate and
adaptive immunity

3. implement an immuno-engineering design and implementation library
4. develop and assess immuno-engineering insights to inform modulation of the

natural immune system
5. deploy and evaluate the immuno-engineering library in a diverse set of case

studies

5 Instantiating Immuno-engineering

In order to develop the Immuno-engineering approach a combination of the concep-
tual framework [33] and the problem-oriented perspective [34] can be adopted and
requires interactions between computation, mathematical analysis, practical imple-
mentation, and biological experimentation. These will be rooted in the conceptual
framework [33], which formulates the principled abstraction of bio-inspired algo-
rithms through a process of mathematical modelling, computational modelling, and
algorithm development for application domains, and makes use of the problem-
oriented perspective [34] through the use of case studies to develop and refine the
Immuno-engineering libraries.

Work should be based on a combination of mathematical and computational
modelling, which leads to the development of an immuno-engineering library. This
library should be tested on a number of carefully selected, realistic and diverse case
studies that exhibit a broad and diverse spectrum of engineering features, thus al-
lowing for the refinement of the approach. The library should thus be exercised in
various different forms (in hardware or software, in open or closed environments),
and therefore be tested and evaluated. Such suitable case studies might include web-
mining, condition-monitoring and distributed sensing, in line with suggestions for
future applications of AIS [21] which emphasises the notion of dynamic, life-long
learning and homeostasis. In addition, elements of our immuno-engineering library
should be used to computationally model aspects of the human immune system,
which will help inform in vitro experiments: hence, all disciplines in this endeavor
will benefit from the whole approach.

Figure 2 illustrates the interdisciplinary nature of the work. In order to develop
the Immuno-engineering approach we would advocate focussing on the develop-
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theoretical immunology and mathematics). Once mathematical models have been
developed, we can proceed to develop computational models from them: this will
lay the foundation for developing immuno-engineering and develop an immuno-
engineering library. This library will bridge the gap between experimental im-
munology and engineering, thus breaking the mould of typical biologically inspired
computing, which simply jumps from simplistic views of biological systems straight
to simplistic engineered solutions, in line with the approach advocated in [33]. With
the adoption of this method, it should be possible to generate a set of mathematically
sound, biologically grounded techniques applicable to engineering. In addition, the
library will drive further investigations into experimental immunology.

5.1 Modelling and Immuno-Ecology

Modelling provides us with a fundamental insight into the workings of the im-
mune system. Inherent in our proposal is the desire to gain a detailed understanding
of immunological principles which will ultimately lead to the development of the
immuno-engineering library. Modelling affords us the opportunity to investigate a
complex system from different perspectives: from the level of individual compo-
nents (molecules and cells), to the level of populations of cells, to an overall sys-
tems level. For the modelling, a wide variety of options are open, all with their
own advantages and disadvantages [23] such as dynamical systems, optimal con-
trol theory, information and coding, probability, stochastic π-calculus and complex
network theory.
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5.1.1 Modelling of Information Processing

A central part of the interaction between the innate and adaptive immune system is
the process by which antigen is recognised. In order to derive mathematical mod-
els of antigen processing, one could adopt an information-theoretic approach to the
identification of antigens, regarding them as salient chunks of data to be processed
by the immune system. Antigens usually take the form of proteins which are recog-
nized as being “foreign” by the immune system, and, for this recognition to occur,
suitable features of the structure and composition of the protein must first be iso-
lated. The latter is achieved by immune cell receptors which bind to specific chunks
of the antigen. Regarding proteins as streams of data will enable the use of informa-
tion theory to model the processing of such data.

Having obtained an abstract representation of antigen processing, it should then
be possible to produce dynamic models of the regulation of receptor-bearing agents,
based on, for example, optimal control theory. These would involve both continuous
and discrete dynamics (differential and difference equations respectively). By per-
forming analytical studies of the mathematical models, their asymptotic behaviour
can be determined. These dynamical systems will also be converted into numerical
simulations suitable for developing computational models, which will provide nu-
merical predictions that can be compared with the results of the development of the
algorithms.

5.1.2 Modelling of Network Topologies

It is possible to examine the way that the overall response is mediated by the net-
work of signals created by cytokines. A sensible approach would be to extract some
generic topological features by focusing on particular small subsets of the immune
network, chosen for the relevance to the desired engineering properties. In order to
do this one could look towards complex network theory, using as a starting point
the models of Barabasi, Watts & Strogatz, and extending this with ideas of Alon
on network motifs for biological systems [37]. Specific subsets of immunological
networks to be examined include: self regulation and switching between immune
cell responses such as T-helper cells e.g. Th1/Th2; innate modulation of adaptive
immune response via the complement system (which helps clear pathogens from an
organism); mutually inhibitory effects of cytokines such as IL4 and IFγ upon one
another.

Network models of specific subsystems such as these will be developed, and can
then be tested against experiments, leading to further refinement of these models.
Through the biological experiments it should be possible to verify features of the
local topology of subsystems within immune networks. It would be possible to in-
vestigate how the particular architecture of these networks affects the robustness of
their response, allowing the selection of suitable network motifs to be incorporated
into the development of the Immuno-engineering library.
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5.2 Immuno-engineering Library

Adopting a problem-oriented approach [34] it should be possible to determine the
immuno-requirements of the case studies helping to drive the research and deter-
mine the relevant Immuno-Ecology and Immuno-Informatics principles. From these
bio-specific principles, it will be possible to develop abstract descriptions in the
form of UML (statecharts, sequence diagrams) and develop design patterns [38]
that capture salient properties and encapsulate constraints. Their properties could
be analysed to ensure that they have not lost the desired immuno-properties during
abstraction. This should be iterated as appropriate, incorporating extra components
as discovered through the modelling work and the case studies. The output of this
task would comprise generative pattern languages of immuno-engineering analysis
and design: tools that aid a system designer in analysing a specific application, and
in applying immuno-engineering principles and concepts to its particular sensors,
tasks, and embodiment that respects the biological underpinnings.

The abstractions and pattern languages that have now been developed will
provide the foundation for building a software library for developing immuno-
engineered systems. This would result in an implementation library in the form of
architectures and algorithms that can be instantiated in the case studies. One of the
fundamental properties of the immune system is that it is a highly parallel system of
communicating agents. Therefore, consideration should be given to potential paral-
lel processing architectures, platforms and programming languages and determine
which will allow the immuno-engineering properties to be implemented effectively,
and what physical constraints they will impose. For example, technologies such as
VHDL, JSCP and occam-π allow for the development of truly parallel software
systems and allow for a natural mapping from the stochastic-π calculus.

5.3 Experimental Immunology

Central to the concept of immuno-engineering is the ability to employ immuno-
engineering principles in the context of actual experimental immunology. Immuno-
engineering principles and mathematical models developed through this process
should direct experimental work. Indeed, one of the major motivations for the use
of modelling in experimental work is to make use of the predictive nature of the
models and to tie them closely to experimental work: otherwise models are devel-
oped in a vacuum. We do not expect that work from experimental immunology will
feed directly into the development of algorithms, but rather assist in the validation
of immuno-engineering principles, which will then feedback into the development
of models which then influences the library development. We now discuss possible
avenues for experimental work in the context of immuno-engineering.
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5.3.1 Cytokine Interactions

As a starting point for part experimental work, we would propose the testing of cy-
tokine interaction models which can be done using in-vitro systems. In such experi-
ments, control of the T-helper subset balance by innate signals derived from allergen
can de demonstrated: proteolytically active allergen favoured the development of T-
cells producing of IL4 (T-helper 2, Th2), and reduced numbers of interferon gamma
producing T- cells (T-helper 1, Th1).

5.3.2 Regulatory Interactions

From insights gained from the modeling and immuno-engineering phases, these
models can be developed to study regulatory interactions between cytokine pro-
ducing subsets of cells. Multi-parameter flow cytometry and intracellular staining
can be used (which allows visualisation of actual immune cells in a test-tube) to
analyse cytokine profiles at the single cell level. Such techniques are able to analyse
6 colours of fluorescence simultaneously, allowing detailed characterisation of large
populations (at least 106 individual cells) of responding lymphocytes. This approach
has been used to model signalling molecule relationships [39]. The complexity of
cytokine mediated control mechanisms has recently been emphasised by the de-
scription of a new helper T-cell subset producing interleukin 17 (Th17), which may
have a critical role in immune mediated tissue damage and cancer [40]. Modelling
of these complex interactions may provide a basis for intervention in this important
group of diseases

5.4 Case Studies and a Comment on Applications of AIS

The case studies should be used to utilise and evaluate the architectures and algo-
rithms developed as part of the above process. In combination, such case studies
should display a range of immuno-informatics characteristics e.g. virtual, physical,
open, dynamic and a range of space and time scales. The diversity of these character-
istics should ensure that after case study development and feedback, the applicable
scope of the immuno-engineering library will be sufficiently broad to support a wide
range of applications.

Hart and Timmis [41] state that considering the application areas to date, AIS
have been reasonably successful but, as yet, do not offer sufficient advantage over
other paradigms available to the engineer. To address this and therefore tap the unex-
ploited potential of AIS, one of the suggestions they make is that life-long learning
is a key property of the immune system but true life-long learning, whereby a system
is required to improve its performance as a consequence of its lifetime’s experience,
has not been utilised in AIS. Hart and Timmis propose a list of features they believe
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AIS will be required to possess a combination of, if the field of AIS is to carve out
a computational niche. These future AIS features, quoted verbatim from [21], are:

1. They will exhibit homeostasis
2. They will benefit from interactions between innate and adaptive immune models
3. They will consist of multiple, interacting components
4. Components can be easily and naturally distributed
5. They will be required to perform life-long learning

As for the future roles of AIS, Garrett [17] states that the biggest difficulty facing
AIS is the lack of application areas to which it is clearly the most effective method.
It is suggested that hybrid AIS may help to provide more powerful methods to solve
certain problems. The current types of AIS used are also classified by Garrett into
those that detect antigens (negative selection and danger theory models), and those
that focus on destroying them (clonal selection and immune network models). It
is pointed out, however, by Garrett [17] that the immune system has more to offer
than this, with the mechanisms of the innate immune system and the view that the
immune system is a homeostatic control system, being highlighted as future areas
for AIS to exploit, and indeed this call seems to be taken up in a small part in recent
times [42, 43, 44]. Concurring with the above, Bersini [45] argues that the immune
system is much more than a simple classifier and performs much more than “pattern
matching” and urges people in AIS to think about applications that are far removed
from such applications which are the dominant force in AIS [23]. This challenges
the community to find that niche application that AIS alone can tackle. This may
come in the form of certain engineering type applications such as robotics and real-
time systems where the system is embodied in the world and needs to be able to
cope with extreme challenges that are constantly changing. Adopting an Immuno-
engineering approach should enable us to begin to tackle this challenges.

6 Conclusions

In this paper, we have presented a new way of thinking about the development of
immune-inspired systems and we have proposed the Immuno-engineering approach.
Currently, like many bio-inspired paradigms, Artificial Immune Systems (AIS) are
pale counterparts to their natural system. This is not to say that AIS should be like an
immune system or copy exactly what the immune systems does, this would lead to
not only complexity issues when instantiating such AIS, but also conceptual issues:
just because the immune system does something it does not mean that we should
do the same in an engineering context. Rather, we advocate the interdisciplinary in-
teraction to develop biologically grounded, theoretically understood and well tested
Immuno-engineering principles that can be deployed in a wide variety of application
domains. Should such an Immuno-engineering approach be developed, we believe
that AIS will then begin to not only capture the computationally interesting prop-
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erties of the immune system, but be able to make a significant contribution to the
immunology that serves as its inspiration.
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