Chapter 5

Polyconvex, quasiconvex
and rank one convex
functions

5.1 Introduction

We now turn our attention to the vectorial case. Recall that we are considering
integrals of the form

1(u)=/9f(a:,u(as),vu(a:))dx

where
- C R™ is an open set;
- u:Q — RY and hence Vu € RV*™,
SO RN xRVX SR f = f(2,u,&), is a Carathéodory function.

While in Part I we were essentially concerned with the scalar case (N =1
or n = 1), we now deal with the vectorial case (N,n > 1). The convexity of
& — f(z,u,€) played the central role in the scalar case (N = 1 or n = 1),
see Chapter 3. In the vectorial case, it is still a sufficient condition to ensure
weak lower semicontinuity of I in WP (Q; RN ) ; it is, however, far from being
a necessary one. Such a condition is the so-called quasiconvezity introduced by
Morrey. It turns out (see Chapter 8) that

f quasiconvex < [ weakly lower semicontinuous.

Since the notion of quasiconvexity is not a pointwise condition, it is hard to
verify if a given function f is quasiconvex. Therefore one is led to introduce
a slightly weaker condition, known as rank one convexity, that is equivalent
to the ellipticity of the Euler-Lagrange system of equations associated to the
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functional I. We also define a stronger condition, called polyconvexity, that
naturally arises when we try to generalize the notions of duality for convex
functions to the vectorial context. One can relate all these definitions through
the following diagram

f convex = f polyconvex = f quasiconvex =- f rank one convex.

We should again emphasize that in the scalar case all these notions are equivalent
to the usual convexity condition.

The definitions and main properties of these generalized notions of convexity
are discussed in Section 5.2.

In Section 5.3, we give several examples. In particular we show that all the
reverse implications are false.

Finally, in an appendix (Section 5.4), we gather certain elementary properties
of determinants.

5.2 Definitions and main properties

5.2.1 Definitions and notations

Recall that, if £ € RVX" we write

g e 3 |
e=| =] [ =E e =)
g &Y 3
In particular if u : R® — RN we write
oul ou!
Vu = : ) :
ou™N ouN
0x1 0z,

We may now define all the notions introduced above.

Definition 5.1 (i) A function f : RVN*" — R U {+oc} is said to be rank one
convex if

FAE+A=Xn) <A+ A=A f(n)

for every X € [0,1], &, € RV*™ with rank {¢ — n} < 1.
(ii) A Borel measurable and locally bounded function f : RN*" — R is said

to be quasiconvex if

1
meas D

£ < /Df(fwso(x))da:
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for every bounded open set D C R", for every & € RVN*" and for every ¢ €
Wy (D;RY) .

(iii) A function f : RNX" — R U {+oc} is said to be polyconvex if there
exists F: R™(™N) — RU {400} convez, such that

f&)=F(T()),
where T : RV>" — RT(N) 4g such that
T(§) = (§adjy &, ,adj,an §) -

In the preceding definition, adj, & stands for the matriz of all s x s minors of
the matriz ¢ € RVN>*" 2 < s <n AN =min{n, N} and

(N i= S o). uhere o(s)im () (") = N
g ST )P (N —s) ()

(iv) A function f : R™ — R U {400} is said to be separately convex, or
convex in each variable, if the function

x; — f(z1,- ,Tim1, Ti, Tig1, -+ Tm) 1S convex for every i =1,--- m,

for every fized (1, -+ ,@i_1,Tiz1, * ,Tm) € RTL

(v) A function f is called polyaffine, quasiaffine or rank one affine if f and
—f are, respectively, polyconvex, quasiconvex or rank one convez.

Remark 5.2 (i) The concepts were introduced by Morrey [453], but the ter-
minology is that of Ball [53]; note, however, that Ball calls quasiaffine functions
null Lagrangians.

(ii) If we adopt the tensorial notation, the notion of rank one convexity can
be read as follows: the function ¢ : R — RU{+00}, ¢ = ¢ (), defined by

et):=f(E+ta®d)

is convex for every ¢ € RV*" and for every a € RY, b € R", where we have

denoted by
i<N

a®b= (aiba)iagn .

(iii) It is easily seen that in the definition of quasiconvexity, one can replace
the set of test functions Wy by Cg° (D;RN).

(iv) We will see in Proposition 5.11 that if in the definition of quasiconvexity
the inequality holds for one bounded open set D, it holds for any such set.

(v) We did not give a definition of quasiconvex functions f that may take
the value 400, contrary to polyconvexity and rank one convexity. There have
been such definitions given, for example by Ball-Murat [65] and Dacorogna-
Fusco [186] (see also Wagner [594]), in the case where f is allowed to take the
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value +o00. However, although such definitions have been shown to be necessary
for weak lower semicontinuity, it has not been proved that they were sufficient
and this seems to be a difficult problem. The notion of quasiconvexity being
useful only as an equivalent to weak lower semicontinuity we have disregarded
the extension to the case RU {+o0} ; while those of polyconvexity and rank one
convexity will be shown to be useful.

(vi) We have gathered in Section 5.4 some elementary facts about determi-
nants and adj, of matrices. Note that in the case N = n = 2, the notion of
polyconvexity can be read as follows

T (&) = (§,det§), f(§) = F (& det§).

(vii) In the definition of polyconvexity of a given function f, the associated
function F' (ie. f(§) = F(T (£))) in general is not unique. For example, let

N=n=2,
¢l 5%)
€=
(G
FEO=IE’ =E)+E)*+ @)+ ()’

2 2
= (&1 - &) + (& +€f) +2dete
Let Fy, F» : R® — R be defined by

{ c(1)=4,0(2) =1, 7(n,N) =7(2,2) =5,

and

2 2
Fi(&a):= ¢ and Fy(&a):= (& - &) + (& +&) + 2
Then F; and Fy are convex, Fy # Fy and

f(&)=F(T())=Fi(§detl) = F> (T (§)) = F2 (&, det§).

We will see, after Theorem 5.6, that using either Carathéodory theorem or the
separation theorem one can privilege one among the numerous functions F.

(viii) The notion of separate convexity does not play any direct role in the
calculus of variations. However it can serve as a model for better understanding
of the more difficult notion of rank one convexity.

(ix) We will see (see Theorem 5.20) that the notions of polyaffine, quasiaffine
or rank one affine are equivalent. Therefore the first and third concepts will not
be used anymore. O

5.2.2 Main properties

In Section 5.3, we give several examples of polyconvex, quasiconvex and rank
one convex functions, but before that we show the relationship between these
notions. The following result is essentially due to Morrey [453], [455].
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Theorem 5.3 (i) Let f : RV*" — R. Then
f conver = f polyconver = f quasiconvex = f rank one convex.
If f : RV>" S RU {400}, then
f conver = f polyconvex = f rank one convex.

(i) If N =1 or n =1, then all these notions are equivalent.

(iii) If f € C? (RNX") , then rank one convezity is equivalent to Legendre-
Hadamard condition (or ellipticity condition)

N n 2
> > Y iz 0
i=1 g1 962085

for every X € RN |y € R, € = (53)1951\7

NXxn
1§a§n€R .

(iv) If f : RN>" — R s convex, polyconver, quasiconvex or rank one conver,
then f is locally Lipschitz.

Remark 5.4 (i) We will show later that all the counter implications are false.

- The fact that
f polyconvex # f convex

is elementary. For example, when N = n = 2, the function
f (&) :=detg

is polyconvex but not convex.

- We will see several examples (with N,n > 2), notably in Sections 5.3.2,
5.3.8 and 5.3.9, of quasiconvex functions that are not polyconvex so that we
have

f quasiconvex # f polyconvex.

However, there are no elementary examples of this fact.
- The result that

f rank one convex # f quasiconvex

is the fundamental example of Sverak (see Section 5.3.7), which is valid for
n > 2 and N > 3. However it is still an open problem to know whether f
rank one convex implies f quasiconvex, when N = 2 (so, in particular, the case
N =n =2 is open).

(ii) The Legendre-Hadamard condition is the usual inequality required for
the Euler-Lagrange system of equations and is known in this case as ellipticity
(see Agmon-Douglis-Nirenberg [7]).
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(iii) It is straightforward to see that

f rank one convex = f separately convex.

However, the reverse implication is false, as the following example shows. Let
N =n=2and
f&) =66,

This function is clearly separately convex but not rank one convex. O

Before proceeding with the proof of the theorem, we give a lemma involving
some elementary properties of the determinants.
Lemma 5.5 Let £ € RVX" and T (€) be defined as above.

(i) For every £&,m € RN*™ with rank {¢ —n} < 1 and for every X € [0,1],

the following identity holds:
T+ A =Nn)=AT )+ (1 =N)T(n).

(ii) For every D C R™ a bounded open set, ¢ € RN*" ¢ VVol’Oo (D;RY),
the following result is valid:

1
meas D

T (&) =

/ T (€ + Vo (2)) da.
D

Proof. The proof is elementary and can be found in Proposition 5.65 and
Theorem 8.35. We give here, for the sake of illustration, the proof in the case

N =n = 2. We then have ) .
5_(51 @)
o8

T (€)= (&,deté) = (&1, &, &, &, 66 — &&7).-
(i) Since rank {¢€ — n} < 1, there exist a,b € R? such that

f% + albl 521 + a1b2
f% + &2b1 f% + &2b2 '

and

n=§+a®b= (
We therefore get that

det M+ (1—=XN)n) = det(E+(1—-N)a®bd)
= Adet{+ (1 —A)detn.

We then deduce that, whenever rank {¢ —n} <1,

TAHA=XNn) = A+ =A)ndet (A + (1 —=A)n))
AT () + (1 =NT(n).
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(ii) The proof is similar to the preceding one. Note first that if ¢ €
C? (D;]RQ) , then

0! 0?0t Op? 0 1 0¢? 9, 10
etV = S 0m  dmom 0P 053) " 952 G

Integrating by part the above identity, we have that, if ¢ € C? (D; R?), then

det £ meas D = /[det§+§1a(p 52&0 f%gi —51 +detV<p]d

/ det (£ + Vo (z))dx
D

By density, the above identity holds also if ¢ € WO1 >0 (D; Rz) . We then deduce
that for every ¢ € Wy ™ (D;R?), we must have

T (¢) measD = (/D E+Vep (x))dx7/D det (£ + Vo (2)) dx)
/DT(£+V<p(x))dx

This concludes the proof of the lemma. Il
We may now proceed with the proof of Theorem 5.3.
Proof. Part 1: f convex = f polyconvex. This implication is trivial.

Part 2: f polyconvex = f quasiconvex. Since f is polyconvex, there exists
F:R7(N) R convex, such that

Using Lemma 5.5 and Jensen inequality we obtain

T (§+ Ve (2)))de

meas D meas D

/ f(€+ Vo (1)) do =

T (§+ Ve (x))dr) = F(T(£)) = f (&),

meas D

for every bounded open set D C R, for every £ € RY*" and for every ¢ €
VVO1 >0 (D; RV ) . The inequality is precisely the definition of quasiconvexity.

Part 8: f quasiconvex = f rank one convex. The proof is similar to that
of Theorem 3.13 of Chapter 3. Recall that we want to show that

AL+ =Nn) <AfEO+L-N)f(0)

for every A € [0,1], &1 € RYX" with rank {¢€ —n} < 1. To achieve this goal
we let € > 0 and we apply Lemma 3.11. We therefore find disjoint open sets
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D¢, D, C D and ¢ € W™ (D; RY) such that

|meas D¢ — Ameas D| <€, |meas D, — (1 — \)meas D| < e
(1-N(€—n) ifzeD
Vp(x)=
—A(&—n) if x € D,
Vel <7

where v = v (&,m,D) is a constant independent of e. We may then use the
quasiconvexity of f to get

/f<A5+<1—A>n+w<x>>dx

D

- f(f)dx+/ f(n)d:c+/ FOE+ (1= N+ Vo (2)) da
Dg Dr] D(D§UD’I)

> f(A+ (1 —A)n)measD.

Using the properties of the function ¢ and the fact that € is arbitrary, we have
indeed obtained that f is rank one convex.

Part 4. If we now consider the case where f : RVN*" — R U {+oco}, the
first implication: f convex = f polyconvex is still trivial. The implication
f polyconvex = f rank one convex is also elementary if we use Lemma 5.5.
Indeed since f is polyconvex, there exists F : R™™N) — R U {400} convex so
that

f(&)=F(T()-

Let A € [0,1], &7 € RY*™ with rank {¢ —n} < 1, then, using Lemma 5.5,
we get

FAE+ (T =XN)n)

FIAE+ 1 =Nn)=FATE)+1-NT#))
AF(T (&) + (L =N F (T (n) =Af (&) + (1 =) f(n)

which is precisely the rank one convexity of f.

IA

(ii) The second statement of the theorem, asserting that if N =1orn =1,
then all the notions are equivalent, is trivial.

(iii) We now assume that f is C? and rank one convex, that is

pt):=f(E+tAopn)

is convex in t € R for every £ € RV*™ and for every A € RY, 1 € R™. Since ¢ is
also C2, we obtain immediately Legendre-Hadamard condition, by computing
¢" (t) and using the convexity of .

(iv) The last part of Theorem 5.3 is an immediate consequence of Theorem
2.31 of Chapter 2, since a rank one convex function is evidently separately
convex. i
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5.2.3 Further properties of polyconvex functions

We now give different characterizations of polyconvex functions that are based
on Carathéodory theorem and separation theorems. The next result is due to
Dacorogna [177] and [179], following earlier results of Ball [53].

We first recall the notation that for any integer I
Ars={A=(n -, A):A >0 and Y\ =1}

Theorem 5.6 Part 1. Let f : RV*X" — R U {+o0}, then the following two
statements are equivalent:

(i) f is polyconvex;
(i) the next two properties hold:

e there exists a convex function ¢ : R™ — RU {400}, where 7 = 7(n,N),
such that

f(§)>c(T () for every & e RN™ (5.1)
o for every & € RVNX" X\ € A4, satisfying
STINT (&) =T(X g, (5.2)
then
FOSEING) ST NS (&) (5.3)
Part 2. If (ii) is satisfied and if F : R™ — RU {+oo} is defined by
F(X)=mt{ S5 N (@) he A, DI AT @) =X}, (54)
then F' is convex and
F(€) = F(T(€) for cvery € € RV<™, (5.5)

Moreover, for every X € R7,
F(X)= sup{G(X):G:R™ - RU{+c0} convex
and f (§) = G (T (€)), VE e RV}

Part 3. Let f : RNX" — R, i.e. f takes only finite values. Then the following
conditions are equivalent:

(i) f is polyconver;
(iii) for every & € RN*" there exists 3 = (3 (€) € R” such that

F) =z F©)+(B(&):T ) —T()) (5.6)

for every n € RVN*" and where {-;-) denotes the scalar product in R”.
Part 4. If (iii) is satisfied, then the function

h(X):= sup {{B(£); X =T (&) + (&)} (5.7)

EGRNX"

is conver, takes only finite values and satisfies

F(&) =h(T(€)) for every & € RN*™, (5.8)
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Example 5.7 Let N =n = 2. Then (5.3) and (5.2) become

FOS M€ ) < S0 Nf (&)
S0 Aidet (&) = det( 35, Ni&i)
and (5.6) is read

Fm) = f )+ (v (&);n—& +6(E) (detn — det §)
where v (£) € R?*2 and § (¢) € R. o

Remark 5.8 (i) The above theorem is a direct adaptation of Carathéodory
theorem and the separation theorems for polyconvex functions.

(ii) The condition (5.1) in the theorem implies that F' defined in (5.4) does
not take the value —oo.

(iii) The theorem is important for the following reasons.

- It gives an intrinsic definition of polyconvexity, in the sense that it is not
given in terms of convexity properties of an associated function F.

- As already mentioned in the definition of the polyconvexity of a given
function f, the associated convex function F' is not unique. Equation (5.4)
allows us to privilege one such function F. A similar remark can be done using
(5.7), as was also observed by Kohn and Strang [373], [374].

-If £ RV*X™ S R (ie. f takes only finite values), then F defined by (5.4)
also takes finite values.

(iv) In view of the above remark we can conclude that if f takes only finite
values then (i), (ii) and (iii) of Theorem 5.6 are equivalent.

(v) Some other properties of polyconvex functions in the cases N =n = 2
or N =n = 3 are given by Aubert [39]. &

Proof. We follow here the proof of Dacorogna [177], [179], inspired by earlier
considerations by Ball [53], which were based on results of Busemann-Ewald-
Shephard [110] and Busemann-Shephard [111].

Parts 1 and 2. (i) = (ii). Since f is polyconvex, there exists F : R™ —
RU{+o0}, 7 =7(n,N), convex such that

f(&)=F(T()- (5.9)

The existence of a function c is trivial, just choose ¢ = F. The convexity of F'
coupled with (5.2) gives immediately (5.3).

(ii) = (i). Assume that (5.3) holds for every (\;,&;),1 < ¢ < 7+ 1,
satisfying (5.2). We wish to show that there exists F : R™N) — R U {400}
convex satisfying (5.9). Let I > 74+ 1 (7 =7(n,N)) be an integer and for
X € R7 define

Fr(X) :=if{ S Nf(&): e Ar, S AT (&) =X} (5.10)
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We will show that Fy satisfies (5.9) and that one can choose I = 7+ 1, without
loss of generality, establishing hence (5.4). The proof is divided into four steps.

Step 1. We first show that F7 is well defined.

Step 2. We next prove that I can be taken to be 7+1 in (5.10) without loss
of generality and we therefore denote F; by F' (satisfying then (5.4)).

Step 3. We then show that F' is convex.
Step 4. We finally establish that F satisfies (5.5).
We now proceed with the details of these four steps.

Step 1. Let us start by showing that F7 is well defined. To do this we must
see that given X € R7(™N) and I > 7 + 1, then there exist A € A; and & such
that > AT (&) = X. In view of Carathéodory theorem, this is equivalent to
showing that

coT (RN*") = R, (5.11)

where co M denotes the convex hull of M and

T (RV") = {X € R7M): there exists € € RV with T (§) = X }.

In order to establish (5.11), we proceed by contradiction. Assume that
co (T (RV*")) #R".

Then from the separation theorems (see Corollary 2.11), there exist 0 # « €
R™, 8 € R, such that

co (T (RY*™)) cV:={X eR": (; X) < B} (5.12)

where (-;-) denotes the scalar product in R™, 7 = 7 (n,N). Recall from the
definition of polyconvexity that

nAN

T(n,N) =Y o(s)

s=1

where o (s) = (N) (™). We then let for X € R™("N)

S

X = (X1, Xy, -, Xpan) € RZD x RIG) 5.0 REAN) — RT(0N)

and similarly for o € R™. We may then write

nAN
<04;X> = Z <as§Xs>'
s=1
Since @ # 0, there exists t € {1,--- ,n A N} such that a; # 0 while a; = 0
if s <t (if aq # 0, then take t = 1). We now show that (5.12) leads to a
contradiction and therefore (5.11) holds. Let & € R¥*™ and therefore

T (f) = (§7adj2 67 e 7adjn/\N g) eT (RNXH) CcoT (]Ran) .
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We choose ¢ € RV*™ such that
(T (§)) = (o adj; ) # 0.

This is possible by choosing (N —t) lines of £ to be zero vectors of R™ and
choosing the other ¢ lines of £ so that (a:;adj, §) is non-zero.

Let A € R be arbitrary and multiply any of the ¢ non zero lines of &
by A. Denote the obtained matrix by 7. We then have T (n) € T (RV*")
CcoT (RNX”) and

(s T () = (s adjy n) = Alag; adj, §) = Aa; T'(E)) -

Using (5.12), we deduce that T'(£),T (n) € V, i.e.

(T () <p
(T () = Mo T(€)) < -
The arbitrariness of A and the fact that (a; 7T (§)) # 0 lead immediately to a
contradiction. This completes Step 1.

Step 2. We now want to show that in (5.10) we can take I = 7+ 1. This is
done as in Theorem 2.13.
Solet X € R™, & € RY*™ and X € A; be such that

I
X =Y NT(&).
i=1
We first prove that there is no loss of generality if we choose I = 7 4 2. Define
T (epi f) i= {(T () ,a) € R” x R : [ (€) < a} C R7H,
We then trivially have that (T (&), f (&) € T (epi f) and if A € A, we get

(X, i NS (&) = St N (T(&), f (&) € coT (epi f).

Using Carathéodory theorem, we find that in (5.10) we can take I = 7 + 2. It
now remains to reduce I from 7+ 2 to 7 + 1 and this is done as in Theorem
2.35. We show that given X, T (&) € R™, 1 <i < 7+2, f:RV*" — RU{+o0}

and « € Ao with
T+2

> T (&) =X, (5.13)
i=1
then there exist 8 € A,1o such that at least one of the 8; = 0 (meaning, upon
relabeling, that 8 € A;41) and

T+2 T+2 T+2

DOBif (&) <Y aif (&) with Y BT (&) =X. (5.14)
i=1 i=1 i=1
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It is clear that (5.14) will imply Step 2. Assume all ; > 0 in (5.13) and (5.14),
otherwise (5.14) would be trivial. Since from (5.13), we have

XECO{T(€1)7"' 7T(€T+2)} CRT?

it results, from Carathéodory theorem, that there exists a € A, o with at least
one of the a; = 0 such that

T+2

Yoar (&) =X.
i=1

We may assume without loss of generality that

T+2 T+2
dYoaif (&) > aif (&), (5.15)
i=1 i=1

otherwise choosing 8; = &; we would immediately obtain (5.14). We then let
J={ie{l, -, 7+2}:a; —a; <0}.

Observe that J # (), since otherwise a; > @; > 0 for every 1 < i < 7+ 2 and
since at least one of the a; = 0, we would have a contradiction with E::f o =

lef a; = 1 and the fact that «; > 0 for every i. We then define
Qg

A= min{= }

icJ oy — o

and we have clearly A > 0. Finally let
0; ::ai+)\(ai—&i)7 1< <7+ 2.

We therefore have

T+2 T+2
B; >0, Zﬂi =1, at least one of the 3; =0, Z@'T(&') =X
i=1 i=1

and from (5.15)

T+2 T42 T+2
DBf &) = D ef (&) +ADY ] (ai—a) f(&)
i=1 i=1 i=1

T+2

< Zouf (&)

We have therefore obtained (5.14) and this concludes Step 2. Since I can be
taken to be 7 + 1, we will then denote F; by F (i.e. (5.10) can be replaced

by (5.4)).
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Step 3. We now show F is convex. Let A € [0,1], X,Y € R”. We want to
prove that
AMF(X)+Q-NFY)>FQAX(1-)NY).

Fix € > 0. From (5.4) we deduce that there exist A\, u € A,41 and &;, n; € RV*"
such that

T+1 T+1
AF(X)+ (1 =NFY)+e= 2> Nf (&) + 0 =X wf(m), (5.16)
i=1 i=1
with
T+1 T+1
SONT (&) =X, > T () =Y. (5.17)
i=1 i=1
For1<i<7+41,let
{ i = A\ Ci =&
Xi+7+1 =1-XNp Ciyry1=m;.

Then (5.16) and (5.17) can be rewritten as
2‘r+2~
AF(X)+ (1= NF(YV)+e= 3 Mf(Ch) (5.18)
i=1
with X S A27-+2 and
27+2~
S ONT(C)=AX+(1-N)Y. (5.19)
i=1

Taking the infimum in the right hand side of (5.18) over all Xi, C; satisfying
(5.19), using (5.10) and Step 2 we have
AF(X)+(1=NFY)+e>FOAX+(1-\)Y);

€ > 0 being arbitrary, we have indeed established the convexity of F.

Step 4. It now remains to show (5.5), i.e.
F&=F(T(9)
where F' satisfies (5.4), namely
F(X)=inf{ ST N f (&) s ST NT(6) = X ).

We have just shown that F' is convex. Choosing X = T (§) we have from
(5.3), (5.2) and (5.11) that the infimum in (5.4) is attained precisely by f (&),
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hence (5.5) holds. The fact that F' is the supremum over all convex functions
G satisfying
(&) = G(T(§)) for every & € RNV,

follows at once from (5.4). This concludes Part 2.
Parts 3 and 4. (i) = (iii). Since f is polyconvex and finite we may use
Parts 1 and 2 to find F : R™ — R convex and finite satisfying (see (5.4))

(&) =F(T(9))
F(X) = int{ 700 Nf (&) : 7 AT (&) = X )
Since F is convex and finite, it is continuous and therefore (see Corollary 2.51

of Chapter 2), for each X € R", there exists v (X) € R” such that
FY) 2 F(X)+ (7 (X);Y = X)

forall Y € R™. ChoosingY =T (), X =T (&), B(§) =~ (T (£)), we get (5.6),
namely

fm) = £+ {B(&):;T ) —-T()).
(iii) = (i). We define h as in (5.7), namely
h(X) = S {(B(€); X =T (&) + [ (&}

The function h, being a supremum of affine functions, is convex. If X = T'(n)
then (5.6) ensures that the supremum in (5.7) is attained by f () and therefore
we have

f(n)=h(Tm)

as claimed. Moreover, h takes only finite values, since by Part 2 we have h < F)
where F' is as in (5.4). H

We now obtain as a corollary that a polyconvex function with subquadratic
growth must be convex. This is in striking contrast with quasiconvex and rank
one convex functions as was established by Sverak [549] (see Theorem 5.54)
and later by Gangbo [300] in an indirect way; see also Section 5.3.10. We also
prove that a polyconvex function cannot have an arbitrary bound from below,
contrary to quasiconvex and rank one convex functions (see Section 5.3.8).
Corollary 5.9 Let f:RVN*" — R be polyconver.

(i) If there exist o > 0 and 0 < p < 2 such that

FE) <a(+[") for every € € RYX™,

then f is conver.
(i) There exists v > 0 such that

F(&) ==y (1 +[¢"™) for every & e RY*™.
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Proof. (i) Since f is polyconvex and finite, we can find, for every & € RNxn,
according to Theorem 5.6 (iii), 8 = 8 (£) € R” such that

F) = F©)+(B(&):;T () —T (), for every € RV*™. (5.20)

Using the growth condition on f, we find that

FEO+BE);T () -TE)<fn) <a(+n), for every n € RN*".
(5.21)

We can also rewrite it as

nAN

FEO+BE):T ) =T (&) = FE+(Br (&) in— )+ (Bs (&) sadjyn —adj, &)

and hence, for every n € RVxn,

nAN
g+ (B ©)im+ Y (B (&)sadjym) <a(l+n) (5.22)
5=2
where
nAN
g(&) =18 —(B():8) = > (B:(€);adj,&).

Replacing n by tn, with ¢t € R, in (5.22) we get
nAN

g +t(B(€)sm + Yt (Bs (&) :adj,n) < a(1+ [t ")

Letting ¢ — oo, using the fact that n is arbitrary and p < 2, we obtain that
Bs (§) =0 for every s = 2,--- ,n AN. Returning to (5.21) we find that, for every
5 c Ran7

FEO+(BL(&)sn—&) < f(n), for every n € RNV*"

which implies that f is convex. Indeed we have that, for A € [0, 1],

[ JOEHA=N)n) +(E =AM+ A =N)n); 60 (A4 (1= A)n))
fm) JOE+ X=X+ =N+ 1 =Nn);8(A+(L=N)n)).

Multiplying the first equation by A\ and the second by (1 — A\) and adding them
we obtain the convexity of f.

2
2

(ii) The second part of the corollary follows at once from (5.20). More
precisely, we have from (5.20) that, for every £ € RV*"

F&) > f(0)+(B(0);T (&) > —y(1+ &™)

for an appropriate v =~ (f(0),5(0)). R
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Another direct consequence of Theorem 5.6 is that we can easily construct
(see Dacorogna [177]) rank one convex functions that are not polyconvex. We
will see more sophisticated examples in the next sections.

Let N =n =2, &,6,& € R?*2 and A1, A2, A3 € (0,1) be such that

det ({1 — &2) #0, det (& — &) # 0, det (§2 — &3) # 0.

For example we can choose A\; = A2 = A3 = 1/3 and
1 0 0 1 -1 -1
We then define f : R?*2 — RU {400} as

{ 0 if£:§17§27£3

+o00  otherwise.

{ MAA4As=1, 30 Adetg; = det( P, Ai&h)

f(&) =

Proposition 5.10 f is rank one convex but not polyconver.

Proof. Part 1. To show that f is rank one convex, we have to prove that

FOAEHA=Nn) <Af O +L—-N)f(n) (5.23)

for every A € [0,1] and every £, € R?*2 such that rank {¢ — n} < 1. Three
cases can happen.

Case 1. £ # & orn # & for every i = 1,2, 3, then f (§) = +ooor f () = 400
and therefore (5.23) is trivially satisfied.

Case 2. £ = & and n = & with ¢ # j. This case is impossible, since by
construction rank {& — &} = 2 if i # j.

Case 8. £ =n =¢&;, then (5.23) is trivially satisfied.

Part 2. It now remains to show that f is not polyconvex. We proceed by
contradiction. If f were polyconvex, we should have, using Theorem 5.6 and
the construction of (A, &)<, , that

FZL &) < Ty Nf (&)
This is however impossible since the left hand side takes the value +oo while

the right hand side is 0. W

5.2.4 Further properties of quasiconvex functions

We first show that if in the definition of quasiconvexity the inequality holds for
one bounded open set, it holds for any such set.
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Proposition 5.11 Let f : RN*™ — R be Borel measurable and locally bounded.
Let D C R™ be a bounded open set and let the inequality

f(§)measD < /D f(E+Vo(z))dx (5.24)

hold for every € € RV>™ and for every ¢ € VVOI’Oo (D; RN) . Then the inequality

f(€)meas E < /E £ (€ + Vo (2)) da (5.25)

holds for every bounded open set E C R™, for every & € RN*" and for every
¥ € W™ (B;RN).

Proof. = We wish to show (5.25) assuming that (5.24) holds. So let ¢ €
W, > (E;RN) be given and choose first a > 0 sufficiently large so that

ECQq:= (_a,a)n

Define next

v(x) =

Y(z) ifxekE
0 ifreQ,—F

so that v € W™ (Qu; RY).
Let then zo € D and choose v sufficiently large so that

a a

Define next
Lo(w(xz—m0)) ifzexo+1Q,
# (@) ::{ 0 ifz€D— [0+ 1Qu]
Observe that ¢ € W™ (D;RY) and

| s+ Vo)
— F(©meas(D [+ L Qu) [ FE+ Vol (o= a)de

[zo+ % Qa ]
meas @,
V’I’L

= £ () meas(D) - 1 | s veway

meas Q, n meas(Q, —

= F(€) meas(D) — Do 2 [ s vowa

v v
Appealing to (5.24), we deduce that

meas F

f(§)meas(D) < f (£) [meas(D) —

I+ o7 [ Fe+ i) ay

l/n
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which is equivalent to the claim, namely (5.25). B

In some examples (such as Sverak example in Section 5.3.7), it might be
more convenient to replace the set of test functions WO1 "> by the set of periodic
functions.

Notation 5.12 For D := (0,1)", we let

Wy (D;RY) i= {u e Whe (R RY) :u(z+e) =u(z), i=1,--- ,n}

per
where {eq, -, en} is the standard orthonormal basis. &

We therefore have the following.

Proposition 5.13 Let f : RV*" — R be Borel measurable and locally bounded.
The following two statements are then equivalent:

(i) f is quasiconvez;

(ii) for D = (0,1)", the inequality

(e < /D F(€+ Vb (2)) da (5.26)

holds for every & € RN*" and for every ¢ € WL (D;]RN) .

per

Proof. (ii) = (i). This follows at once from Proposition 5.11 and the fact
that
W™ (D;RY) € Wy (D;RY) .

per

(i) = (ii). Let ¥ € WL (D;RY) and observe first that if v € N and if

per

o () = 1 (v)

then, from the periodicity of v, we get

/f(s+ku(x>>d:c=in/ f(s+vw(y>>dy=/f(§+vw(x>>dx.
D v vD D

(5.27)
Choose then n, € C§° (D) such that 0 <7, <1in D,
1 1\"
n,=1on D, := (—,1 - —) and ||Vl e < v
v v

where ¢; > 0 is a constant independent of v.
Let then

o () =1 () Yy (7)
and observe that ¢, € Wy'™ (D;RY) and

IV, — V¢VHL°° = |on —1) Vb, +Vn, ® ¢V||L°°

< 9l
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where co > 0 is a constant, independent of v. Since the function f is locally
bounded we can find ¢3 > 0, independent of v, so that

If(E+ Vi) = fFE+ Vo)l <c3.

Appealing to the quasiconvexity of f, to (5.27) and to the preceding observa-
tions, we find

/f<f+w<x>>da: - /f(€+V<pu(x))daf
D D
4 / (€4 Vb (@) — F (€ + Vo ()] da
D

/ F (€ + Ve, (2) do
D

+/Dw [f (€ + Vi, (2)) — f (€ + Vi, (2))] da
> f(&) —cgmeas(D —D,).

Letting v — oo we have indeed obtained (5.26), as wished. W

5.2.5 Further properties of rank one convex functions

There is no known equivalent to Theorem 5.6 for rank one convex functions.
We, nevertheless, give here a characterization of rank one convex functions that
is in the same spirit as Part 1 of Theorem 5.6, but much weaker. It will turn
out to be useful in Chapter 6.

To characterize rank one convex functions, we give a property of matrices
& € RYX" that will play the same role as (5.2) of Theorem 5.6 for polyconvex
functions. We follow here the presentation of Dacorogna [176] and [179].

We also recall that for any integer I

Ari={ =0, A): A >0 and Y1 N =1}

Definition 5.14 Let I be an integer and X € Ay. Let & € RV*" 1 < i < I.
We say that (i, &) <;<; satisfy (Hr) if

(i) when I =2, then rank{&; — &} < 1;

(i) when I > 2, then, up to a permutation, rank {&; — &} < 1 and if, for
every 2 <i<1I—1, we define

A&l + A2és
=\ + A = > °>
M1 1 2 M M+ Mo
i = Ait1 N = &it1

then (pi,ni)y<icy—y satisfy (Hr-1).
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Example 5.15 (a) When I =2, A € Ag, then (A1,&1), (e, &) satisty (Hy) if
and only if
rank{fl — 52} S 1.

(b) When I = 3, A € Az, then (\;, &), ;<4 satisfy (H3) if, up to a permu-
tation, T
rank {&; — &} <1

(c) When I =4, A € Ay, then (X, &), «;<4 satisfy (Hy) if, up to a permu-
tation, either one of the conditions o

rank {&; — &} < 1, rank{&; — %

A&+ Ao + )\353} <1
AL+ Ao+ A3 -

p<i

rank{&, —

or
rank {&; — &} <1, rank {€3 — &4} <1
Aér + Xl A3&3 + Ay
k — <1
ank{ =, Y

holds. &

Proposition 5.16 Let f : RV*" — R U {+o0}, then the following two condi-
tions are equivalent.

(i) f is rank one convez.
(i) The expression
FEi M6) ST M (&) (5.28)
holds whenever (Xi, &), <;<; satisfy (Hi).
Proof. (ii) = (i). This is trivial since it suffices to choose I = 2 in (5.28).
(i) = (ii). We establish (5.28) by induction. By definition of rank one

convexity, (5.28) holds for I = 2; assume therefore that the proposition is true
for I — 1. Observe that

A Ao !
Z)\ f(&) =+ A2) (mf (&) + mf (&2)) + 2)\if(fi)'

If we now use the rank one convexity of f and the hypothesis (H) we get
A&+ A
(A1 + A2) f( 1§1+Az§2 +ZAf &) <Z)\f &).

Using again the rank one convexity of f, hypothes1s (H 1) and the hypothesis of
induction, we have indeed established (5.28). H
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The above result is much weaker than Theorem 5.6 in the sense that one
cannot fix an upper bound on I. Two simple examples show that the situation
is intrinsically more complicated for rank one convex functions.. The first one
has been established in Dacorogna [176], [179)].

Example 5.17 Let N =n =2,

(6 8) (o) e (b ) e (1),
and

M= do=dg=hi=Xs=1/5
&L =A &=B,&=C &L=D, &=A.

It is then easy to see that (\i,&;), ;<5 satisfy (Hs) since

det (€, — &) = 0

A181 + Ao

det{s — W} =0

A1ér + Ao + )\353} —0
A1+ A2+ A3

A1+ Ao + A3 + /\454} —0

M+ A A3+ N '

However, if we combine together & and &5 and if we consider

det{&s —

det{§5 -

i =M+ =2/5, po=p3=pa=1/5
m=A, m=B,n13=C, na=D

then it is easy to see that (p;,7:);<;<, do not satisfy (Hy) . In other words, if we
use Proposition 5.16, we have the surprising result that if f : R?*? — RU{+o0}
is rank one convex then

2 1 1 1 2 1 1 1
—A+-B+-C+=-D)<-f(A)+=f(B)+ = -f(D
FEATEB+ 20+ ED) < 2F(A) 4 2F(B)+ 17 () + £ (D)
ie. y A

FO iy wani) < 3y paf (0i) (5.29)
even though (u;, i), «;<4 do not satisfy (Hy). In order to show (5.28), we have
to write the inequality (with (A;,&i),<;<5) as
1 1
5 )

1 1 1 1 1

< gf(A)‘f‘gf(B)‘f‘gf(C)‘f'gf(D)‘f'gf(A)~ ¢

1 1 1
JGA+ B+ 20+ =D+ 4)

The next example is even more striking and has been given by Casadio
Tarabusi [127]. A similar example has also been found by Aumann-Hart [50]
and Tartar [571].
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Example 5.18 Let N =n = 2 and (see Figure 5.1)

-1 0 10 2 0 0
51:( 0 0)752:(0 _1)753:(0 1>7§4Z<0
8 4 2 1

)\1:1_57)‘2: 7)‘3:_7A4:

Observe that A € A4 and

15

31 0

13

Figure 5.1: The matrices &1, &s, &3, &4

rank {& — &} =2, if ¢ # .

Let

8 4 2 1

M1:1_67M2:1_67M3:E7M4:1_67M5:

Observe that (u;,7;), ;<5 satisty (Hs), since

det (ns —ms) =0

det{ns — Pama + Msns} —0
M4 + s
det {1, — p3ns + pana + M57I5} —0

M3+ pa + s
a2+ pans + pana + u5n5}

o + p3 + pa + ps

det{m =0.

4
0 O
m=%&, m=8&, ;3=4E&, m=4E, 775—0—( 0 0 )—z;/\ifi
1
16

177
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Therefore, using Proposition 5.16, we obtain for every f:R2*2 — R
F(0) = F(Z0oy i) < S0y i (i)
which means that

16/ (0) < 8f(&1) +4f (&) +2f (&) + [ (&) + f (5) - (5.30)
Noting that n5 = 0 and dividing the above inequality by 15, we have that

F(0) = F(Xin M) < Sy M (&) (5.31)
We have therefore obtained the inequality (5.31) of rank one convexity even
though none of the & — &; differs by rank one. O

Remark 5.19 An interesting point should be emphasized if one compares the
two examples, namely the inequalities (5.29) and (5.31) of rank one convexity.
The first one deals with any rank one convex function f : R**2 — RU {400},
while in the second one we have to restrict our analysis to functions f : R?*2 —
R (i.e. that are finite everywhere), since we subtract f (0) from both sides in
the inequality (5.30).

Indeed, the inequality (5.31) does not hold if we allow the function f to take
the value 400 as the following example shows. Let

0 1f£ S {517 527 537 54}

+o00 otherwise.

f(f) = X{&1, &2, 83,84} (5) = {

This function is clearly rank one convex, since rank {§; —§;} = 2 for i # j.
Therefore

SN (&) =0 < f(X0 X&) = £(0) = +o0. o

5.3 Examples

We have seen in Section 5.2 the definitions and the relations between the notions
of convexity, polyconvexity, quasiconvexity and rank one convexity. We now
discuss several examples, the most important being the following.

i) We start in Section 5.3.1 with the complete characterization of the quasi-
affine functions (i.e. the functions f such that f and —f are quasiconvex) by
showing that they are linear combinations of minors of the matrix Vu.

ii) In Section 5.3.2 we study the case of quadratic functions f. The main
result being that rank one convexity and quasiconvexity are equivalent. Note
that the quadratic case is important in the sense that it leads to associated
linear Euler-Lagrange equations. Therefore, in the linear case, the ellipticity
of the Euler-Lagrange equations corresponds exactly to the quasiconvexity of
the integrand and thus, anticipating the results of Chapter 8, to the weak lower
semicontinuity of the associated variational problem.
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iii) The third important result is considered in Sections 5.3.3 and 5.3.4. We
study functions invariant under rotations, notably those depending on singular
values. We characterize their convexity and polyconvexity.

iv) In Section 5.3.7, we present the celebrated example of Sverak that pro-
vides, in dimensions N > 3 and n > 2, an example of a rank one convex function
that is not quasiconvex.

v) In Section 5.3.8, we consider the example of Alibert-Dacorogna-Marcellini,
which is valid when N = n = 2. It characterizes for a homogeneous polynomial
of degree four the different notions of convexity encountered in Section 5.2.

5.3.1 Quasiaffine functions

We start with a result established by Ball [53], that is an extension of results
of Edelen [255], Ericksen [265] and Rund [520]. It characterizes completely
the quasiaffine functions (see also Anderson-Duchamp [27], Ball-Curie-Olver
[59], Sivaloganathan [541] and Vasilenko [588]). We follow here the proof of
Dacorogna [179].

Theorem 5.20 Let f : RVX® — R. The following conditions are equivalent.

(i) f is quasiaffine.

(i) f is rank one affine, meaning that f and —f are rank one convez, i.e.
FOE+A=N)n) =Af () + 1 —=A)f(n)

for every X € [0,1], &, n € RVN*™ with rank {¢ —n} < 1.
(ii’) The function f € C' and for every £ € RNX" q € RN b€ R",

f€+a@b)=[f)+(Vf();ab),

where (-;-) denotes the scalar product in RNV*™,
(i) f is polyaffine, i.e. f and —f are polyconver.
(iii’) There exists 3 € R™™N) such that

(&) =F0)+(BT(E)
for every € € RN*™ and where (-;-) denotes the scalar product in R™™N) and
T is as in Definition 5.1.

Example 5.21 (i) If N = n = 2, then the theorem asserts that the only quasi-
affine functions are of the type

F(&) = F(0) + (B;€) + v det .

In particular the only fully non-linear quasiaffine function is det &.

(ii) More generally if n, N > 1, then the only non-linear quasiaffine functions
are linear combinations of the s x s minors of the matrix & € RV*" where
2<s<nAN=min{n,N}. &
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Before proceeding with the proof of the theorem, we mention two corollaries.
The first one is a straightforward combination of Theorems 5.20 and 8.35.

Corollary 5.22 Let Q C R" be a bounded open set and f : RN*" — R be
quasiaffine. Let v € u + Wol’p(Q), with p > n A N, then

/Qf(vu(x))de/Qf(Vv(x))dx.

The second one was established by Dacorogna-Ribeiro [212] and we will use
it in Theorems 6.24 and 7.47.

Corollary 5.23 Let f : RV*" = R be quasiaffine.
(i) If f is locally constant, then it is constant.

(i) If f has a local extremum, then it is constant.

Proof. (Corollary 5.23). (i) We show that if f is locally constant around
a point & € RNYX” then f is constant everywhere, establishing the result. So
assume that there exists € > 0 such that

f€+0v)=f(&), Voe RV with |vf| <e (5.32)

and let us show that

fE+w) = f(&), Vwe RV (5.33)
The procedure consists in working component by component. We start to show
that for every wl € R and |v§| < ¢ we have (denoting by {el, e 76N} and
{e1, - ,e,} the standard basis of RY and R™ respectively)

Fle+wiet @er+ 3 5 2a e @ej) = f(E+wiet @er) = f(€).  (5.34)

Indeed if {wﬂ < e this is nothing else than (5.32) so we may assume that {wH > €
and use the fact that f is quasiaffine, to deduce that

ewl

e @el ®e1+ X Ve ©¢))
€ i
A wiel @ e+ 3 541 Vie ©¢5)

€

+(1 - ] JFE+ 265200 vj»ei ® €;).
1

Therefore appealing to (5.32) and to the preceding identity we have indeed
established (5.34). Proceeding iteratively in a similar manner with the other
components (w3, wi,---) we have indeed obtained (5.33) and thus the proof of
(i) is complete.
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(ii) We now show that if £ is a local extremum point of f, then f is constant
in a neighborhood of £ and thus applying (i) we have the result.

Assume that ¢ is a local minimum point of f (the case of a local maximizer
being handled similarly). We therefore have that there exists € > 0 so that

f(&) < f(E+w), for every v € RV so that |v}]| <. (5.35)
Let us show that this implies that
f(&) = f(&+v), for every v € RN*™ so that |v}| <. (5.36)

We write

N n
V= vje®ej

i=1 j=1

and observe that, since f is quasiaffine,

1 1
(€)= §f(§—|—v%el ®er)+ §f(§—v%el®el)
and since (5.35) is satisfied we deduce that

f€£vie! ®er) = f(6),

We next write, using again the fact that f is quasiaffine,

vi| <e (5.37)

1 1
fE+viel ®en) = Sf(E+vie @ertue! ®es)+5f(E+vie! ®er—vpe! Dey)

and since (5.35) and (5.37) hold, we deduce that

F(E+vie! @er £ ule! ®es) = f(€ +vie! ®er) = F(€), [vi], [v] <e.

Tterating the procedure we have indeed established (5.36). Appealing to (i), we
have therefore proved the corollary. B

We should mention that some of the results of Theorem 5.20 will be proved
in a more straightforward way in Sections 5.4 and 8.5. Indeed, the implication
(ii’) = (i) can also be found in Proposition 5.65, while the implication (7’)
= (1) is also established in Theorem 8.35.

We now turn to the proof of Theorem 5.20.

Proof. (i) = (ii). This implication follows immediately from Theorem 5.3.

(ii’) = (ii). This case is trivial.

(ii) = (ii’). We fix £ e RV*" q € RN, b € R™ and let for ¢ € [0,1]

e):=f(+ta®d).
Since f is rank one affine then ¢ is affine and thus ¢ € C' and

@ (t) =9 (0)+tp' (0).
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Since ¢ € O, then, obviously, f € C' and the result immediately follows from
the above identity.

(iii”) = (iii). This implication follows from the definition of polyconvexity.
(iii) = (i). The result follows from Theorem 5.3.
(ii’) = (iii’). This is the only non trivial implication. So recall that

g o8\
e=| : o =] s =@ g,
&y &y &
Assume also that f is such that
fE+ab)— (€)= (Vi(©)iaeh), (5.38)

for every ¢ € RV*" g € RN, b € R". We wish to show that there exists
B8 € R™(™N) guch that

F(€) = f(0) = (B;T(¢)), for every £ € RM*". (5.39)

In the sequel we assume that n > N, otherwise we reverse the roles of n and N.
We then proceed by induction on N.

Step 1. N = 1. Since N = 1, (5.38) can be read as
FE&+n) —f(&)=(Vf(&);m

for every £, € R™. It is then trivial to see that the above identity implies that
f is affine and therefore if we choose 5 = V f (0), we have immediately (5.39).

Step 2. N = 2. This step is unnecessary but we prove it for the sake of
illustration. Let

g - & ¢!
€: 9 = 52 :(517"'7577«)
g ¢
and for a € R?, b € R"
b a'b atby - a'by,
aeb= a2b n a2b1 e a2bn '
We want to show that if f is rank one affine, i.e.

fE+a®b)—f(§)=(Vf(§);axb)

3N

then there exists 3 € R™(™2) such that

F(&) =10)+{5T(&)
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where

T (&) = (§,adjy £) € R*™ x R(2> — RT(n2)

For the notations concerning adj, &, see Section 5.4. But note that, up to a
sign and the ordering, an element of the matrix adj, £ is essentially det (£x, &),
1 <k <1 <n.We then fix £2 and choose a = ¢! = (1,0) in (5.38) and define

01

&L+ tb
¢2
is affine and we may then use Step 1 to find v =~ (52) € R™ such that

Thus the function
t— g (¢ +1b) :f<

g (€)= g(0) + (7 (€2) 1) = f(f) (@)Y,

Repeating the argument when ¢! = 0 for f (502), we have

f@) — F0)+ (5% 7).

Combining the above two identities, we obtain

fl
1(5) =1+ (e treyie. 10

Since f is rank one affine, it is affine (when ¢! is fixed) with respect to &2
and therefore v (€2) = (y1 (€2),-+,7n (¢?)) is affine and hence there exist
Bl = (ﬁ},--- 7ﬂ,1L) € R™, 61, -+ ,0, € R™ such that

(&) =60 +(6;6%), I=1,--- ,n.

Returning to (5.40), we therefore get

52

or in other words

1 n n
(&) =10+ ) + (B + Y dugier. Gan)

2
€ =1 a=1

1 n
f(f ) — FO) (85 + () + 36 (8 e?)
=1

Since f is rank one affine we have from (5.41) that if

n

h(€):=) > dutlé

=1 a=1
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then h is rank one affine and therefore using Lemma 5.24 we must have

5lo¢ = _5al .

Thus there exists € € R(Q) such that

RO = Y b (€ — 1) = (cadjy€).

1<l<a<n

Combining (5.41) with the above identity, we deduce (5.39) and this concludes
Step 2.

Step N. We now proceed with the general case. Assume that we have proved
the theorem for every I < N. Fixing £2,--- , &N and using the fact that f is rank

one affine, then f is affine in &1, for €2, --- , ¢V fixed. Therefore there exist
& &
) = (1, ,¥n) €ER" and x c R,
3 3
such that
52 52
FO=@|[ + [:&)+x| (5.42)
¢y ¢y

Using the hypothesis of induction and proceeding as in Step 2 we find that

'S 'S
x| ¢ | =r@+@5 T 2|
& & (5.43)
'S £
P : =8+ T : ), l=1,---,n
&y &N

for some (%, v, ,n € RTN=1 and g' = (By,---,B,) € R™. Combining
(5.42) and (5.43) we have that

& &

FEO=FO+B% T |)+BHEH+D g T + |)
§N =1 §N
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which can be rewritten as

52
f©= fO+@E5T| (B€Y
fN
N N1 ) ; (5.44)
N—-1 n (s)( s ) ‘ 5
FYOD D D iag | adiy
s=1 =1 a=1 i=1 SN
Letting
- NRE e’
he (§) where hy(§):=> Y > ~isg | adj,
s=1 =1 a=1 i=1 §N

we deduce from the fact that f is rank one affine and from (5.44) that h is rank
one affine. Since h is rank one affine, we deduce that so is hs . Indeed let us first
show this for Ay . Write

N
hi(€) =) i (€) where hi( Z Z Vil
i—2 =1 a=1
By first choosing €3 = - - = ¢V = 0, we obtain that h? is rank one affine (since

then h = h?); iterating this process we find that all the hi are rank one affine
and thus hy is rank one affine. We then infer that so is A — hy. With the same
reasoning, we get that all the hy, 1 < s < N — 1, are rank one affine.

We may then use Lemma 5.24 to deduce that there exist

FER 1<s<N-1,1<8< (1), 1<ji< ()
such that
vo1 (3 ()
Z Z 515 adJS+1§
s=1 p=1 j=1

Combining (5.44) and the above identity, we have indeed found g € R7(N)
such that

&) =10+ (5T,

which is the claimed result. B

In the above proof we have used the following lemma.
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Lemma 5.24 Let n > N and £ € RVX™,

§= = | =)
N
& o) \©
For1<s< N —1, let
W () () SN

9(8) = D el [adi |
=1 a=1 1i=1 €N

If g is rank one affine, meaning that

g€ +a®b)=g(§)+(Vg(§);axb),

then there exist 6% eR, 1<8<L (s+1)’ 1<5< (S+1) such that

n N j
(s+1) (erl) . 51 !
g€ =Y Y & |adj, = (d;adj,4 £) -
g=1 j=1 §N
B
Proof. Part 1. We start, for the sake of illustration, with the case N = 2,
therefore s =1 and

9= &
=1 a=1

Since g is rank one affine and quadratic then

2 n
I EFta®b) =g(@@b) =3 maa'a’hiba =0,

l,a=1

for every a = (a',a?) € R?, b = (by,---,b,) € R". We therefore immediately
deduce that v;, = —yo and hence

& &
9(8) Yo e (G- = > ’)’mdet( l )
1<i<a<n

1<l<a<n £l2 53
(2)

= Z 0 (adjy 5)5 = (0;adj, §),
g=1

n
since adj, £ is a vector of R( 2) composed of elements of the form det (£,&,),
1 <1 < a < n and therefore dg is essentially ~y;, with the appropriate sign.
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Part 2. We now proceed with the general case. Let

%

™ . (D) &
9= Y g (& where g"(&):=> > & |adj, |
=1 =1 a=1 fN

(0%
As in the theorem, it is easy to see that g is rank one affine if and only if ¢° is
rank one affine. Therefore it is enough to prove, the stronger version, that for

every i, 1 <i < (Ns_l) there exists j, 1 < j < ( N ) , and 5% € R, so that if

s+1
Gy &\
9O =D > Mall |adiy |
=1 a=1 fN N
is rank one affine, then
<si1) 51 ’

g €)= D 0| adig :
p=1 §N
B
It is clear that the above identities imply the lemma. We should draw the
attention that all the 5% corresponding to

&Y
adjs+1 :
N
§ B
which do not contain the row &1 are chosen to be 0.

For notational convenience, we show the above result only when ¢ = (N 8_1) ,

the general case being handled similarly. So let i = (N 8_1> , which corresponds

to j = ( N ) and we therefore have

SANY ¢
adj, | =(-1)" adj, | ,1<a< (D).
SN
We also, fro_m now on, drop the indices ¢ and j and write, to simplify the
notations, v}, = (_1)¢+1 Vie in this case. We therefore have to show that if

. (3) €2
9= va& |adj, |

=1 a=1 s+1
€

§s+1

(e (e

[e3
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is rank one affine then there exists g € R, 1 < g < ( +1) , such that

1
(sil) EQ
- fs.—i-l

B

Recall that for given o, 1 < a < (75’)7 there exists a unique s-tuple

(M, A2, -+, As) with 1 < A\p < Ao < -+ < Ay < m, such that
& & &l
adj, : = (=1)""* det S : (5.46)
£s+1 §s+1 . §\+1
We now fix an arbitrary (s+ 1)-tuple (A1, ,Asy1), where 1 < A\ < -+ <

As+1 < n and we denote by [ the associate integer (as in (5.46)), more precisely

é.1 6}\1 R 6}\54-1
adj, : = (—1)1+ﬁ det :
+1 s+1 s+1
fs s 5 e Aot
Note that there are (521) such (s + 1)-tuple. Denote by «; the integer cor-
responding (as in (5.46)) to the s-tuple (A1, -+, As), by «aj the integer corre-
sponding to the s-tuple (A1, -+, Ag—1, Met1, - Ast1), 2 < k < s and by as41
the integer corresponding to the s-tuple (Ag,- -, As+1) . Finally let
. gil gi
1+ ) .
Xﬁ (5) = Z (_1) o 7l1oz1£l11 det : . :
=1 €s+l . s+1
% As
S n
1+
22 (DT e,
k=21,=1
2 2 2 2
5/\1 T 5/\Ic—1 £>\k+1 T 5/\s+1
det - . :
+1 +1 +1 +1
58 fik 1 gf\Hl gt
2 2
. 5)\2 SRS
+ Z p)i+as Moorenr &, det . :
ls+1=1 55“'1 . i:_ll
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We then obviously have that

(s41)
9= > Xs(.
B=1

Since g is rank one affine, then so is X3 . Therefore in order to show (5.45) it is
then sufficient to find g € R, 1 < 3 < (Szl) such that

5}\1 - G\SH

Xg (f) = (Sﬁ det . (5.48)
s+1 s+1
5)\1 e Aot

To deduce the claim we will use the fact that the function t — Xg (§ +ta ®b)
is affine for every £ € RV*" o € RY, b € R". We will always choose

a't=a’=1and @>=---=a¥ =0

and we will make several different choices of ¢ € RV*" and b € R™.

1) We first choose &, = &), , meaning that

€3\1 53\54-1

5)\1 = = 5)\s+1 = : (549)
s+1 s+1
f)\1 Asg1

For such a choice of &, we have

n g - &
Xp(§) = Z (1)t Vi on &, det ) :
=1 T
n &, o &
+ 3 DT a6 det |
We then let
bi=0 if 1=, s (5.50)

Using the fact that the function ¢t — X3 ({ 4+ ta ®b) is affine, we deduce that
the coefficient of the term in t? must be 0 for every above choices of & and b.
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We thus obtain that

n

[Z (_1)1+a1 Virar b1, Ox, + Z (_1)1+as+1 (_1)5—0—1 7l3+1a3+1bl3+1b>\3+1]

l1:1 l3+1:1
53“)\2 . 531
det tooo., =0.
s+1 s+1
é‘)\ . .

Since ¢ € RV*™ and b € R" are arbitrary, letting aside (5.49) and (5.50), we
find that

(5.51)

Itogty

{ Yiarw = 0 if ll 75 )‘5—0—1 and '715+10zs+1 =0if ls+1 7é )\1
(_1) a1 =

(_1)S+1+a1 Vsy101 -

2) We proceed in a similar manner with the other coefficients, namely we
let,if 2<k <s,

f)\k =€>\S+1 and bl =0if ] = )\1,-“ 7)\k—1;/\k+17"' ,/\5. (5.52)

We then use the fact that the function ¢ — Xg (£ 4+ ta ® b) is affine and thus
the coefficient of the term in #* must be 0 for every ¢ and b as in (5.52). We
therefore get that

n

[ Z (_1)1+a1 Viran bty (_1)k+1 bx, + Z (_1)1+ak Vipar bl (_1)S+1 b>\s+1 ]

11=1 =1
3 3 3 3
é_)\1 o E)Uc—l §>\k+1 o 5)\5
§s+1 . s+1 s+1 . s+1
A Ak—1 Ak41 As

As above we can then deduce that, for every 2 < k < s,

{ Yiyor = 0if I3 # Agp1 and yp0, = 0 if Iy # A (5.53)

1 k
(_1) Fan Vpoye = (_1)s+ e Vsy101 -
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Combining (5.47), (5.51) and (5.53), we have

5/2\1 . 5/2\5

1+« . .

Xﬂ (g) = (_1) ! 7)\5+1a1§}\5+1 det . . :
55—0—1 . s+1

A1 As

S

1+ +k+1
+ Z (_1) o (_1)5 ,7>\s+1o‘l€}\k

k=2
2 2 2 2
é_)\1 e S)Uc—l §>\k+1 e 5)\s+1
dev| 1ot
§s+1 . s+1 s+1 . s+1
A1 Ak—1 Ak41 Ast1
2 2
&, - 8.,
s 1+« 1 .
+ (_1) (_1) ' 7)\54-10116)\1 det : ‘. :
55—0—1 . s+1
A As41

Letting, in the above computation,
+1+
65 = (_1)8 “ Msy101

we have indeed obtained (5.48). This completes the proof of the lemma. H

5.3.2 Quadratic case

We now turn our attention to the case where f is quadratic. This case is of
particular interest since the associated Euler-Lagrange equations are linear. It
has therefore received much attention. Let us first mention the theorem.

Theorem 5.25 Let M be a symmetric matriz in RUOVXMX(Nxn) 1ot
f(&) = (ME&E),

where ¢ € RN*" and (-;-) denotes the scalar product in RN*". The following
statements then hold.

(i) f is rank one convez if and only if [ is quasiconvez.
(i) If N =2 or n =2, then

f polyconver < f quasiconvex < [ rank one convex.
(i) If N,n > 3, then in general

f rank one conver # f polyconvex.

Remark 5.26 (i) The proof of (i) of Theorem 5.25 was given by Van Hove
[585], [586], although it was implicitly known earlier.
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(ii) The second part of the theorem has received considerable attention. The
question was raised in 1937 by Bliss and received a progressive answer through
the works of Albert [9], Hestenes-MacShane [338], MacShane [411], Marcellini
[422], Reid [506], Serre [530] and Terpstra [575]. The proof of (ii) of Theorem
5.25 relies on an algebraic lemma whose importance is summarized in Uhlig
[582].

(iii) A counterexample to the third part of the theorem was given by Terpstra
and later by Serre see also Ba .
575] and 1 by S 530 Iso Ball [56

(iv) Note also that even if N =n =2 and f is quadratic, then in general
f polyconvex # f convex,
as the trivial example f (£) = det £ shows. O

Before proceeding with the proof of the theorem we mention two simple facts
that are summarized in the next lemmas.

Lemma 5.27 Let M be a symmetric matriz in RVX(NXn) qnd Jet
f(&) = (ME&¢).

Then the following results hold.
(i) f is convex if and only if

f(§)=0

for every &€ € RVNXn,

(ii) f is polyconvex if and only if there exists o € R such that

f(&) = (a;adjy €)
for every € € RN*" and where (-;-) denotes the scalar product in R°?) and
c2)=(5) ().
(iii) f is quasiconvex if and only if
IREEOLEY
D

for every bounded open set D C R™ and for every ¢ € Wol’oo (D;RN) .

(i) f is rank one convex if and only if
fla®bd) >0

for every a € RN, b € R™.
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Proof. (Lemma 5.27). Parts (i), (iii) and (iv) are trivial. The fact that

f(&) = (a;adjy €) (5.54)

implies that f is polyconvex follows immediately from the following observation.
Let

9 (&) == f (&) — (a;adjy §)

then by (5.54) and (i) of the lemma, we deduce that g is convex. Thus f (§) =
g (&) + {a; adjs €) is polyconvex.

Assume now that f is polyconvex. We wish to show that (5.54) holds for
some a € R7(?), Using Theorem 5.6, bearing in mind that f (0) = 0, we find
that there exists 3 = (Bs(1), Bo(2), "+ Bo(nan) ) € R7("N) such that

nAN

FE =BT ) =) (Bosyiadiy &)

s=1
Multiplying & by € > 0, we get

Fe&) =€ f (&) > €e(Boa)i€) + € ( Bozyiadip &) + O (€2) . (5.55)

Dividing by € and letting ¢ — 0, we obtain

(B1);€) <0

for every £ € RVX", thus Bo(1y = 0. Returning to (5.55), dividing by €2 and
letting € — 0 we have indeed obtained (5.54) with o = (,(2). B

The second important point that we wish to mention is the following lemma
concerning Fourier transforms for which the proof is straightforward.

Lemma 5.28 Let ) C R™ be a bounded open set. Let ¢ € I/Vol’OO (Q;]RN) be
extended by ¢ = 0 outside of Q). Define for £ € R"

() = / o (1) e 6P gz, 1< a < N.
R’Vl

Then
1<a<N

Vo =2mi (p°;) 2,2, =2miPRE,
in particular rank{Re(V)}, rank{Im(Vg)} < 1.

Remark 5.29 Lemma 5.28 explains in a way other than that of Theorem 5.3
why matrices of rank one play such an important role in quasiconvex analysis.<$

We now proceed with the proof of Theorem 5.25.
Proof. (i) Recall that
[ (&) = (Mg &)



194 Polyconvex, quasiconvex and rank one convex functions

Theorem 5.3 implies that if f is quasiconvex then f is rank one convex. We now
prove the converse. By Lemma 5.27 we have to show that

/ (MY (a); Vi (@) di > 0 (5.56)

for every bounded open set €2, for every ¢ € Wy (RY) (we will set ¢ =0
outside of ), knowing that
fla®b)=(Ma®baxb) >0. (5.57)

We then use Plancherel formula (we write € for the complex conjugate of ¢) to
get

/ (MY (2): Vo (2) de = / (MY (2); Vi (2)) da
Q R™

/..

Using Lemma 5.28 and (5.57) in (5.58), we obtain (5.56).
(ii) We do not prove this result and we refer to the above bibliography.

(5.58)

( MV (€); Ve (€) ) de.

(iii) We now want to show that if N = n = 3, then there exists f rank one
convex which is not polyconvex. We give here an example due to Serre [530].
Let

§ & &
E=1 & & &
g & &

and let ) )
(G -G-8) +(@-a+&)
2 2 2
HE -G -6) + (@) + (&)
We divide the proof into two steps.
Step 1. We first show that there exists € > 0 such that

f(&) =

fla®b)—€la®b* >0 (5.59)

for every a,b € R? and where [€]* := (£; €) denotes the Euclidean norm. Lemma
5.27 will then ensure that

g(€) =f(&) —ele) (5.60)

is rank one convex. In Step 2 we then prove that this g is not polyconvex and
this will end the proof of the theorem. We first let

e :=inf{f(a®b):a,beR’ [a®b=1}. (5.61)
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Then, since f > 0, we have ¢y > 0. In order to prove (5.59) it is sufficient to
prove that €y > 0. We proceed by contradiction and assume that €y = 0. Observe
that in (5.61) the minimum is attained and therefore there exist a,b € R3 such
that

f(a®b)=¢=0 and |a®b|=1. (5.62)

Recall that
al b1 CLl bQ CLl b3

a®b= a®b;  a’by  a’bs ,
a3b1 a3b2 a3b3
therefore the first equation of (5.62) becomes

albl = a2b3 + a3b2
a1b2 = a3b1 — albg

a2b1 = albg + a3b1 (563)
a2b2 =0
a3b3 =0.

We then show that (5.63) is in contradiction with the fact that |a ® b = 1. To
do so, we carefully examine (5.63) and separate the discussion in several cases.

Case 1. a* = a® = 0 (cf. the two last equations of (5.63)), then (5.63)

becomes
a?=a*=0

albl = albg =0 (564)
CleQ = —albg .
Case la. a* = 0, therefore a! = a?> = a®> = 0 and hence |a®b| = 0,

contradiction.
Case 1b. by = 0, hence from (5.64), a'bs = 0 and thus a'by = 0. We then
also conclude that |a ® b| = 0 and this is a contradiction.

Case 2. a® = by = 0 (cf. the two last equations of (5.63)), then (5.63)
becomes

a?2=b3=0

alby = a3bsy

alby = a®by
a®b; = 0.

Case 2a. a® =0, then a'b; = a'by = 0 and therefore |a ® b| = 0, contradic-
tion.

Case 2b. by = 0, then a3by = a'by = 0 and therefore |a ® b| = 0, contradic-
tion.

Similarly for the case a® = by = 0 and by = b3 = 0. Thus ¢y > 0 and hence
Step 1, i.e. g defined by (5.60), is rank one convex for every 0 < € < ¢ .
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Step 2. We now show that g is not polyconvex. In view of Lemma 5.27 it is
sufficient to show that for every a € R3*3, there exists & € R3*3 such that

g (&) + (o adj, €) < 0.

We prove that the above inequality holds for matrices & of the following form

b+d c—a a

= c+a 0 b
c d 0
For such matrices we have f () = 0 and therefore
g(&) = —el¢l?
= —[(b+d)’+(c—a)’+ad®+ (c+a)’+b+ +d?)
and
—bd be cd+ ad
adj, & = ad —ac — (bd +d? -+ ac)
be—ab ac+a®—b*—bd a? - c?
Therefore
(yadjy &) = —a1bd + asbe+ as (cd + ad)

+agad — asac — ag (bd +d2 -2+ ac)
+az (be — ab) + as (ac—|— a® — b — bd) + g (a2 — 02) .
As in Step 1 we consider several cases.
Case 1. If ag > 0, then take a = c=d =0 and b # 0, to get

9(€) +{aadiy &) = —el¢l’+ (asadjy )
= —c(20*) — agb® < 0.
Case 2. If ag > 0, then take a =b=c¢ =0 and d # 0, to get
g (&) + (o adj, §) = —€ (2d°) — agd® < 0.

We therefore can assume that ag < 0 and ag < 0.
Case 3. If ag — g > 0 (ag <0, ag <0), thentakea=b=d=0and c#£0
to get
9(&) + {asadjy €) = —€ (3¢*) + (ag — ag) ¢ < 0.

We therefore assume ag < 0, ag < 0 and ag — ag < 0. From these three
inequalities we deduce that ag + a9 < 0, and then taking b = ¢ =d = 0 and
a # 0, we get

g (&) + (aadj, &) = —¢ (3@2) + (ag + ag) a® < 0.

And this concludes the proof of the theorem. W
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5.3.3 Convexity of SO (n) X SO (n) and O (N) X O (n)
invariant functions

We now discuss the different notions of convexity for functions having some
symmetries and follow the presentation of Dacorogna-Maréchal [204].

Let f: RVX" — RU {+oc} and let I'; € RV*YN be a subgroup of GL (N)
(the set of invertible matrices) and I'y C R™*"™ be a subgroup of GL (n) . Assume
that f is I'y x I's-invariant, meaning that

fOEV)=f(¢), YU eI, ¥V eTl,.

We will be concerned with groups I' that are either O (n) (the set of orthogonal
matrices) or SO (n) (the set of special orthogonal matrices); see Chapter 13 for
precise definitions.

We start with some notation and we refer to Chapter 13 for more details.
In the whole of this section, we assume that N > n, but all the results can be
carried in a straightforward way to the case where N < n.

Notation 5.30 (i) Let N > n and ¢ € RY*". The singular values of &,
denoted by
0< A () < <M (),

are defined to be the square root of the eigenvalues of the symmetric and positive
semidefinite matrix £¢¢ € R"*™. A similar definition holds when N < n. We let

(ii) When N = n, we denote by

0<pm (&)< <pn(8),

the signed singular values of & € R™*™; they are defined as
p1 (€) = A1 (§) sign (det &) and p; (§) = X5 (€), =2, .

We let
M(S) = (/1'1 (5)7 7/1%(5))

(iii) We denote, for every integer m > 1 :

- IT(m) the subgroup of O (m) that consists of the matrices having exactly
one nonzero entry per row and per column, moreover each entry belongs to

{_17 1};

- II. (m) the subgroup of II (m) that consists of the matrices having an even
number of entries equal to —1;

- S (m) the subgroup of II. (m) of all permutation matrices.
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We therefore have

S(m) C¢ M.(m) Cc II(m) € O(m) C GL(m).

(iv) We let RY ™™ be the subspace of RV*™ consisting of diagonal matrices,
meaning that ‘
CeERY™ = & =0ifi#j

(v) For a vector z = (1, - ,zp) € R, we denote by diagy ,, (when N =n
we simply write diag) the matrix & € RY*™ such that
&= ¢

We start with some simple observations. The first proposition is an immedi-
ate consequence of the singular values decomposition theorem (see Theorem 13.3).

Proposition 5.31 (i) Let f: R"*™ — RU{4o00}. Then f is SO (n) x SO (n)-
invariant if and only if f satisfies

[ = fodiagop,

and
g := fodiag

is then the unique I, (n)-invariant function such that f = g o .
(ii) Let f: RN*" — R U {+oo}, where N > n. Then f is O(N) x O (n)-
invariant if and only if f satisfies

f=fodiagyy, oA,

and
g = f o diagNXn

is then the unique II (n)-invariant function such that f = go A.

It is clear that, if N = n, the notions of O (N) x O (n), SO (N) x O (n) and
O (N) x SO (n)-invariance coincide but differ from that of SO (N) x SO (n)-
invariance. However, if N # n, all four notions coincide as we now show.

Proposition 5.32 Let f: RN*" — RU{+o00}, where N > n. Then the follow-
ing are equivalent:

(i) f is O(N) x O (n)-invariant;

(i) f is SO (N) x SO (n)-invariant.
Proof. Obviously, we need only prove that (ii) implies (i). We will see that,
if fis SO (N) x SO (n)-invariant, then

f = fodiagyy, oA (5.65)
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The conclusion will then follow from Proposition 5.31.

Let ¢ € RYX". By the singular values decomposition theorem (Theorem
13.3), there exist U € O(N), V € O (n) such that

¢ =UAV", where A :=diagy,.,, (A1 (€), -, (€)).

So we have to consider several cases. First of all let us introduce the following
notation. If m > 1 is an integer, we let

H,, :=diag(—-1,1,---,1) e R™*™ and K, :=diag(1,---,1,—1) e R"™*™,

-IfU € SO(N) and V € SO (n), then, from (ii) the conclusion follows,
namely

f(&) = f(A) = (f o diag ., 0A)(E)-

-IfU € O(N)-SO (N)andV € O (n)—SO (n), we may write A = HyAH,,,
so that
UAV' = (UHN)A(VH,)"

with UHN € SO (N) and VH,, € SO (n). Thus (5.65) holds by (ii).
-IfU € O(N)—SO(N) and V € SO (n), we may write A = KxA, so that

UAV' = (UK N)AV?

with UK € SO (N). Equation (5.65) then follows from (ii).

-IfU € SO(N)and V € O(n) — SO (n), we may write A = HyKyAH,,,
so that

UANV' = (UHNKN)AVH,)!,

with UHNK N € SO (N) and VH,, € SO (n). Thus (5.65) holds.
We have therefore shown the claim, namely that f = f o diagy,, oA. B
The main result concerns the convexity of such functions.

Theorem 5.33 (A) Let f: R"*" — RU{+o0} be SO (n) x SO (n)-invariant,

f # oo, and let g: R™ — R U {+o0} be the unique I, (n)-invariant function
such that

f=gop.

Then the following are equivalent:
(i) f is lower semicontinuous and convez;

(ii) the restriction of f to R™"™, the subspace of R"*™ of diagonal matrices,
is lower semicontinuous and convex;

(i) g is lower semicontinuous and convex.
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(B) Let N > n, let f: RV>*" — RU {400} be SO (N) x SO (n)-invariant
or, equivalently, O(N) x O (n)-invariant, f # 400, and let g: R™ — RU {400}
to be the unique I (n)-invariant function such that

f=goA

Then the following are equivalent:

(i) f is lower semicontinuous and conver;

(ii) the restriction of f to Révxn, the subspace of RN*™ of diagonal matrices,
18 lower semicontinuous and convex;

(iii) g is lower semicontinuous and convex.

Remark 5.34 (i) We discuss now the history of this theorem first in the case
where N = n and in the O(n) x O (n)-invariant case. The result was estab-
lished by Ball [53], Hill [341] and Thompson-Freede [577]; see also Dacorogna-
Marcellini [202] and Le Dret [397]. In elasticity, an O(n) x O (n)-invariant
function is called isotropic.

(ii) The case N =n and SO (n) x SO (n)-invariant, was first established by
Dacorogna-Koshigoe [192] in the case n = 2, and later by Vincent [589] when
n >3, as a consequence of the convexity theorem of Kostant [377]. A different
proof, inspired by Rosakis [516] and based on the notion of signed singular
values and a generalized Von Neumann inequality (see Theorem 13.10), was
given by Dacorogna-Maréchal [204]. In this last paper, the case N # n was also
handled. <

Proof. (A) The fact that (i) implies (ii) is clear. The fact that (ii) implies
(iii) results immediately from the equality g = f o diag. Finally, suppose that
(iii) holds. Then g** = g, and Theorem 6.17 (i) implies that

[T =g"op=gop=1f,

which shows that f is lower semicontinuous and convex.

(B) The fact that (i) implies (ii) is clear. The fact that (ii) implies (iii)
results immediately from the equality ¢ = f o diagy,, - Finally, suppose that
(iii) holds. Theorem 6.17 (ii) then implies that

[f=g"oA=goA=

which shows that f is lower semicontinuous and convex. ll

In the case of O(n) x O (n)-invariant functions, the analogous statement
can be derived in several ways from the above results and we do not discuss the
details.

Corollary 5.35 Let f: R"*"™ — RU{+o00} be O (n)xO (n)-invariant, f # +oo,
and let g: R™ — RU {400} be the unique II (n)-invariant function such that

f=goA
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Then the following are equivalent:
(i) f is lower semicontinuous and convez;
(ii) the restriction of f to R}*™ is lower semicontinuous and convez;

(i) g is lower semicontinuous and convex.

Remark 5.36 As a convex II (n)-invariant function, the function g appearing
in Theorem 5.33 (B) or in Corollary 5.35 must be such that each function

xkﬁg(xlv"'w%n% k:17"'7n

is non-decreasing on R} . We now prove this only when k = 1, the other cases

being handled similarly. As a matter of fact, for all x = (21, -+ ,2,) € R™ with
Ty Z 07
1 1
900,22, 2n) < Sg(=a1, 22, 2n) + 59(21, 22, -+, 20) = g(2),

and if z > 0, we see, using the above inequality, that

T1
< 0
g(l‘) = {E1+Zg(xl+z,x27 7xn)+$1+2g( y L2, ,an)
z
< 1+ 2,22, ,Ty) + r1+2z,x2, 0, T
= a:1+zg( 1 2 n) a:1+zg( 1 2 n)
= glzr+z22, Tn).
Thus 1 — g(x1,- -+ ,xy,) is non-decreasing on R . O

We now give a simple corollary, which follows from Theorem 5.33 and in a
more direct way from Theorem 13.10. It will be used in Theorems 5.39, 5.43
and 7.43.

Corollary 5.37 Let £ € R"*"™ and
0<b < <by.
The functions

f (&)= Z bii (€)

are convex for every v =1,---  n.

If |b1] < by < --- < by, then the following functions are also convex

gu(g)zzbzﬂz(g)v V:17"' y 1.
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5.3.4 Polyconvexity and rank one convexity of SO (n) X
SO (n) and O (N) X O (n) invariant functions

We now discuss the polyconvexity and rank one convexity of functions having
the symmetries considered in the previous section. We first discuss the case
of a O (N) x O (n)-invariant function and then the SO (2) x SO (2)-invariant
case. We also assume, as in the previous section, that N > n, but all the results
immediately extend to the case where N < n.

We start with some notation.

Notation 5.38 Let N > n.

(1) We let
R} :={z€R":2;20,i=1,,n},

K! ={zeR":0<2; <--- <z, }.

In particular, whenn =1, Ky =R, .
; ()=(2) ()
(ii) For X € R\s/"\s/, 1 <5 <n —1, we denote by A® (X) € K;* its
singular values. In particular, when s = 1, we have

Al (5): ()‘1 (5)7 7)\n(§))

In the notation of Section 5.3.3 we have A! (£) = X\ (€).
(ili) For every x € K7 , we adopt the following notation.

- If s =2, we let
(5)

adj,z € K

n

the vector in R(2) composed of every z;x; with ¢ < j rearranged in an increasing
way (for example if n = 3 then adj, x = (x122, x123, T223)). Note that, unless
n = 2,3, the ordering of adj, z depends on z itself. For example, if n = 4, then
for some x we can have

adjy © = (2122, 173, T124, T2T3, T2 T, T3T4)
and for others

adj, = (T122, T123, T2k, T1T4, ToTa, T3Ta) .

- Similarly, if 2 < s < n, we let

(?)

adj,z € K*

n
to be the vector in ]R(s) composed of every x;, ---x;,, i1 < --- < 15 rearranged
in an increasing way.
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- Finally, when s = n, we denote by either of the following symbols

n
adj,, x = detx = Ha:l
i=1
Note that with these notations we have for every ¢ € RNV*" and every
1 < s <n that

A® (adj, €) = adj, A (¢). O

The next theorem is stated, for the convenience of the reader, first when
N =n =2, then when N =n = 3 and finally in the general case N > n.

Theorem 5.39 Let N > n,
0< M ()< <M(9),

be the singular values of € € RNX". Let f : RN*" = R and g : R} — R be such
that

FE) =g (&), ().
(i) Let N =n = 2. Assume that there exists
G:Ri xRy =R, G=G(z,0) =G (x1,22,0),

convex, non-decreasing in each variable, symmetric with respect to the first two
variables, meaning that

G(IE27.’E17(S) = G(.’E17.’E276),

and such that
g(z1,m2) = G (71,72, 2172)

then f is polyconvex.
(i) Let N = n = 3. Assume that there exists

G:RYxR3 xRy - R
G = G({E,y7§) = G(x1796279637y17y27y375)

convezr, non-decreasing in each variable and symmetric in the variables x and y
separately, meaning that for every permutation P and P’ of three elements

G (Pa:7 P/y7 5) = G (a:7 y7 6) bl
and such that

g(x1,22,23) = G (v1, T2, T3, T122, T123, T2T3, T1T2T3) .



204 Polyconvex, quasiconvex and rank one convex functions

Then f is polyconvez.

(#i) General case: N > n. Assume that there exists

n

G:RixR%) ><~~~><]RJ(F"’1) xRy — R

G=G(z)= G(zl,zQ,--~ ,z"_l,z")

conver, non-decreasing in each variable and symmetric in each of the variables
Z* separately, i.e., for every permutation P; of (’Z) elements

G (PAY, PA?, - Py AL AT = G (AL A2, AL AT

and such that
g (Ji) =G (a:7adj2 €Ty 7adjn—1 z, adJn 1‘) :

Then f is polyconvez.

Remark 5.40 (i) The above result is due to Ball [53] when N = n = 2 and
N =n = 3 and to Dacorogna-Marcellini [202] when N = n. Here we follow this
last proof. A different approach, more in the spirit of Section 5.3.3, has been
given by Dacorogna-Maréchal [205]. One can also consult Mielke [443].

(ii) The above sufficient condition is in some sense also necessary, once we
have taken care of the appropriate symmetries implied by the fact that f depends
only on singular values. For example, since the function f does not see changes
of signs of the determinant, then G should not see it either (and the function
F, defined in the proof, as well). This will be achieved in Theorem 5.43 when
N=n=2. &

Proof. We first proceed, just for the sake of better understanding the proof,
with the case N =n = 2.

Case: N = n = 2. We divide the proof into two steps.

Step 1. We start with the following preliminary observation. Since G is
convex over RZ x Ry we have (cf. Corollary 2.51)

G( 5) b0+<b1;$>+b25:
xz,0) = sup .
bo, by € R bo + (b1;y) + bae < G (y,€), V(y,€) € RZ x Ry
by € R?

It is easy to see (cf. below) that since z € K2 and § > 0 and since G is non
decreasing in each variable and symmetric in the x variable, there is no loss of
generality in considering the supremum only on by > 0 and b; € KJQF. Hence,
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for every (z,6) € K3 x Ry, we have

G( 6) b0+<b1;$>+b25:
z,0) = sup .
b()ER b0+<b1;y>+bge§G(y76),V(y,e)EK_?,_XR+

by >0
bleKi

Let us now prove that we can indeed restrict the supremum to (b1, bs) € K3 X
R.;,_ . Define
L (b(), bl, bg, Z, 6) = b() + <b1; $> + b25

1) Assume first that we have by < 0 and

L(b07b17b27y76) < G(y,e), V(y,ﬁ) € K?k X R+

and let us show that we can increase the value by considering by = 0. Indeed,
since § > 0, we surely have

L (b07 b17 b27 Z, 5) S L (b07 b17 07 x, 6)
and moreover, since G is non decreasing in the variable ¢,

L(b07b1707y76) = L(b07b17b27y70) S G(y70)
< G(y,e),V(y,e)EK_Q‘_X]R_i_.

We have therefore shown that the supremum can be restricted to by > 0.

2) A completely analogous argument shows that we can also restrict our
attention to by € R?._ . Once this is achieved, we can further consider only b, €
Ki7 since z itself belongs to Ki and G is symmetric with respect to the two
first variables.

Step 2. Let F : R?*2 x R — R be defined by
F(£6) =G (A (8),10]) = G (M (&), 22 (6),19]) -
Observe that

F (& detl) = G(A(§),22(8),M1 (8 X2(8))
= g\ (£, ()= ().

Hence if we prove that F' is convex, we will have established that f is polyconvex.
We have by Step 1 that, for every (z,d) € K3 x Ry,

G (z,0) b0+<b1;x>+b25:
z,0) =  sup )
bOER b0+<b1;y>+b26§G(y,€),V(y,é)EKiXR_._
by >0

bleKi
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Since for every y € Ki , we can find n € R?*2 so that
M) =y
(just choose n = diag (y1,y2)), we deduce that
bo + (b1; AT (€)) + b2 |d] :

F(fv(s) = sup b0+<b1;A1 (77)>+b2|6| SF(W&%
bo €R, by >0 V(??,€)E]R2X2><]R
by EK2

Since the function (n,€) — bg + (b1; A (1)) + b |¢| is convex (by Corollary 5.37
and since by > 0 and b; € K 2) we deduce that F' is convex. The proof, in the
case N = n = 2, is therefore complete.

General case: N > n. Recall first the notations of Sections 5.2 and 5.4. Let

:§1<N><>

and T : RV>7 —, R7("N) he such that
T (g) = (67 adj2 57 o 7adjn g)

where

RT(n,N) = RNXn % R(g)X(Z) X oo X R(njyl)x(nﬁl) X R(]r\;)

For X = (X1, X2,..., X", X") € R"™N) we denote by
A(X) = (A (XY) A2 (X2) - APTH (X AR (X)) € KO

where

20 D

Finally define F : R™("N) — R by

Observe that, for & € RV*",

F(T() = GA(T()
= G(AN(9) A% (adjy€), -+ A" (adj, 4 €) A" (adj, €))
= G(A'(9),adjp AN (€) -+ adj, 4 AT () adj, AT (€))
= g(A'(©) =g (&), . (&)= f(&).

Hence to prove the polyconvexity of f it remains only to prove the convexity of
F. We then use the convexity of G to deduce, for every z = (2!, ,2") € Ki("),
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that

bo+ Yoy (bu;2¥) - }

G(Z) = sup . { bO"‘Zn <b .yu> < G(y) Vy € Re(n)
bo,bueR(u) v=1 \"V» > N i

The facts that G is non decreasing in each variable and symmetric in each of

the variables but the last one, that z¥ € Ki"), for every v =1,--- ,n, allow (as
in Step 1 of the case where N = n = 2) to restrict the above supremum to

bo + Z’le <bv? ZV> :
bo+ X", (biy) < Gly), Vy € K1

n

G(z) = sup {
bo€R, b,,eKJ(r")
: v e ) 1. v e R(I*(C)
Since for every y” € K}"” and every v = 1,--- ,n, we can find n” € R
so that

A (") =¥

(just choose ¥ a diagonal matrix with the appropriate entries), we obtain that
for every X = (Xl7 . ,,X”) € R7(WN),

F(X) = GAX)

= s bo+ Yy (bui A (XV)) :
: v ) bo + Z:Zzl <bu§AV (7]11)> <F ('r])’ Vn € RT(m.N)

n

boER, b, EKEV

Observe that since b, € K&’) for v =1,---,n, we have that the function

n=(n"n") €RTN by + 3 " (b, A (1))

v=1
is convex (cf. Corollary 5.37) and hence F' is convex. Thus the function f is
polyconvex and this achieves the proof of the theorem. ll

The next example will turn out, in the subsequent chapters, to be useful.

Example 5.41 Let £ € R™*", then the functions

fo (&) = H Ai (€)

are polyconvex for every v = 1,--- ,n. The proof follows from the theorem, but
it can be seen in a more straightforward way from the following argument. For
1 < s < n, the function

x er()x() & Ay ()

S

is convex, according to Corollary 5.37. Hence the function

§— /\(n) (adjs €)

S
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is polyconvex. Since
n

Ay (adi ) = I %,
‘ 1=n—s+1
we have the claim. &
We now turn our attention to the SO (2) x SO (2)-invariant case and give
here a theorem due to Dacorogna-Koshigoe [192], which shows, in particular,
that at least when N = n = 2, the sufficient condition of Theorem 5.39 is also

necessary. We here follow the proof of Dacorogna-Maréchal [205]; but let us
first introduce the following definition of polyconvexity for vectors.

Definition 5.42 A function g : R> — R U {+oc0} is said to be polyconvex if
there exists G : R? — R U {400} convex such that

g (x1,22) = G (21,22, 122) .

There is of course a similar definition for polyconvex functions over R™ (for
details see [205]), but we will not need this extension here.

In the next theorem we use the notations of Section 5.3.3.

Theorem 5.43 Let f: R?*2 — R be SO (2) x SO (2)-invariant and let g: R? —
R be the unique I1. (2)-invariant function such that

f=gop.

The following statements are all equivalent.
(i) f is polyconvez.
(i) g is polyconver.
(iii) For every (a;,b;) € R?, t; > 0,4 =1,2,3,4 with

Siiti=1 and i tiab; = (i, tiai )( X, tibi)
the following inequality holds
9( iy ti (ai, bi)) < Sy tig (ai,bi)
In particular, if G : R? — R is defined by
Sy tig (ai, by) - } ’

Z?:l ti (CLl', b“albi) = (CL, b, 6) and Z?:l ti =1

then G is well defined. Moreover if g satisfies the above condition, then G is
convex and

G (a,b,d) = inf {

g(a,b) = G (a,b,ad)



Examples 209
for every (a,b) € R2.
(iv) For every (a,b) € R?, there exists 3 = (3 (a,b) € R3 such that
9(x,y) > g(a,b) + (B (a,b); (z,y,2y) — (a,b, ab))
for every (x,y) € R? and where (-;-) denotes the scalar product in R3.
Remark 5.44 (i) The equivalence between (i) and (ii) can be restated as:
f |R3><2 is polyconvex < f is polyconvex,

where R2*? is the subspace of diagonal matrices of R?*2 and f |R§><2 is the
restriction of f to this subspace.

(ii) The same result holds if f: R?*?2 — R is O (2) x O (2)-invariant and
g: R? — R is the unique II (2)-invariant function such that

f=goA

(iii) The result can be, in part, extended to the case where f: R?*2 —
R U {400}, see Dacorogna-Maréchal [205] for details.

(iv) We recall that when we say that a function g: R? — R is II. (2)-invariant
we mean that, for every x1, x5 € R,

g(x17x2)=g(x27x1)=g(—x1,—x2) Zg(—$27—$1)~ &

Proof. The equivalence between (ii), (iii) and (iv) is proved in exactly the
same way as the one of Theorem 5.6 and we will therefore omit the proof.

(i) = (ii). Since f is polyconvex, we can find a convex function
F:R¥”? xR —R

so that
f(&) =F (£ detg).

Let (21,22,0) € R3 and let
G (1'1, T2, 6) =F (57 6)

where ¢ = diag (z1,72) € R?*2. Observe that G : R3 — R is convex and, since
g is I, (2)-invariant, we have

g (x1,12) = G (21,22, T122) -

Thus ¢ is polyconvex.

(ii) = (i). We divide the proof into two steps.
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Step 1. Since g is polyconvex, we can find G : R? — R convex such that
g (w1,22) = G (21,2, 7172) -

In general the function (z1,x2) — G (21, x2,d) is not Il (2)-invariant, although
g is. To remedy to this difficulty, we let H : R3 — R be defined by

1
H(xl,xg,é) = Z [G ($17$27(5) + G(xg,xh&) + G(—xh —{,C27(5)
+G (—$27—{E17(5)].

The function H is convex and furthermore (z1,22) — H (x1,22,0) is I (2)-
invariant. Moreover, since ¢ is I, (2)-invariant we also have

g (x1,22) = H (z1,22,2122) .

We then define, for £ € R2*2
F(§75) =H (:ul (g) y 2 (f) 76) .

Since we clearly have

f(&) = F (& det),

we will deduce the claim, namely that f is polyconvex, once we will have shown
that F: R?*2 x R — R is convex.

This is done in a completely analogous manner to the one of Theorem 5.39.
Indeed since H is convex over R? we have (cf. Corollary 2.51)

by + by + baxs + b3 :
H (21,22,0) =  sup bo + biy1 + bay2 + bse < H (y1,y2,€),
bo,b1 ,ba,bs ER ¥ (5110, €) € R?
It is easy to see (cf. Step 2 below) that, if |z1] < x2, we have
bo + bix1 + boxo + b3d :

H(x17x275)= sup b0+b1y1+b2y2+b3€§H(yhy%e)»
bo,bs € R for every |y1] <ys ande € R
|b1] < by

(5.66)
since (x1,x2) — H (x1,x2,9) is Il. (2)-invariant.
Since for every |yi| < y2, we can find n € R?*? so that

p1(n) =y1 and po () = yo

(just choose n = diag (y1,y2)), we deduce that

bo + biper (§) + bapa (&) + b36 :
F(&,9) = sup bo + b1pu1 (n) + bapa () + bze < F (n,€),

bo,ngR V(’O,€)ER2X2XR
|b1| < b2
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Since |b1]| < ba, we find that the function
(n;€) = bo + b (1) + bapsa (1) + bae

is convex (by Corollary 5.37) and we thus deduce that F' is convex. The proof
is therefore complete.

Step 2. Let us now prove that (5.66) holds. So let, for |z1| < zo and
bo, b1,b2,b3,0 € R,

L (bl, b2,$1,$2,5) = b() + b1$1 + b21‘2 + b35

(we do not denote in L the dependence on by, b3, since they will not change in
the following computations) be such that

L (b17b27ylvy276) S H(y17y276)7 v(y17y276) € RB' (567)
The claim (5.66) will follow, if we can find |¢1]| < ¢o so that
L (b1,b2, 1, x2,0) < L(c1,c2,%1,%2,0) (5.68)

while
L(ci,c2,y1,92,€) < H (y1,92,€), V(y1,y2,€) € R (5.69)

This is done as follows. Let

1 if b1by >0
g (bl,bg) = 0 if blbg =0
—1 if b1by < 0.

Let 7 be a permutation of {1, 2} such that

and
Cl: =0 (bl,bg) |b.,-(1)| and Cy = |b.,-(2)| .

According to Proposition 13.9, the inequality (5.68) is satisfied. Observe that,
for every y1,y2 € R,

biyr +bay2  if by > |b1]
—biyr — baya if — by > [by]
bay1 +biya  if by > |bo]
—boy1 — brys if — by > |bo].

C1Y1 + C2y2 =

This implies that

L(617627y17y276) S maX{L(b17b27ylvy27€)7L(b17b27_y17_y276)7
L (b1,b2,y2,y1,€) s L (b1,b2, —y2, —y1,€) }.
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Since (5.67) holds and (z1,x2) — H (x1,2,0) is Il (2)-invariant, we get (5.69)
and hence the claim (5.66) is established. H

Having discussed the convexity and the polyconvexity of SO (2) x SO (2) or
O (N) x O (n)-invariant functions, one would be tempted to think that similar
results exist for rank one and quasiconvex functions. This is not the case as was
first observed by Dacorogna-Koshigoe [192] (see Example 5.45) for rank one
convex functions. Later Miiller [463] showed the same result for quasiconvex
functions.

Example 5.45 The examples are based on computations of Dacorogna-
Douchet-Gangbo-Rappaz in [185]. In both examples, N =n =2 and b > 0.

(i) Let a > 2+ /2 and
Fan (€) = €7 — 227 b |det £] .
(ii) Let @ > (94 5v/5)/4 and

o (€) = €1 (I€]* — 2bdet€).

Note that both functions are SO (2) x SO (2)-invariant. In both cases, there
exist by < by (for the precise values of by , ba see [185]) such that

fa,p is rank one convex < b < by,
Ja,plgzx2 is rank one convex < b < by . O
d

We finally conclude this section by mentioning other results on rank one
convexity of O (n) x O (n)-invariant functions. As seen in Proposition 5.31, any
such function is necessarily of the form

FE&) =g (&), A (8))

where 0 < A\p (§) < --- < A, (§) are the singular values of the matrix £ € R"*".
Assuming that the function f is twice differentiable, it is therefore natural to
ask conditions on the derivatives of g that ensure the rank one convexity of
the function f. This was achieved by Knowles-Sternberg [371] when n = 2 and
then in various different ways by Aubert [41], Aubert-Tahraoui [48], Ball [55],
Dacorogna-Marcellini [202] and Davies [223]. When n = 3, Aubert-Tahraoui
in [47] gave also some necessary conditions and, although in a slightly different
context, necessary and sufficient conditions were derived by Simpson-Spector
[540] (see also Zee-Sternberg [613]). In the case of general n, certain results
exist but are less explicit; see Dacorogna [182] and Silhavy [536].

5.3.5 Functions depending on a quasiaffine function

The following theorem was established in Dacorogna [173].
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Theorem 5.46 Let f : RV — R, & : RVX® — R be quasiaffine but not
identically constant and g : R — R be such that

(in particular, if N =n, one can take ® (§) = det&). Then

f polyconvexr < f quasiconvexr < f rank one conver < g conver.

Proof. The implications

g convex = f polyconvex = f quasiconvex = f rank one convex
follow immediately from Theorem 5.3. It therefore remains to show that

f rank one convex = ¢ convex.
We want to prove that for t € (0,1), «,3 € R, then
g(ta+ (1 —1)p) <tg(a)+ (1—1t)g(B)

provided f is rank one convex. Following Theorem 5.20, we have that

nAN

® (&) = ao + (a; T (€)) = ao + {a;€) + Y {aziadj; £),

=2

where ag € R, a; € RV*" and a; € RY) where o (j) = (];7) (). Since @ is not

identically constant, then at least one of the a;, 1 < j < n AN is not zero. Let
s be such that as # 0 but as_1 = as_2 =--- =a; =0 (if a; # 0, we then take
s=1). Since as #0 (€ R"(S)) we have that at least one of the components of
Lo al®™)

as = (al,-,ag"”) is non-zero. For notational convenience, we take aJ*) # 0.
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First choose € RV*™ in the following way
ntoo My Mg ey,
m e My My
7’] =
AR M niﬁ ot
meoo Y o ey
@~ do 0 0 --- 0
a(s)
as
= 0 1 0 0
0 0 0 0
0 e 0 0 --- 0

More precisely, we take all components to be zero but the following ones:

a — ap i .
1= o) ,mi=1for2<i<s.

as

n

We next choose A € RV*" in exactly the same manner except that we replace
the first component by (5 — ag )/a;’“). We then immediately have

Q) =a ©(\)=p
rank {n — A} <1

since a; = 0if j < s,

adj,n = (0,---,0, 0) and adj, A= (0,---,0,

ag(S)

and adj; n =adj; A\ =01if j > s+ 1.
We also clearly have from Theorem 5.20 that

O(ty+(1—t)A) =ta+(1—1t)p

Using the rank one convexity of f and the above construction we get

glta+(1=1)p) = g@{n+A-)N))=fn+(1-1)A)
< tfm+ A=) fA)=tg(@m)+ 1 -1)g(®(N)
= tg(@)+(1—-1)g(B)

which is the desired result. B
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5.3.6 The area type case

The next result is due to Morrey [453], but we follow a different proof, estab-
lished in Dacorogna [171].

Theorem 5.47 Let N =n+ 1 and for £ € R (mF1)xn g

adj, € = (det &', —det €2, -+ (=) det &%, .. (=1)" T2 det £,

where E”“ is the n X n matriz obtained from & by suppressing the kth row. Let
f:REHDX? LR and g : R*H — R be such that

(&) =g(adj,§).
Then

f polyconvex < f quasiconvexr < f rank one conver < g conver.

Remark 5.48 It is clear that if v : R® — R"*! then adj, Vu represents the

normal to the surface
{u(z) :x € R"}.

In the case n = 2, u (z1,32) = (u',u?,u®) we have

du? Ju? du? ou?

8w1 8_932 89:2 8901

: _ du® Jul du' ou?
ad‘]2 vu - 8w1 89:2 - 89:1 8w2 : O

du! ou? dul 9u?

dx, Ora  Oxa Oz

Before proceeding with the proof of the theorem, we mention an algebraic
lemma, stronger than needed, that will be fully used in Section 6.6.4. We will
prove the lemma, established in Dacorogna [171], after the proof of Theorem
5.47.

Lemma 5.49 Let 0 <t < 1, a,b € R*"! and & € R"TDX" pe such that
adj, { =ta+ (1 —1t)b#0.
Then there exist o, 3 € ROTDX" sych that
E=tat+(1-1)p
adj,a=a, adj,0=">
rank {a — B} < 1.
Proof. (Theorem 5.47). The implications

g convex = f polyconvex = f quasiconvex = f rank one convex
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follow immediately from Theorem 5.3.
It therefore remains to show that

f rank one convex = ¢ convex.

We let t € (0,1), a,b € R"™! and we wish to show that
g(ta+ (1—-1)b) <tg(a)+(1—1t)g(b) (5.70)

provided f is rank one convex and f (§) = g (adj,, £) . We divide the proof into
two cases.

Case 1: ta+ (1 —1t)b# 0. We let
ci=ta+(1—t)b=(c', -, ") e R

Since ¢ # 0, we assume, for notational convenience, that ¢! # 0 (the general
case is handled similarly). We then let

3 n+1
g g g T
C C
52 52 52
1 2 n cl 0 0
g:: g
& & - 8 0 1 .. 0
gt gt 0 0 .. 1

It is then easy to see that
adj,{ =c=ta+ (1 —t)b#0.
We may now apply Lemma 5.49 to get o, 3 € R("H1X" guch that

E=tat+(1-1)p
adj,, «a =a, adj,=">
rank {a — B} < 1.

Returning to (5.70), using the rank one convexity of f, we obtain

glta+(1=1)b) = g(adj,§) = f(§) = f(tat+(1-1)0)
< tf(@+ A=) f(B) =tg(a)+ (1 —-1)g(),

which is precisely the result.

Case 2: ta+ (1 —t)b = 0. Observe first that the rank one convexity of f
implies that f is continuous (cf. Theorem 5.3), thus from f (£) = g (adj, &) we
deduce that g is continuous. Therefore using Case 1 for @ = a + (¢,0,---,0)

and b= b+ (¢,0,--- ,0) where € > 0 is arbitrary, we deduce (5.70) by continuity
of g. l
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We now conclude this section by proving Lemma 5.49.

Proof. We give here a different proof than the one in Dacorogna [171] or
[179]. We decompose the proof into two steps.

Step 1. We start by assuming that ¢ € R("*D*" hag the following special
form

:L'l PR 0
fzdiag(nJrl)xn (T1,++ @) = :
0 Ty
0 0
with x1,---,x, € R, all different from 0, and thus
0
adj, € = : —ta+ (1—t)b+#£0.
0

(=1)"zy -y

We next observe that for every A € R**! and p € R” we have
adj, (£ + A ® p) = adj, &+ (adj, 1 & A @ )

where
_/\n+1‘ul Hj;él T

(adj, 1 &A@ ) = (=1)" -
Dt [Nhs Hj;és ;]
We then search for o, 8 € ROTDX7 of the form

a=4+(1—-H)Apu
B=E(—tA®p

where A € R"*! and p € R™ are to be determined. We therefore immediately
deduce that
E=ta+(1—-t)p and rank{a—pF} <1

We next observe that

adj,a = adj, &+ (1—1) (adj, 1 &A@ p)
Thus the equations adj,, &« = a and adj,, 8 = b reduce to the single system of

equations
(adj, 1 &A@ u) =a—b:=c (5.71)

that we solve by considering two cases.
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Case 1: ¢t = --- =" = 0. We then choose
M=1, M=..=\"" =0, po=--=p, =0
and o
n_ c"
= (=1) H;’L:Q Ly

so as to satisfy (5.71).

Case 2: there exists k € {1,---,n} with ¢& # 0. Equation (5.71) is then
satisfied if we choose

4

+1 C .
:ul:(_l)n 72217"'7’”'
Hj;éi Zj
and \* = 0 whenever i # k,n + 1, A1 =1 and
AF = (—1)" ot
M Hj;ék Zj ck

Step 2. We now reduce the general case ¢ € Rt %" to the special form of
the previous step by using the singular values decomposition theorem (cf. The-
orem 13.3). We can indeed find R€e O(n+1),Q € SO (n) and z4,--- ,2, € R
so that

a;‘l .. 0
€:=ReQ =

0 - =z

0O --- 0

Using Proposition 5.66, and noting that adj,, @ = det @ = 1, we find that

adj, £ = adj, R adj, & # 0.
Observing that adj,, R € O (n + 1) (by Proposition 5.66), we set
@:=adj, Ra and b:= adj, Rb

and we can find, from Step 1, a, B e R("tDx7 guch that

E=ta+(1—-1)43
adj, a=a, adj,3="b
rank{a — 3} < 1.
Setting B
a:=R'aQ" and 3:=R'BQ"

we have indeed obtained the claim of the lemma. H
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5.3.7 The example of Sverak

We now turn to an example of a rank one convex function that is not quasicon-
vex. This fundamental result was obtained by Sverak [551] when N > 3 and
n > 2 and we follow his presentation here. The question of extending Sverak
example to the case where n > N = 2 is still open.

Theorem 5.50 Let N > 3 and n > 2. Then there exists f : RY*n R rank
one convex but not quasiconver.

Proof. The proof is divided into four steps.

Step 1. Assume that we have already constructed a rank one convex function
g : R3*2 — R, that is not quasiconvex. In particular (appealing to Proposition
5.13), there exists n € R**? and ¢ € W® (D2;R?) | where Dy = (0, 1)? such
that

| o+ 9o @)de<gm.
Then define 7 : R¥*? — R3%2 {0 be
& &
&) =| & & |, for £ RV
& &

Finally, let
[ (&) =g(m(£).

This function is clearly rank one convex, since g is. It is also not quasiconvex,

since choosing any ¢ € RN*" so that 7 (£) = n, D,, = (0,1)" and
¢i (1'1,1‘2) 1fZ:17273
0 if not

(pi (x17"' 7xn) ::{

we get that ¢ € WL (Dn;RN) and

per

/D FE+ V(@) dr < £(£).

Step 2. In view of Step 1, it is therefore sufficient to prove the theorem for
functions f : R3*2 — R. We first let

z 0
L:={¢cR>?:¢6=| 0 y | wherez,y,zcR}
z oz
and P : R3*2 — L be defined by
&l 0
P (&) = 0 &

(E+&)/2 (8+8)/2



220 Polyconvex, quasiconvex and rank one convex functions

We next let g : L — R be defined by

g = —xyz.

n O R
N O

Finally, for €,y > 0 let the function f. . : R3*? — R be such that

fern (€)== g (P (&) +elél* +ele|* +vIE— P (&),

We claim that we can find € and 7 so that f., is rank one convex (see Step 4)
but not quasiconvex (see Step 3), giving the desired claim.

Step 3. Choose £ =0 and

sin 2wz

o (x1,29) = sin 2wz

2
sin 27 (1 + x2)

Observe that ¢ € WL (D;R?), where D = (0,1)> and Vo € L (hence

per

P (V) = V). Moreover,

1ol
/ g (Ve (x))dr = —/ / (cos 2m1)? (cos 2ma)” dayday < 0.
D o Jo

Therefore (see Proposition 5.13), for every ¢ > 0 sufficiently small and for every
v > 0, the function fc - is not quasiconvex.

Step 4. We now show that for every ¢ > 0, we can find v = v (¢) > 0 so
that fe . is rank one convex. This is equivalent to showing that the Legendre-
Hadamard condition is satisfied, namely

d2
Li(&m) = ) [fer (E+17)] ) >0, V&, € R¥*? with rank {n} = 1.
= (5.72)
Letting
d2
Ly (&m) = pre) [g (P (& +1tn))]
t=0
we find

Ly (&,m) = Ly (&) + 2¢ [ + e €] [n* + 8¢ ((&;m)* + 27 |n — P (n)[*.

We show (5.72) in two substeps.

Step 4’. Observe that since g is a homogeneous polynomial of degree three,
we can find ¢ > 0 such that

Ly (&m) = —cl¢|n)*.
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We therefore deduce that

Ly (&) = (=c+4el¢]) €] In]®

and thus (5.72) holds for every € R3*? (independently of the fact that
rank {n} = 1) and for every £ € R3*? that satisfies

Cc
> —.
GES=

Step 4”. It therefore remains to show (5.72) in the compact set
K= {(&m) e R¥2 x R¥2:|g| < =, [n] = 1, rank{n} = 1}
€

in view of Step 4’ and of the fact that L; (£§,7) is homogeneous of degree two in
the variable 7.
Moreover, we also find that

Ly (&) > H(&n,7) == Ly (&,n) + 2¢[n)* +2v|n — P ()|

and therefore (5.72) will follow if we can show that for every ¢ > 0 we can find
v =€) so that H > 0 on K.

Assume, for the sake of contradiction, that this is not the case. We can then
find v, — o0, (&,,m,) € K so that

Ly (§,m0) + 26 < Ly (§,m0) + 26+ 29, 0 — P (n,)[* < 0.
Since K is compact, we have up to a subsequence (still labeled (&,,7,)) that
(Evsmw) = (§m) € K, Ly (§,m) +2¢ <0 and P (n) = 1.
However we have € > 0 and, by construction,
Ly (&,m) =0, V& n € R**2 with P(n) =7 and rank {n} = 1.

This leads to the desired contradiction and therefore the theorem holds. W

5.3.8 The example of Alibert-Dacorogna-Marcellini

We now turn our attention to an example where N = n = 2. It involves a
homogeneous polynomial of degree four. We characterize, with the help of one
single real parameter, the different notions of convexity.

Theorem 5.51 Let v € R and let f, : R**? — R be defined as

F1 (&) = €17 (1€]* — 2y det €).
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Then
. 2
I~ is convex 7] <ve = g\/ﬁ,
f is polyconvex vl <vp =1,

f~ is quasiconvex

=
=
& |y <y and vy >1,
<

fv is rank one convex

< Ap = —.
Iyl < 7

We now make some comments about this theorem.

(i) The last result and the fact that if f, is polyconvex, then |y| < 1, were
established by Dacorogna-Marcellini [193]. All the other results were first proved
in Alibert-Dacorogna [14]. The most interesting fact is the third one.

(ii) The example also provides a quasiconvex function that is not polyconvex
(such an example was already seen in Theorem 5.25 when N,n > 3; see also
when n = N = 2, Theorem 5.54 and Sverak [552]).

(iii) The problem of knowing if v, = 2/+/3 is still open. If this is not the
case (meaning that 7, < 2/v/3), then this would provide a rank one convex
function that is not quasiconvex, giving a final answer to this long standing
question. However many numerical evidences tend to indicate that v, = 2/ V3,
see Dacorogna-Douchet-Gangbo-Rappaz [185], Dacorogna-Haeberly [191] and
Gremaud [321].

(iv) The polyconvexity of the function

F1(©) =€ (1€° — 2det€)

has, since the work of Alibert-Dacorogna [14], been reproved notably by Iwaniec-
Lutoborski [353]. Hartwig [335] also proved this fact exhibiting a convex func-
tion F: R?*2 x R — R, namely

2 ) ’ ,
F(f,é):{ [1€° +2det £ —26][[€]" +2det € — 48] if [¢]" +2det £ > 4

so that

0 otherwise,

f1(§) = F (& det§).

We now proceed with the proof of the theorem. But before that we want
to observe that in all four statements we can restrict our attention to the case
where v > 0. Indeed, observe first that

I (QE) = f—, (&) for every € € R**? and Q € O (2) with det@ = —1.

This easily implies that f, is convex (respectively polyconvex, quasiconvex, rank
one convex) if and only if f_, is convex (respectively polyconvex, quasiconvex,
rank one convex). Hence, we may assume throughout, without loss of generality,
that v > 0.



Examples 223

We first start with the statement on the convexity of f, .
Proof. (Theorem 5.51: Convexity). We have to show that

2
fvy is convex & 7 <. = §\/§

This result was first proved by Alibert-Dacorogna, but we give here the proof
based on Dacorogna-Maréchal [204].

According to Theorem 5.33, it is sufficient to verify the claim only on diag-
onal matrices. So let

g(z,y) = (2° +9?) [(2® + y?) — 2ymy] .

The Hessian of g is therefore given by

) 4 (22 +y?) + 822 — 12vzy 8zy — 67 (2?2 + y?)
Vg (z,y) = s o s ) :
8zy — 67 (22 + y?) 4 (2? +y?) + 8y? — 12yay
Setting
x:rcos§, y:rsin§
we find that
44 2cosf — 3ysinb 2sinf — 3y
Vg (x,y) = 2r° :
2sinf — 3y 4 —2cosf — 3ysinf

The function g is therefore convex if and only if the trace and the determinant
of V2g are non negative. This is true if and only if

4 —3vysinf > 0,
12 — 992 — 12v5sin 6 + 992 sin? 6 > 0.

Step 1: («). We first consider the case where v < v, = 2v/2/3. This
immediately implies that the first inequality holds. Since the discriminant of
the polynomial (in sin #) that appears in the second inequality is given by

A =367 (99" —8) <0,

we have indeed obtained the claim.

Step 2: (=). We now show that if f, is convex, then v < .. We prove the
result by contradiction and write for a certain ¢ > 1

2
¥=1Y = §\/§t

The polynomial that appears in the second inequality is then transformed into

12 — 8t% — 8v/2tsin 6 + 8t%sin? 6.
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Observe that the minimum of this polynomial (in sin 6) is attained at

1
sinf = ——

V2t

and its value is then
8(1-t*) <o.

This is the desired contradiction. l

We now discuss the rank one convexity of f, .
Proof. (Theorem 5.51: Rank one convexity). We have to show that

[~ is rank one convex & 0 <~y <7, = 2/\/§

and this was established first by Dacorogna-Marcellini [193].

We start with some notations and with the computation of the second
variation.

Notation. To every ¢ € R?*2 we associate g € R%%2 in the following way

5_(5% 5;) g_< g —5%)
& 8 ) —& &
We immediately observe that

€l =1&], deté = det
(&) =(&n), (&§€) =2dets
det (€ +n) =det &+ (&7 ) +dety
where (-;-) denotes the scalar product in R?*2. We also have that
a (det &) = &/, ie. V(det&) =&
oE; J
(Note that in the notations of Section 5.4 £ = adj; €).

It will be convenient to decompose any matrix in its ” conformal” and ” anti-
conformal” parts, which are given by

£ =5 +E), £ = (6~ E).

We find the following relations. For &, 7 € R?*2 we have
2det ¢t = [¢7]7 and 2deté” = —[¢7|?

€ =1e 7 +[e° and 2detg=[¢** ~ ¢ =2detét +2dets

(&Gn)y={(5nT )+ (&5n ) and (E55m7 ) =(&5nT ) =0
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€7 —2deté =2]¢ > and  [¢]* +2dete = 2|¢*|?.

Second variation. We next compute the second variation of f,

2 2
lape fl 85 B
We first calculate V f and find

7] , , ~.
22— el €l — 4 (dete) € — 216 €L

We then deduce that, for 1 <14, j, a, 8 < 2,

0% f,
081,08}

= 8¢LE + 4187 6900 — 41ELE]
—dy (et §) 67005 — 47ELEL — 2v1€° 6V dag ,

where
54— 1 ifi=y G- (=1 ifi#£j
0 ifi#j 0 otherwise
and similarly for 6,5 and gag . We therefore have that, if

2

Uy (&) = Y AL
o ) o )
i 066085

then

Uy (&) = S(EM)+AIEP Inl* — 8y (&m) (& n)

5.73
—doy |n|* det & — 4 [¢]* det . 57

In terms of the above decomposition we have

L &= 20—y (&Ehmm )2+ a(ermt ) (Em)
+2(L+9) (€57 )2+ A=) € It (5.74)
o e R 2 R R S C I Nl i
Step 1: (<=). We first show that if v < 2/4/3, then f, is rank one convex.

This is equivalent to showing (see Theorem 5.3) that the Legendre-Hadamard
condition holds, i.e.,

¥, (&,m) >0, for every &,1 € R**? with detn = 0. (5.75)
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Using (5.74) and the fact that detn = 0 if and only if |77+|2 = |17’|27 we
immediately obtain
Loy (&)= [(A=3y) (&t )2 +4(&hmt ) (&)
+ (4437 (€ )7
+H @ =) (€ It = (&FimT)?)
+ @2+ (€I = (€5 )D),
Since v < 2/ V3 < 2, we deduce that the term in the second bracket is non-

negative. The discriminant of the term in the first bracket is

A=4[4—(4-3y)(4+37)]
and is non-positive if v < 2/4/3. Therefore

2
Py (€,m) >0, for every v < —

V3
as claimed and the proof of Step 1 is complete.

Step 2: (=). We now prove that if f, is rank one convex, then v < 2/v/3.
In order to show the result, we prove that if v > 2/4/3, then f~ is not rank one
convex, which is equivalent (see (5.75)) to showing that there exist &, 7, € R?*2
with detn, = 0 such that v (§,,7y) < 0. This is easily done. Choose

0 1 0
fv:<81)»77v:<0 O)

with a defined below. A direct computation gives

1

11/),, (&y,my) = 3a% — 3ya + 1.

If the discriminant A = 942 — 12 is positive, and this happens if v > 2/1/3, we
can then choose a so that ¥ (§,1y) <0, as wished.

This concludes the study of the rank one convexity of the function f,. H
We next turn our attention to the polyconvexity of £ .
Proof. (Theorem 5.51: Polyconvexity). We have to prove that

f~ is polyconvex & 0 <y <y, =1.

Step 1: (=). We first show that if f, is polyconvex, then 0 < v < 1. Using
Corollary 5.9, we can find ¢ > 0 such that

f4 (&) > —c(1+ |£|2) for every & € R?*2,

In particular the inequality holds for
E=tI, teR.
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We therefore find that
fr(€) =41 =yth > —c(1 +2¢2).
Dividing both sides by t* and letting t — oo, we find that

1_7207

as wished.
Step 2: («<). We start with a preliminary step.

Step 2°. We show that if f, is polyconvex, then fs is polyconvex for every
0 < B <. We have to prove, according to Theorem 5.6, that

6
fa(§) < Z Aifa (&)

i=1
whenever £, & € R?2X2, \ € Ag, satisfy

6 6
§= Zx\i&', Zx\idet& = det&.

i=1 i=1
We consider two cases.
Case 1. Assume that

6
D |67 det & <€)7 det .

i=1
Then the claim is trivial since, recalling that 8 > 0 and observing that the
function & — |¢[* is convex,

6 6
fo(€) = 1€l —281¢ det € < > Ni[l&]" — 28&[7 det & ] =D Nifs (&)
=1

i=1

Case 2. Assume now that

6
D Nl det & > |¢]* det €.

i=1
Then the claim follows from the observation

f3 (&) = f5 (&) —2(B— 7)€" det,

from the hypothesis 0 < 3 <« and from the polyconvexity of f, .
This achieves the proof of Step 2’.

Step 27. Tt therefore remains to show that

F1(€) = € (1€° — 2det€)
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is polyconvex and the proof will be complete. As we already mentioned, there
are three proofs of the preceding fact: the original one of Alibert-Dacorogna,
the one of Hartwig and that of Iwaniec-Lutoborski, which is in the same spirit
as the one of Alibert-Dacorogna but slightly simpler, and we will follow here
this last one. We will show that, for every &,n € R?*2,

fr(n) = f1(€) +4(€]° — det &) (&m — &) — 2]¢[* [det n — det €] .

This last inequality, combined with Theorem 5.6, gives that f; is polyconvex.

In order to show the inequality, it is sufficient (see Theorem 5.43 and the
remark following it) to verify it on diagonal matrices, so we will set

¢ = diag(a,b) and n = diag(z,y).
We therefore have to prove that

(ac—y)2 (% +y%) > (a—b)2 (a? +b?)
+4 (a? +b* —ab) [a(z — a) + b (y — b)]
—2(a® +b?) (zy — ab) .

This can be rewritten, setting X =x —a and Y =y — b, as

aX? - 2B8XY +9Y2 >0 (5.76)
where
a = (@—y+a)’+a*+(a—b)?
8 = (a=b)(@—y+a—b)
vo= (—y—0) +b+(a—b).

The inequality (5.76), and thus the polyconvexity of fi, follows from the fact
that a, v > 0 and from

A = ay-p?
[a® +b° — (z—y) (a—b)]?

+(@—y+a-b)*[(@—y*+(a-b)7]
0.

Y

This concludes the claim for the polyconvexity. B

We finally show the statement on quasiconvexity. It is clearly the most
difficult to prove and we will first start with the following result, proved by
Alibert-Dacorogna [14], which is a consequence of regularity results for Laplace
equation. We will use it twice: once when £ = 0 and p = 4, in the proof of
Theorem 5.51, and the second time when £ = 0 and 1 < p < 2 in Theorem 5.54.
The statement with £ £ 0 and p = 4 is just a curiosity.
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Theorem 5.52 Let 1 < p < oo and 2 C R? be a bounded open set. Then there
exists € = € (2, p) > 0 such that

/[|V<p ()] £ 2det (Vo (z)) P/ ?dx > e/|Vg0 (z)|" dz (5.77)
Q Q

for every o € Wy (Q;R?).
Moreover, when p = 4, the inequality

/[|§+V<p(x)|2 + 2det (£ + Vo (2)) |2da

. (5.78)

> (|§|2:|:2det£)2meas§2+e/ |V<p(a:)|4da:
Q

holds for every & € R?*? and every ¢ € I/Vol’OO (Q;Rz) .

The result (5.77) is clearly non-trivial, except when p = 2 (in this case we
can take ¢ = 1 and equality, instead of inequality, holds). Observe also that
the inequality (5.77) shows that the functional on the left-hand side of (5.77) is
coercive in Wy? (€, R?), even though the integrand is not coercive (not even
up to a quasiaffine function, which here can be at most quadratic).

Proof. (Theorem 5.52). We prove (5.77) and (5.78) only for the minus sign,
the proof being identical for the plus sign. For this purpose we adapt an idea
of Sverak [552].

Step 1. We first prove the result for £ =0 and 1 < p < co. We start with an
algebraic relation. We clearly have that there exists a constant « = « (p) such
that for every ¢ € R2%2

p/2

e —2dete]”” = [(6 -&2)°+ (@ +&)7]

alle - &l + g+l

We now turn to the claim and note that it is sufficient to prove the claim for
© = (¢, ¢?) € C5° (2, R?), the general result being obtained by density. We
also extend the function outside €2 by setting ¢ = 0 there. Then denoting
O’ |0z; by 0;¢7, i, 7 € {1,2}, we have from the above algebraic relation

/Q [V ()2 — 2det (Vip () |P/2de

Y

> o / 16" (2) — 02® (@) + |0op* () + Or? ()" .
Q

The classical regularity results for Cauchy-Riemann equations (see, for example,
Proposition 4 on page 60 in Stein [543]) leads to the existence of a constant § > 0
such that

IVelt, <8 / 19" () — Bu® (@) + |20 (&) + Bri? ()" L.
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Choosing € < o/, we have (5.77).

Step 2. We now prove the general case, where £ is not necessarily 0 but
p = 4. We start with the following algebraic observation

[(€=&En)P < |€—E[ 0l = 2(|¢]* —2det&] nf”. (5.79)
We next compute

[|€+ Ve|” — 2det (£ + V) |2
= [J6]" —2detE +2(E—& Vo) +|Ve|* — 2det (Vi) |2
[1€]* — 2det £]2 +4[ (£ — & Vi ) 2 + [Vl — 2det (Vi) |2
HA[ | — 2det£][ (£ — & Vi ) — det (Vi) ]
+2[|¢]* — 2det €] |Vl + 4[[Vip|* — 2det (V) ] (£ — & Ve ) .
Using (5.79), we obtain
[1€+ Veol* — 2det (£ + Vi) |2
> [[€fF —2det &) +5[( £ — & Ve ) >+ [|Ve|* — 2det (V) |2
+4[[€]* — 2det £][( £ — & Vi ) — det (Vi) ]
4[|Vl — 2det (V) | (€ - & V) .
Noticing that
0 < 5[(E-§Vp)]?
[V — 2det (Vi) (€~ & Vo) + 2 [Vl — 2t (Vi)

we deduce that

[€+ Vel —2det (E+ Vo) |2 > [|€]* — 2det £]2 + L[|Vp|* — 2det (Vi) |2
+A[[€]° — 2det€][( € — &V ) — det (Vi) ].

We then integrate the above inequality, bearing in mind that ¢ = 0 on 912, and
we find
/Hf-i- Vo|? — 2det (€ + Vo) 2dz > [[¢]* — 2det£]? meas
Q
1
+—/[|w|2 — 2det (V) *da.
5 Ja
Using Step 1, with p =4, we find that
/Hf + ch|2 —2det (€ + Vo) 2dx > [|§|2 —2det £]? meas Q + %/ |V<p|4 dx.
Q Q

Choosing € = «/53, we have indeed established (5.78) and thus the theorem is
proved. W
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We now continue with the proof of the main theorem.
Proof. (Theorem 5.51: Quasiconvexity). We have to establish that

f~ is quasiconvex & v <y, and 7y, > 1.

In the first step, we prove the existence of a 7, with the above property; this is
the easy part of the proof. The difficult part, which will be dealt with in Step
2, is to show that v, > 1.

Step 1: Ewistence of 4. We start by showing that if f, is quasiconvex, then
fs is quasiconvex for every 0 < 3 <. Let

L (€.g) = / s (6 + Vo (@) — f ()] da

for every ¢ € R?*? and every ¢ € W™ (Q;R?). We have to show that
L, (& ¢) > 0 implies Ig (£, ¢) > 0. We have to deal with two cases.
Case 1. If

/Q[ € + Ve (x)|? det (€ + Vi () — [€]* det € )da < 0,

then the claim is trivial using the convexity of £ — |¢|* and the fact that 3 > 0.
Case 2. If

/Q (€ + Vo ()2 det (¢ + Vio (2)) — €[ det € [dz > 0,
we observe that

Iﬂ (67 30) - I’Y (57 QO)
=2(y-B) /Q[|§+ Vo (2))° det (€ + Vo () — |¢]* det & ]da > 0,

as wished.
We may now define vy, by taking the largest v such that f, is quasiconvex.
It exists because of the preceding observation and from the fact that

2
1:7p§7q§7r:ﬁ

and this completes Step 1.

Step 2: 4 > 1. We therefore have to show that there exists o > 0 small
enough, so that if v = 14 a, then f, is quasiconvex. We start with a preliminary
result.

Step 2°. We prove the quasiconvexity of f, at 0 for v = 1+ o with o > 0
small enough. We have to prove that

/ffy (Ve () dz > 0
Q
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for every ¢ € Wol e (Q;R2) and for some o > 0. Observe first the following
algebraic inequality (we use the fact that |§|2 > 2det €), valid for any ¢ € R?X2,

O = g =20 +a)l¢* detg

= STl — 4Je dete + 4 (det )°]
5 lEl" — 4 (et %] — 20 | dete
1

> SllEP —2detg] —afel”.

We then integrate and use Theorem 5.52 to get
/va (Vo (2))da > (e - oz)/ﬂ Ve (@) da. (5.80)

Choosing 0 < a < ¢, we have indeed obtained the result.

Step 2”. We now proceed with the general case. We already know that
V¢ = Vp = 1, so we will assume throughout this step that v > 1 and we will set
a=vy-—1.

Expanding f,, keeping in mind its special structure, we find

(V2fy () min)

N —

fv(f‘f'n) = fv(§)+<va(§)§77>+
+<vf'y(77)§§>+f’y(7l)~

Recall that ( V2f, () n;n ) is given by (5.73). We rewrite this as
fy(€+n) = f1 (&) = Ay (§,n) + By (§,m) + Cy (§:m) + Dy (n) + Ey (n) (5.81)

where
Ay (&m) = (Vf (€)in) — 2v[€] detn

LV (€ mn )+ 2v[€)" detn )
= A& +20E In” — 4y (&) (& ) — 2y |  det €
C’y(fﬂ?) = <vf'y(77)§§> N
= 4(&n)nf —4v(&n)detn —2v(&n ) |nf>
62
Dy(n):=(1-¢€) fi(n)+ 5 In|*

Ey ()= efi(n)—2(y—1)|n"dety— 5 |n*
> efs(n) — (a+5) [nl*.

Observe that
Dy (n)+Ey(n) = fy(n).
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From Step 2’ (applying (5.80) with v = 1 and hence o = 0), we have that, for
every o € Wy™ (Q;R?),

/E (Vo () de > [~ (a+ 5 /|w )t da

which for a > 0 sufficiently small with respect to €2 leads to

/ E, (Ve (x))dx > 0. (5.82)
Q
We also have that for € > 0 and a > 0 even smaller (see Lemma 5.53)

Oca (§,m) = By (§m) +Cy (§,m) + Dy () 20 (5.83)

for every £, € R2x2,
We are now in a position to conclude by combining (5.81), (5.82) and (5.83).
We therefore have, for every £ € R2¥2, ¢ € Wol’oo (Q;R2) ,

[ 156+ Vo)~ £ ©lds = [ 4,6 Vo) ds =0
Q Q

This is the desired claim. H

The above proof relied on the following algebraic lemma.

Lemma 5.53 Let

Oea (&m) = By (&) +C, (§,m) + Dy (1)

where v =14 « and
By (&) = 4((&m)* + 2182 nf* — 4y (&) (& m) — 2y [nf* det €

Cy (&) =4(&n ) Inf° — 4y (&n ) detn — 2y (En ) [l

2
€
Dy () = (=) [Inl* = 2|nf* det n] + o [n[*.

For every e > 0 sufficiently small, there exists ag = g (€) > 0 such that if
0<a<ap, then

Tea (§,1) =0, for every &n € R,
Proof. The idea of the proof is to show that, for every e > 0 sufficiently small,
there exists g = ag (€) > 0 such that if 0 < o < g, then

()
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is a strictly convex polynomial of degree two for every n € R2*2, In Step 2
we prove that by choosing both e sufficiently small and «g (¢) even smaller
(uniformly with respect to 7), then

Oea (§m) =0

at the unique minimum point & = £ (1) .
Step 1. We first show that for & =y — 1 > 0 sufficiently small

11—992
pr €] |n]? for every €,1 € R?*2. (5.84)

The case £ = 0 or n = 0 being trivial, we can assume because of the homogeneity
of B, that

By (&m) 2

€] = In| = 1.
Moreover, since 6/221/% = QgR for every @Q, R € SO (2), we have
B’Y (§7Q77R) = BV (Qtthﬂ?)

and thus it is enough to prove (5.84) for matrices £ and 7 of the form (according
to Theorem 13.3)

cosfcos A sin Acos B cosp 0
§= and n = )
sin Asin B sinf cos A 0 sin ¢

We therefore find

B,(&mn) = 2+sin(2B)sin® A+
[4cos® (6 — @) — 4y cos (6 — @) sin (6 + ) — vsin (20)] cos® A.

Since sin (2B) > —1, we find that

By (&m) 22—+
[v 4+ 4cos? (0 — ) — dycos (0 — ¢)sin (6 + ) — ysin (20)] cos® A.

Since v > 1 is sufficiently close to 1 and we want to minimize B, (§,7), we have
to choose cos? A = 1. We can thus write

B, (€,m) > 2+ 4cos® (0 — @) — 4y cos (8 — ) sin (0 + ) — 7sin (20)
or, writing a = 20 and b = 2¢p,
B, (&mn) >g(a,b) :=44+2cos(a—b) — 3ysina — 2ysinb. (5.85)

We easily have that

1
Vg(a,b)=0 < cosb:—gcosa: ;sin(a—b). (5.86)
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We can next write that
g (a,b) > min{g (a,b) : Vg (a,b) =0} (5.87)

and therefore two cases can happen.

Case 1: cosa = cosb = sin (a — b) = 0. At such a point (recalling that v is
sufficiently close to 1) we have

g(a,b) >6—5y. (5.88)

Case 2: cosa # 0 and cosb # 0. From (5.86), we find

cosb = —gcosa and sinb = g (v —sina).

We hence deduce that

4 4 4
9= §C082b+ §sin2b:72+1—2’ysina.

Therefore at such a point (a,b) we have

g(a,b) = 4+2cosacosb+ 2sinasinb— 3ysina — 2ysinb
11— 942
c

Combining (5.85), (5.87), (5.88) and the above identity, we have indeed obtained
(5.84).

Step 2. We now prove that by choosing both ¢ sufficiently small and «q (€)
even smaller (uniformly with respect to 7), then

1 —372 + 3ysina =

Oea (§,m) > 0 for every &,m € R2X2.

We start by observing that

Oco (£,0) = 0 for every ¢ € R?*2,

So from now on we will assume that n # 0 and is fixed. From Step 1, we see
that the function
§— Oc,a (f» 77)

has a unique minimum, which satisfies
vﬁo'e,a (57 77) = 0;
ie.

2 2 ~ 2 27
4" n—4y(detn)n—2vnl"n+4n"§ —2y[n|"¢

_ ~ (5.89)
+8(&m)n—4y(&Em)n—4v(&n)n =0,
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We now multiply (5.89) first by &, then by n and finally by 7 to get

2(&n) (In]> —~detn) =y (&n ) nl? R
= 2P Inl* =2y [ det €+ 4(( &))" — 4 (&) (&) (5.90)
+4(&n ) I — 4y (&n)detn —2v(&n ) |l

—y (&n) )

= 2@+ iyl detn —2(&n ) 0 + 2y (&0 ) dety
(5.91)

2(&n) (In]*> — 2ydetn)

= (&n) By nl* — 8detn) +[n|* — 4 n|* detn + 4y (det ).
(5.92)
We next combine (5.89) to (5.92) to show that oo > 0 at a stationary point
provided oo = v — 1 and € are small enough. Combining (5.91) and (5.92), so as
to eliminate ( &7 ), we find that

(&n) [3(4—372) Inl" —8y|n|° detn + 1692 (det n)”]

(5.93)
= — [ (4—39%) In|* — 4y [ detn + 492 (det 7)*].

We now use (5.90), (5.91) and (5.93) to compute o, at the minimum point.
First appeal to (5.90) to obtain

Oea = 2(&n) (0 —ydetn) —v(&n )l

2
€ 4
(1 -t ) " =201 - o) |l detn.

Replacing the second term, with the help of (5.91), we find
2 1 62 4 2 2
Oca =57 (&Gn)detn+ (3 —et 5) Il =2 (1 €= 37) Inl” detn.
Inserting (5.93) in the above identity, we obtain

30¢,a
In|?
= [(1—3e+3) [n]* —2(3 — 3¢ — 27) det 1]
x[3 (4= 392) In|* — 8 In|* detn + 164 (det )*]
+2vdet n| (4 — 372) |77|4 — 4~ |77|2 det n + 42 (det 77)2 ]

[3(4—39) n[* — 8 [n|* detn + 1672 (det )* ]

Setting
t=In| and 6 =2det(n/|n]) (= 16| <1),
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we get

30¢,a
t4

[3 (4 — 372) — 4y + 47252]
= [(1-3e+ 3€?) — (3—3e—27)0] [3(4—37%) — 470 + 47267
+70[ (4 — 37%) — 298 + 4262 ].
Letting @« = v — 1 > 0 and using the fact that |§] < 1, we find the following
three estimates for o small enough
[3(4—392) — 4y0+44267]
= [3(1-6a—3a2) —4(1+a)d+4(1+a)s?]
< [3-46+46%]+1<12
[(1—3e+3e%)—(3—3e—27)6] [3(4—3+2) — 475 + 49%6?]
= 32+ (1-20)°]
+(1—3€) (1 —6) [3— 46 +46%] + Os ()
¥ [(4=37%) = 290 +720%]
= (1+a)d[(1-6a—3a2) —2(1+a)d+(1+a)’ 6]
= §(1—0)>+ 05 ()

where Oj (o) stands for a term that goes to 0 as a tends to 0 uniformly for
|0] < 1.
Combining these three estimates, we find for € sufficiently small, since |6| < 1,

360¢ o
— 2 3 +3(1—0)[1-6+06°—€(3—46+46%)] +0s (a) = 3¢*+ 05 () .

Choosing o << € (recalling that € is small), we get the result; i.e.
Teo (£,1) >0, for every &, n € R?*2,

This concludes the proof of the lemma. H

5.3.9 Quasiconvex functions with subquadratic growth.

We have seen in Corollary 5.9 that a polyconvex function having a subquadratic
growth, must be convex. This, however, is not the case for quasiconvex and rank
one convex functions. We now give such an example, following Sverak [549] (for
the case p = 1, see Theorem 5.55).

Theorem 5.54 Let 1 < p < 2. Then there exists a function f : R**2 — R
quasiconver, non-convexr and satisfying

0<f(6) <y(+[Ef), VEe R

and where v is a positive constant.
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Proof. We start with the following easily established algebraic inequality valid
for any ¢ € R?*2

minf¢ ~ 17,6+ 1%} > S[1€* ~2deté] > 0. (5.94)

We next define
g (&) :==min{|g¢ - T, |¢+I|"}.

Anticipating on the definition and properties of the quasiconvex envelope given
in Chapter 6 (see Theorem 6.9), we let

f=Qg

and we claim that f has all the desired properties. By definition it is quasiconvex
and satisfies the growth condition, we therefore only need to show that it is not
convex. This will be proved, once shown that

f(0)=Qg(0) >0, (5.95)
since clearly

Cg(0)=0

where C'g denotes the convex envelope of g.

Assume for the sake of contradiction that
Qg (0)=0

and use Theorem 6.9 to find a sequence ¢” € Wy (D;R?), here D C R? is a
bounded open set with meas D = 1, such that

0=Qo(0) > + / g (V" () de. (5.96)
D

Invoking (5.94), we can deduce from the above inequality that
% > 9p/2 /D [|wv (2)]? - 2det (Vi (x))}p/Z dz.
The estimate of Theorem 5.52 then implies that

¢ —0 in W' (D;R?).
This therefore leads to

lim | ¢(Ve” (z))de = 2P/?,

V—00 D

contradicting (5.96). We have therefore proved (5.95) and the theorem follows.
|
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5.3.10 The case of homogeneous functions of degree one

We would now like to discuss the convexity properties of homogeneous functions
of degree one, f : R?*2 — R and we have the following theorem.

Theorem 5.55 Let f : R?*2 — R be positively homogeneous of degree one,

namely
f(te) =tf (€) for everyt >0 and every £ € R**2 (5.97)

The following three properties hold.
(i) f is polyconvex if and only if it is convex.
(i) If f is SO (2) x SO (2)-invariant, in the sense that

f(&) = f(QER) for every Q, R € SO(2),

then f is rank one convez if and only if it is conver.
(i4i) The function

3(€h)° 426} €3+3(€2)° +4e3€2

H if € #0
0 ifE=0

71¢l+

f(&) =

18 rank one convex but not conver.

Remark 5.56 (i) The first statement follows at once from Corollary 5.9.

(ii) The second assertion has been proved by Dacorogna [181] and the last
one is a particular case of the study undertaken by Dacorogna-Haeberly [190].

(iii) Miiller [461] (see also Zhang [618]) produced, in an indirect way similar
to that of Theorem 5.54, an example of a quasiconvex function satisfying (5.97)
and that is not convex.

(iv) It is not presently known if the function given in (iii) of the theorem is
quasiconvex. Numerical evidences given in Dacorogna-Haeberly [191] tend to
indicate that it is quasiconvex. &

Before proceeding with the proof we need the following elementary lemma
established in Dacorogna [181], for a different proof see Dacorogna-Maréchal
[206]. The lemma is false if either the function is not everywhere finite or in
dimensions 3 and higher, see [206] for details. Note that in dimension 4, the
function given in Theorem 5.55, being rank one convex, is separately convex
but not convex.

Lemma 5.57 Let g : R? — R be positively homogeneous of degree one and
separately convex (meaning that x — g (x,y) and y — g (x,y) are both convez).
Then g is conver.

Proof. (Lemma 5.57). Since g is homogeneous of degree one, it is clear that
g is convex if and only if

g(x1+x2,91 +y2) < g(x1,y1) + g (x2,92) - (5.98)
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We consider two cases.

Case 1: z1x2 > 0 or y1y2 > 0. Since the hypothesis z1z2 > 0 is handled sim-
ilarly to y1y2 > 0, we will assume that this last one holds. Since g is separately
convex it is continuous (cf. Theorem 2.31) and hence it is enough to prove the

result for yyy2 > 0. Observe then that
ity n e

ly1 + y2 |y B |ya|

We therefore have, using the convexity of g with respect to the first variable,

e {£1}.

lyil o ly2] 2
g(x1+m2,y1 +y2) = |y +y2|g( — + —,0)
lyr + w2l [yl ly1 + y2l |y
X1 i)
lyilg(——,0) + |y2| (==, 0) = g (w1,y1) + g (72, y2)
|y1| |y2|

as wished.

Case 2: 122 < 0 and y1y2 < 0. This case is more involved than the previous
one and we divide the proof into two steps.

Step 1. We first show that
g (1 +22,0) <g(21,9) +9(22,—y), Vy €R. (5.99)
Since x1x2 < 0, we have either
21 (11 +12) >0 or xg (w1 +x9) > 0.

Without loss of generality (otherwise exchange the roles of (z1,y) with that of
(z2,—y)), we will assume that

1 (331 + 332) > 0. (5100)
We then choose € > 0 sufficiently small and let
1-2 1-2
A D + €) 2 and p:= 6.
(1—¢) 1—¢

Observe that
—2epu+2(1—p)(1—2¢)=0

prr+z)+2(1—p)z=a
2ezo + (1 —€)a=x1 + 22
Appealing to Case 1, since (—y).0 > 0, we find
g1+ 22, —2ey) = gexa+ (1 —¢€)a,2e(—y)+ (1 —¢€)0)
< 2eg (w2, —y) + (1 -€)g(a,0).
Since (5.100) holds, we also have from Case 1
9(a,0) = g(p(zr+z2)+2(1—p)ar,p(-2ey) +2(1—p)(1-26)y)

g (1 + 22, —2ey) + (1 — p) g (221,2 (1 — 2¢€) y)

= pg (w1 + 22, —2ey) +2(1 = p) g (21, (1 = 26)y).

IN
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Combining the last two inequalities, we find

g (.’E]_ + x2, _2€y) < 269 (.%'27 _y) + (1 - 26)9 (xl + x2, _26y)
+2eg (21, (1 —2€) y)

or, in other words,
2eg (x1 + m2, —2¢ey) < 2¢eg (x2, —y) + 2€g (1, (1 — 2€) y).

Dividing by 2¢ and letting € tend to 0, using the continuity of g, we have indeed
obtained (5.99).

Step 2. We now prove (5.98). Observe that the hypothesis y1y2 < 0 implies

Y1+ Y2 >0 or Y1+ Y2 > 0.
Y1 Y2
We will assume that the first possibility happens, the second one being handled
similarly.
We can therefore write,

Y1+ Y2 Y2 Y1+ Y2
——x+r— =3, ——

y1 +0).
Al Y1 Y1

g (1 + 22,91 +y2) = g(
Since (y1 + y2) - 0 > 0, we can apply Case 1 and get

+
nrh, (w1,91) + g(w2 — %xl,o). (5.101)

g(x1+ w291 +1y2) < y
1

We also have, invoking Step 1,

2 2 2
g(w2 — y_xho) < g(z2,92) + g(_y_xh —y—y1)
Y1 Y1 Y1

Y2
g(x2,y2) — Zg (z1,91) -

Combining the above inequality and (5.101), we obtain (5.98) and thus the
lemma. H

We now proceed with the proof of the theorem.
Proof. (Theorem 5.55). (i) As already mentioned the proof of the first part
immediately follows from Corollary 5.9.

(ii) The implication f convex = f rank one convex, being always true, we
need only prove the reverse one. According to Theorem 5.33, it is sufficient to
show that f is convex on diagonal matrices. Therefore let

g (z1,72) 1=f< %1 3?2 )

and observe that the rank one convexity of f implies the separate convexity of
g. Lemma 5.57 gives immediately the claim.
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(iii) We first discuss the fact that f is non convex. We let

(1) w4 )

and for t € R, we define

)1/2 —1/2

t—p@)=f(E+ty)=5(1+¢ +6 (14 ¢%)

A direct computation shows that
O (1) = (172 = 1) (1+2)
and hence ¢” (0) = —1 < 0, which implies that f is non convex.

It therefore remains only to show that f is rank one convex. We divide the
proof of this fact into three steps.

Step 1. The rank one convexity of f is equivalent to showing that for every
fixed € € R2%2, a,b € R? the function

t— ©eap(t) = f(E+ta®Db)

is convex in t € R.
Since f (§) > 0, we have that if there exists a € R such that

E=aa®b,

then
fl+tad)=f(a+t)axb)=|a+t|f(axDb)

and thus ¢ 4 is convex in ¢. From now on we may therefore assume that £ is
not parallel to a®@b. The function ¢ 45 is then twice continuously differentiable
and its convexity is therefore equivalent to the Legendre-Hadamard condition,

namely
(V2f(©a®ba®b) >0 (5.102)

for every £ € R?*2, a,b € R? with ¢ not parallel to a ® b.

Step 2. We now compute the Hessian of f. It will be more convenient, in
the present analysis, to identify R2*2? with R* and, therefore, a matrix & will be
written as a vector (£1,&2,&3,&4) . We then let

1
(&m) = &m, 67 = (&€), det& = &6 — £ats .
i=1

Letting

Il
— oo o©
oo o

O O N O
© O O
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we can rewrite f, when & # 0, as

F(&) =1+ %
Computing the Hessian of f, when & # 0, we first find, for « = 1,2, 3,4, that
ore e 21009, - (160
. 18" T
_ G 26 (M, — (MEE)
€] 13K
and thus
82 Sup Ea
% - 2 ﬁfff + ﬁ{—amfa [2J¢? (ME), — (ME;€) €]

+[4(ME),, &5+ 216° Map — (ME ) 6ay — 2(ME) 5 &a] €7},

where .5 is the Kronecker symbol.

Since the quadratic form { V2f (£) \; A ) is homogeneous of degree —1 in &
and 2 in A, we only need to consider the case where || = |\| = 1. We hence get
that

4 2
2 gffa(gA“ﬂ = 1= (&) = 4(MEN) (6,0 +2(MA;N)
a,B=1 @

— (ME&E) +3(MEE) (&)

We can still transform this expression into a more amenable one, by choosing a
vector € R* and @ € R so that

A=¢&cosf+nsinh, with |n|=1and (£;n) =0.
We therefore obtain that
(& A) =cosl, (M&A) = (ME;E) cosf + (M&;n) sind
(MX;\) = (ME;€) cos® 0 + 2 (M&; ) cos 0sin 6 + (Mn;n) sin® 6.
Returning to the quadratic form we therefore find that
(VEF(ONA) = [142(Mn;n) — (Mg €)]sin® 0.
Hence (5.102) is equivalent to showing that

1+2(Mn;n) — (M&;€) =0 (5.103)
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for every £, € R* and 6 € R satisfying
€l =nl=1, (&n) =0 and det(£cosf+ nsind) = 0. (5.104)

Step 3. It therefore remains to show (5.103) whenever (5.104) holds. We
start by observing that the matrix M has eigenvalues

=4 <o =pu3 =8 < pug =10

and corresponding orthonormal eigenvectors

p1 = % (0,1,—-1,0) @9 = \/Li (0,1,1,0)

@3:%(170707_1) @4:%(1707071)

Note that
det<p1 = detcp4 = —detcpg = —detcpg = %

Expanding the vectors &,7 € R* in this basis we have

1 1
=) &g, n=Y_ ni,
i=1 i=1

and from now on &; and 7; will always denote the components of ¢ and 7 in this
new basis and in particular we find that

1
det & = (€1 + &1 — & — &)

Moreover, (5.103) is equivalent to showing that

4
2 (M, m) — (M&,€) = > i (207 — &) > —1. (5.105)
=1

Moreover, (5.104) can then be rewritten as
P =G +G+G+G = =ni+m+n5+ni=1,
(&M =0 & &m +&ns = — (Sam2 +&37m3),
with
det ({ cosf +nsinf) =0
S (G+G -G —€3)cos?0+ (nf +n3 —n3 —n3)sin0
+2 (&1m1 + €ama — Eame — E3m3) cos B sin§ = 0.

We now argue by contradiction and assume that (5.105) does not hold, meaning
that we can find &,7 € R* and 6 € R as above and so that

4
ZM (207 — &) < -1
i=1
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Observing that

2 M3t a2
2un nf” — B H g = -1,

we can rewrite the above inequality as
1203 + 567 + 8 (5 +13) <& —& — &3, (5.106)

Similarly, writing

4
Do (20F =€) < —1<2= (u + pa2) Il = pal€]®
i=1
we find that
81 + 667 +2 (€5 +63) <4 (nf —u5 —13) - (5.107)
From (5.106) and (5.107), we deduce that

1
8(m +m3) <& - & & and S (& +&) <ni—n3—nj.

Inserting these inequalities in the identity det (£ cosf 4+ nsind) = 0 and also
using the fact that &1y 4+ & = — (§2m2 + 31m3) leads to the desired contradic-
tion, namely

0 = (E+&E-8E—-&)cos®0+ (nf +ni—n —n3)sin®0
+2 (E1m1 + &ama — Eama — E3m3) cos Osin O
> [ +8(n5 +n3)] cos® 0 + [nj + % (€3 4+ ¢2) ] sin? 0
—4 (&amg + €3m3) cos O sin 6
> 8(n3 +13) cos’ 0 + % (& +&3) sin® 0 — 4|(&2m2 + E3m3) cos Osin 6|

1 2
> g [aleostl g - ol 54 | 2o

This concludes the proof of the theorem.

5.3.11 Some more examples

We now give some more examples.

Theorem 5.58 Let f : RNX" — R and let |.| denote the Euclidean norm,
namely, for &€ € RNX" we let

€= (2 s @) "
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(i) Let g : Ry — R be such that
f(&) =g(€D)-

Then

f conver & f polyconver < f quasiconvex < f rank one convex

< g convez and ¢ (0) =inf{g(z):z > 0}.
(i) Let N=n,1 < a<2n, h: R — R be such that
£(&) =I€I" + h(det€).
Then
f polyconver < f quasiconvex < f rank one conver < h convex.
(ii) Let N=mn, p>0, 1<s<n-—1 and
(Y e >0

+00 otherwise.

f(&) =

Then

f polyconvex < f rank one convexr < p >
n-—s

Remark 5.59 (i) The result (i) was established by Dacorogna [176].

(ii) Case (ii) was proved by Ball-Murat [65]. Note that the hypothesis o < 2n
cannot be dropped in general. Indeed, if n = 2 and a = 4, then

F&) = le* = 2(det€)?

is even convex.

(iii) Case (iii) is interesting in elasticity for slightly compressible materials
and was established by Charrier-Dacorogna-Hanouzet-Laborde [144]. It was
then generalized by Dacorogna-Maréchal [206]. O

Proof. (i) Let £ € RV*™ and
(&) =g

In view of Theorem 5.3, it remains to show that

f rank one convex = g convex and ¢ (0) =inf {g(z):z > 0}

which will be proved in Step 1 and

g convex and ¢ (0) =inf{g(x):2 >0} = f convex
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which we will establish in Step 2.
Step 1. Let x > 0 and define £ € RY*" to be such that

&=z and & =0if (i,5) # (1,1).

We then deduce that

g0 = 125 <

1
)< S F O+ 5 (-6 =9 ()

N =

as wished.

Let us now show that g is convex. Let A € [0, 1], o, 8 > 0. Define £, 7 € RV*n
by
G =a, =0 and &=n;=0if (i,5) #(1,1).

Observing that rank {£ — n} < 1 and using the rank one convexity of f we get

g Aa+(1-X)p) FOAE+ T =XN)n)
A+ =XF ) =Ag(la) + (1 =) g (I5])
Ag(a) + (1 =X g (M)

which is indeed the claimed convexity inequality.

IN

Step 2. Note that since g is convex and
9(0) =inf{g(z):z >0},

then ¢ is non decreasing on R .
We now want to show that g convex = f convex. This is immediate since

FAE+A=Xmn) = g(A+ T =Nnl) <gAIEl+ (1 =A)n))
< Ag(ED)+ A =N g(nl) =AF )+ A =A) f(n)

and this achieves the proof of the third part of the theorem.
(ii) Let n =N, { e R"*", 1 < a < 2n and

F(&) = I€]" + h (det).

It follows from Theorem 5.3 that it only remains to prove that

f rank one convex = h convex.

Let A € (0,1), a,b € R, we want to show that
h(Aa+(1—=X)b) <Ah(a)+ (1—X)h(b). (5.108)

We will assume, with no loss of generality, that a # b and a # 0. Let € # 0 with
e(b—a)>0and

ae b—a T b—a T
= di R™»X"™.
€ dlag(b_a, ( 6 ) ) ) < B ) ) S
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It is then easy to see that, letting e; = (1,0,---,0) € R™,

deté =a, det(E+ee1®er) =0

det (§+(1—=XNeer®er)=Aa+ (1 —=A)b.

Since f is rank one convex, we have
€+ (1 —-Neer®@er]*+h(Na+ (1—N)b)
SAE+ M =A) (+eer®er))
ME+A =N f(l+eei®er)
MET+ (M= N)[€+eer@er|"+An(a)+ (L —X) k(D).

(5.109)

IN

Observe that

AT+ M =N +e (e1@e)|* =€+ (1 =N e (e1@er)]”
b—a
€

ae

= NG+ (= 1)

OGS o+ - (0

yrr ]

)% [/

G2+ (1= 09+ (= 1) () ]2

= 0@

where O (t) stands for a term that goes to 0 as ¢ — 0. It is clear that if 1 < a <
2n, then the right hand side in the above identity tends to zero as ¢ — 0. Thus
combining (5.109) and the above identity, as ¢ — 0, we have indeed obtained
(5.108), i.e. that h is convex.

(iii) We decompose the proof into two steps.

Step 1: p > 5 = f polyconvex. Define first h:R xR — R by
n—s

h(e.5) z/55TP if 2,6 > 0
r,0) =
+00 otherwise.

It is then easy to see that h is convex if and only if p > % We then let, for
n—s
1<s<n—1,F:RE)*C) xR = R be defined by
F(n,6) :=h(ln|,0).

Then from the convexity of h and from the fact that x — h (z, §) is non decreas-
ing in R4 , we deduce that F' is convex. Observing that

f(&) = F (adj, €, det §)
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we immediately obtain the polyconvexity of f from the fact that p > i

n—s’
Step 2: f rank one convex = p > % Let &£ e R"™™ q, b€ R™ be such
n—s

that
det (£ +ta ®b) > 0, for every t > 0.

Then the rank one convexity of f implies that

di b n/s\ P
o ricron = (ST

is convex. We next simplify the notations by letting A1, - -, A5 be such that
ladj, (€ + ta @ b)[> = At + Aot + A3
det(f+ta®b) =Mt + As.

Such Ay, -, A5 exist since
t —adj,({+ta®b) and t— det({+ta®b)

are linear functions (cf. Proposition 5.65). Combining the above notation with
the definition of ¢, we find

np
2s

© (t) = ()\%t2 + Aot + )\%) ()\4t + )\5)7}3 .

After an elementary computation we obtain
np_ o
() = (At + 22T T (gt 4 2s) P2

<ML (n—s)* (p - =) + O (#)]

Since ¢ is convex for ¢ > 0 we must have p > .

n—s

5.4 Appendix: some basic properties
of determinants

In the whole of Chapter 5, we have seen the importance of determinants in
quasiconvex analysis. We gather in this appendix some well known algebraic
properties of determinants. In the first part, we carefully introduce the notation
for the minors adj, ¢ of a given matrix &.

We first introduce some notation. Let n € N (the set of positive integers)
and let 1 < s < n. We define

I ={(ag, - ,a5) EN*: 1< <ag < - <as<n}.
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We call the elements of I} increasing s-tuples. The number of elements of I is

then |
n!

drr=(")=—

card I = (1) sl(n—s)!

We next endow I with the following ordering relation:

a:(al7"'7as)>(ﬁ17"'7ﬁs):ﬁ

if and only if
o < ﬂk y

where k is the largest integer less than or equal to s such that ap # G and
a; = B for every | > k. (This is the inverse of the lexicographical order when
read backward.)

Example 5.60 (i) n =4, s = 2. Then
(1,2) = (1,3) = (2,3) = (1, 4) = (2,4) = (3,4).

(ii) n =5, s = 3. Then

(1,2,3) = (1,2,4) = (1,3,4) = (2,3,4) = (1,2,5)
= (1,3,5) = (2,3,5) = (1,4,5) = (2,4,5) = (3,4,5).

(iii) s =n — 1. Then
(17... 7n_1)>_ RN (17 7k_17k+17... 7n)>_...> (27 7n). <>
We then define the map 7
(p? : {172737"' 7(7:)} _)I:
as the only bijection that respects the order defined above.

Example 5.61 (i) n =4, s = 2. Then

pr (1) = (3.4), v3(2) = (2,4), v3(3) = (L,4),
p2(4) = (2,3), v3(5) =(L3), w3 (6) = (1.2).
(i) s =n — 1. Then
on1 (1) = (2,---,n)
er_y (k) = (A, k=1,k+1,---,n)
na(n) = (1,---,n—1). &

We are now in a position to define, for a given matrix & € RV*", the adjugate
matrix of order s, 1 < s <nAN =min{n, N},

i e cr(x(0).
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Let £ € RV*" be such that
R .
£= = = (&, &)
fN SN €N
N n
We define adj, € to be the following matrix in ]R( )x(2) :
(adjs€)y - (adj €)(n)
. . N n
adjsf = N : ER(S)X(S)
N N
@i, o) @
(adj, €)'
= : = ((ai, &), -+ (i, )y )
(*) |
(adj, )"
where ) )
11 - 71
aq Qg
(adj, €);, = (=1)"" det
2;1 . 2;3
and (i1, ,is), (a1, ,as) are the s-tuples corresponding to ¢ and « by the

bijections ¢ and " , meaning that

oY (i) = (i1, ,is) and @l (@) = (a1,

, Q) .

Notation 5.62 We sometimes, as in examples (iv) and (vii) below, denote by

~ .
11,0k
ap, e ,a

the (N — k) x (n — [) matrix obtained from ¢ € RV X" by suppressing the k rows

i1, ,ik and the [ columns aq, -+ ,q;.

Example 5.63 (i) N =n=2, s =1. Let
. ( ¢ g )
& &

m=1N={1,2}

S S

Then

¢
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and the bijection ¢? : {1,2} — {2,1}. Hence
(adjy )1 (adj; &), & &

dj; & = .
o ((adjlfﬁ <adj1§>§> (—s% ¢l )

(note that adj; ¢ is exactly € defined in Theorem 5.51 above).
(i) N =n=s=2. Then

=17 ={12)}
and 3 (1) = (1,2). Hence
: G &
adj, & = det P det €.
& &
(iii) N =3, s =n = 2. Then
=15 = {(1,2)}
and 3 (1) = (1,2), while
I¥ =13 = {(1,2);(1,3): (2:3)}
and ¢ (1) = (2,3), 3 (2) = (1,3), ¢ (3) = (1,2) . Therefore, if
g & ¢!
52 % 5% = ( 52 ) :(51752)7
Pog &
then
2 2
det ( : 2 )
i S
(adjy €)4

adj, § = (

(adj, €)?
(adj, €)3

|

(iv) N=n+1, s=n. We let

&

n+1
1

&

n+1
n

= (517"' 757’7,)

gn—‘—l
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Then
SR
det : :
(adj, ), i &t
adj, § = : = :
(adj,, )7 boeeoa
(—1)"det [ .
Pooeoa

det El

(=1)""2 det g +1

where fA k¥ denotes the n x n matrix obtained by suppressing the kth row in the
matrix &.
(v) N=n=s=23. Then I3 = {(1,2,3)} and therefore

adj; & = det .

(vi) N=n =3, s =2. Then

2 2 2 2 2 2
det ( 2 53 > . det ( 1 53 ) det ( gl 52 >
3 3 3 3 53 3
2 3 1 3 1 2
1 1 1 1 1 1
i _det< ) @) det(fl 53> _det<51 @)
& & & & & &
1 1 1 1 1 1
det( 2 3> _det<fl £3> det( b €2>
& & & & & &

The above expression is the usual transpose of the matrix of cofactors.

(vil) N =n and s =n — 1. Then

adjnfl € € Rnxn

and 4 ‘ R
(adj,_1 &), = (—1)""* det(£))

where 5& is the (n — 1) x (n — 1) matrix obtained from £ € R™*™ by suppressing
the ¢ th row and the o th column. &
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Remark 5.64 Note that one can write the rows of adj, & as

£n
(adj, ' = ()" adj, [ 1|, 1<i< (7).
ghe
where (i1, ,is) = @Y (i) is the s-tuple associated to the integer . So, in
particular,
§N73+1 51
§N75+2 52
N N
(i, =adi, | 0 [ 96) = ()0 |
§N—1 fs_l
&N £
A similar remark applies to the columns of adj, &. &

We now give some elementary properties of determinants.

Proposition 5.65 Let ¢ € RV*",
(i) If N = n, then, for every £ € R™"*™,

<€#3 (adjnfl §)V> = <§,u7 (a’djnfl f)l,> = 5,LLV det§7 V= 1727 N,

where (-;-) denotes the scalar product in R™ and ¢,, denotes the Kronecker
symbol.

(i) If N = n, then, for every & € R"*™,
. t
& (ad‘]nfl f) =det&- 1

where I is the identity matriz in R™*™ and £¢ denotes the transpose of the matriz
&. In particular if det & # 0, then

€ = g (i 19"

(iii) If N = n + 1, then, for every & € R(nFDxn,
(&;adj, &) =0, v=1,--- n,

where {-;-) denotes the scalar product in R" 1,
(iv) If N = n — 1, then, for every £ € R(n=1)xn,

<£V;adjn71£>:07 V:17"' 7n_17

where (-;-) denotes the scalar product in R™.
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(v) If N = n, then, for every £ € R™*",
0
3

(vi) Denote

(deté) = (adj,_1€). , 1<i, a<n=N.

T(f) = (f»adj2§7 s ’adjnANf) c RT(N)

where n AN = min {n, N} and

nAN nAN
T N) =) o(s)=>_ (2)(5)
s=1 s=1

Let a € R, b € RY. Define

; 1<i<N
0b= (@) ST RV

Let t € [0,1], then, for every & € RNX™,
TE+A—-8)a@b)=tT(E)+(1—-t)T(E+a®b).

Proof. (i) The case p = v is just the way a determinant is computed, by
expanding it along the vth row or the vth column. When pu # v, then both
(€"; (adj, 1 €)") and (&,; (adj, , €) ) are again determinants of nx n matrices,
but the first matrix has twice the row £* and the second has twice the column
&, - Thus both determinants are equal to 0, as claimed.

(ii) This follows at once from (i).
(iii) Let N=n+1and v € {1,--- ,n}. We have to show that

(&viadj, &) = 0.

Define the matrix n = [£,;¢] € ROHDXHD (recall that ¢ € R(HDX7) . Then
m = ny+1 and therefore det n = 0. Using (i), we obtain

0 =detn = (m;(adj,n);) = (§;adj, &) .

(iv) This is established exactly as (iii).
(v) This is a direct consequence of (i).
(vi) We divide the proof into three steps.
Step 1. The result is equivalent to

adj, €+ (1—t)a®b) =tadj, &+ (1 —1t)adj, (E+a®Db)
for every 1 < s <n A N. In terms of components this is equivalent to

(adj, (€ + (1 — t)a @ b)),

1- . ; (5.110)
=t (adj, &), + (1 —t) (adj, (E +a @), ,
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1<i< (N), 1<a< (:L) Recall that

(31 ... (31
ay as
d&i i 1 i+a det

(a’ .]s g)a - (_ ) €
ii‘ oo ii‘
[e%) Qs

By abuse of notation, let
Otll e Otls a lbal e a 1b0£5
5 = . , a®b=
s s is is
021 DY OLS a botl DY a l)a9

Therefore (5.110) is equivalent to showing that, for every £ € R**%, a,b € R®,
telo,1],

det (§+(1—t)a®b) =tdet{+ (1 —t)det((+a®Db). (5.111)

This is a standard property of determinants that we prove in the two steps
below.

Step 2. We start by proving (5.111) when
a=b=¢c'=¢; =(1,0,---,0) € R
Note that, for every x € R, we have
(5 +ze! ® 61)1 =&+ ze! and (adjs_l (5 +zel ® 61))1 = (audjs_1 5)1 .

The first identity is obvious and the second one follows since the components of
(adjs 1 f) " are given by determinants where the first row of £ does not appear.
We can therefore apply (i) to find
det (€+ (1—t)e' ®ey)
1 . 1
= (§—|— (1—t)e! ®el) ;(adJ#l (£—|— (1—t)e! ®el)) )
. 1
= <§1+(1—t) 1'(adJs 15) )
. 1
= t(&% (adj,8)") (€ +ehs(adj 1 6) )
1
= (ad.]s 15)

4—(1—1&)(51 +e'; (adj,_, (£+el®e1))1 )
= tdet{+ (1—t)det ((+e' ®@ey)

which is the claim of Step 2.
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Step 3. The general statement (5.111) follows at once from Step 2 and
Theorem 13.3. Indeed, we can find R, @ € O (s) such that

R(el®el)Q:a®b.
We therefore find, using Step 2,

det(€+(1—t)a®b) = det(R(REQ"+(1—t)e' ®e1)Q)
= detRdet (R€Q"+ (1 —t)e' ®e1) detQ
= tdet Rdet (R'¢Q") det Q
+ (1 —t)det Rdet (R'¢Q" +e' ®ey) det Q
= tdet{+ (1—t)det ((+ R (' ®er) Q)
= tdeté+(1—t)det((+a®Db)

which is the claim. H

We also have the following useful result (see Buttazzo-Dacorogna-Gangbo
[113] and Dacorogna-Maréchal [205]).

Proposition 5.66 (i) Let £ € RV*" € R"™™™ and
1<s<NAnAm:=min{N,n,m}.

Then
adj, (§n) = adj, & adj,n.

(ii) Let € € RN*" and 1 < s < N An, then
adj, (¢') = (adj, €)'
(i) If N =n and R € O (n) (respectively R € SO (n)), then
adj, R€ O ((")) (respectively adj, R € SO ((7)) )-

(i) If N =n and £ € R™*" is invertible, then adj, § € R(D)* () s invertible
and

(adj, )" = adj, (7).
(v) If N =n and if R € SO (n), then

adj, , R=R.

Proof. (i) We have to prove that

(adj, (¢n))} = (adj, £ adj,n);
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for every 1 <1 < (1;[)7 1<j< (7:) To simplify the notation, we will write
a=¢), Bi=¢l, =0
Let the s-tuples corresponding to ¢ and j (and later k) be given by
a(i) = (i, i), B(k) = (ki ks), v () = (10 Js) -

For a matrix § € RVX™  we let

o 6
a(i) . _ . . . SX s
97(]’) T : K : €R
o o
and, for 1 < v <m,
i
(G =| & | e®
6is
For 1 < p,q < s, we have that
((ense=(en) =" elomy .
v=1

In other words, the pth column vector of the matrix is given by

((em)2i) Yoo &,
(€35 = | = :
( ( 67’] )?;((;% )Z Z::l 511; n;p

i1
v

= > | o [ =D @),
v=1 i v=1

We therefore have, by definition of adj, , that

(adj, (£n));

—1)"* det( (¢ %u )

(
—1)" det( (€M1, (EmE))

_1)i+j det(z =1 ml(fa g Yoy »anl 77}1(5&(1‘) v )
—1)"" det( Z,,l L () e (€2),,)
= (_1)i+j Z 77j1 77]”: det((fa(i) o s 7(50[@ Jvs )-

vy, vs=1

(
(
(
(
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Now, if v, = v, for two distinct integers p,q € {1,---, s}, we clearly have

det( (ga(z) )Vl » T (Sa(i) )Vs ) =0.

Thus, writing F), s for all s-tuples (vq,---,vs) in {1,---,n}” such that the v,
are pairwise distinct, we find

(adjs (577))1 ( 1)1 7 T];? T 77;: det( (goz(l) )1/1 [ (ga(l) )Vs )
J
(Vlv'”vys)el n,s

(5.112)
On the other hand we can write

)

—~
» 3

(adj, &);, (adjyn)}

(]

(adj, £adj, n)} =

—~
w 3 |
~— =

i+k a1 k+j k
= Y () Fdet(g5)) (-1 det(n)

=
Il
—_

z alt k
= ”Zdet E3mG) )

Since, for 1 < p,q,r <s,
ali % k
(&500)8 =& and (n)() )2 =mn)”
we find
a(i) ﬁ(k _
(fﬁ(k) V(J) )r kap M, -

Phrased differently, we have that the r-th column vector of the matrix is given by

(Ehme il Sy
(5§<(ilc> 5(;3)) = : =
(E50mei; e 1@ 0
S ]1;:11) S
= S s =X,
p=1 is p=1

kp
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We thus deduce that

(adj, € adj, )’
_ i+j 5) a(i), B(k) (i) 5(’€
= ()™ X det((fﬂ(k)nfy(j) )1, (fﬁ(k) () )s)

= U3 el (€ ey, (60 ,)

k=1 p=1
i+j (S) kp a(i Eps ¢ ca(i
= (=)™ Y det( X m (€D )k, s, X 0 (6 ), )
k=1 p1=1 ps=1
i+J (S) - kp kpg ali «
= (- St det((6° )y, oo (690 )y, )
k=1p1, ,ps=
If (p1,---,ps) € {1,---, s}’ is not a permutation of (1,---,s), then

det (€7 )y, 5o+, (€79 ), ) =0.
Letting
vpi=kp ,r=1,---,5,
we note that, when (p1,---,ps) € {1,---, s} is a permutation of (1,--- , s) and

ke {l,---,(7)}, then (v1, - ,vs) € Fns, the set of s-tuples (v1,-- ,vs) in
{1,--+ ,n}® such that the v, are pairwise distinct. We therefore get that

(adj, £ adj, )]
= =DM ST e det((€20)),, -, (600),,,).

(V1,00 ,vs)€Fn s

The above identity and (5.112) imply the result.
(ii) As above, let
a:=pN, Bi=p".

We clearly have, for 1 < i < (]:) and 1 < j < (7), that

a() (80
(€) s = (5a<3>>
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since, for a (i) = (i1, ,is) and B (5) = (j1, - ,Js), We can write
e t\? j B
€n e B g
tye@) . . . _
@ - o |-
t is t is jl A js
)y - (&) i i
; ot
&g
_ L | 2 (2@
- . . . - (6&(1)) :
JooLLL gl
11 1s

We can therefore deduce that
(adi, (€1)) = (1) det( (€")50)) = (=)™ det((£2))")
= (1) det(&])) = (adj, €)]
which is statement (ii).
(iii) From (i) and (ii) we immediately deduce the claim for R € O (n), since

adj, R (adj, R)' = adj, Radj, R = adj, (RR")

S

where for any integer m we have let I,,, to be the identity matrix in R™*™,
We now discuss the case where R € SO (n). We already know that

adj, R€ O ((7)).
It therefore remains to prove that
det (adj, R) = 1.

We observe that SO (n) is a connected manifold, meaning that, for every R €
SO (n), there exists a continuous function

6:[0,1] - SO(n), 6(0)=1,, (1) =R.
We then define, for ¢ € [0, 1], the function
£ (t) 1= det (adj, 0 (1))
We observe that since any @ € SO (n) C O (n) has

det (adj, Q) € {£1},
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then the function f takes only values in {#1} . Since it is a continuous function,
as a composition of three continuous functions, and since f (0) = 1, we deduce
that f (1) = 1, which is the assertion.

(iv) This follows from (i) exactly as above. Indeed

adj, €adj, (671) = adj, I, = I(n) .

(v) From (ii) of Proposition 5.65, we have, since R € SO (n),
R (adj,_, R)' = I,

and thus the claim. H

We now want to write, for every &, € R"*", det (£ + 1) . To this aim let us
introduce the following notations.

- Let Nq1,... o} be the set of couples (I,.J), each of them ordered, so that
TuJ={1,---,n}, INJ=0.
- For all (I, J) € Njy,... »} and all matrices £, € R"*", we denote by
(&,n7) e R

the n x n matrix whose row of index k is €¥ if k € I or n* if k € J. So, for
example, if n =3, I = {1,3}, J = {2}, then

51
(&a’y=1|
53
Proposition 5.67 Let &, n € R" ™ then
det(C+m) = > det(&n’).

(I,J)eN(1,... ny

Proof. Let us first examine the case n = 2, where we trivially have
det (€ + 1) = det(&',€?) +det(&',7°) + det(n',€%) + det(n',n*).

The general case easily follows if we write the determinant as a multilinear form:;
namely, for £ € R"*™ we write

det& =€ Ao A€
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The claim follows by induction, since

det (+n) =" A(E+P) A AE+0)+0" A(E+0°) A A€ +1™)
= ) det(¢hE T+ D det(n' )

(I,J)GN{gy...yn} (I,J)E./\/'{g,...,n}

= Z det(&8,n7).

(I,J)GN{L.,. n}

This finishes the proof of the proposition. H
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