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assessments for mental models using “flexible belief networks” (FBNs). The idea 
involves joining and extending two assessment approaches—evidence-centered 
design (ECD) and concept mapping (CM). ECD will be extended beyond single, 
static proficiency models to dynamic models of learning over time. CM will be ex-
tended to include belief networks, which may be accomplished by overlaying con-
cept maps with Bayesian networks. Our goal is to derive a methodology to better 

both syntactic (structural) and semantic (conceptual) similarities to reference 

ing mental models by Norbert M. Seel. 

evidence-centered design. 

 Introduction 

One rich and enduring area of research in educational and cognitive psychology 
focuses on learners’ construction and use of symbolic (or mental) models of 
knowledge. Mental models have been implicated in many phenomena that are 
fundamental parts of human cognition, such as the ability to reason—inductively 
and deductively—about complex physical and social systems, to generate predic-
tions about the world, and to realize causal explanations for what happens around 
us (e.g., Gentner & Stevens, 1983).  

In an increasingly technological society, understanding the nature of mental 
models for complex systems, and figuring out how to help people develop and 

2.  Using an Evidence-Based Approach to Assess 

assess mental models as they evolve over time, with valid inferences regarding 

models. This work leverages the seminal research conducted in the area of assess-

Abstract:    This chapter describes a new idea for the design and development of 

23      

Keywords:  B elief patterns; concept maps; mental models; formative assessment; 



and economic benefits (e.g., Seel, 1999; Spector, Dennen, & Koszalka, 2006). In 
addition to knowledge and systems understanding, such constructed representa-
tions can also represent and communicate subjective experiences, ideas, thoughts, 
and feelings (e.g., Mayer et al., 1999; Seel, 2003).  

Learners with access to good mental models demonstrate greater learning—
outcomes and efficiency—compared to those with less adequate models in various 
domains (e.g., Mayer, 1989; DeKleer & Brown, 1981; White & Frederiksen, 
1987), particularly mathematics and science. However, assessing these internal 
(hence invisible) mental models is a difficult task. Currently, to assess mental 
models, researchers often rely on learners’ construction of external representations 
(e.g., concept maps) as a proxy for what resides inside the learner’s head. And 
when the externalized maps are compared with experts’ or other reference maps, 
structural similarities may be computed. But what about assessment of the quality 
or semantics of the underlying map? New methodologies in educational psychol-
ogy and artificial intelligence are emerging which may help in this type of assess-
ment effort. We will discuss this in more detail later in the chapter.  

fostering) mental model construction is another large challenge. According to Seel 
(2003), there are three main instructional paradigms that have been used to pro-

common receptive learning that ensues from a teacher’s explanation or an expert’s 
demonstration. The basic premise underlying model-based instructional interven-

els—of tasks and/or representations of causal relations—facilitates knowledge and 
skill acquisition in the content area, particularly if the models are provided suffi-
ciently early during the course of learning. But this premise is still largely unsub-
stantiated (see Johnson-Laird, 1989; and Seel, 2003 for more).  

The glue that binds these ideas together is called evidence-centered design 
(ECD; e.g., Mislevy, Steinberg, & Almond, 2003) for assessment, which provides 
(a) a way of reasoning about assessment design, and (b) a way of reasoning about 
student understanding. For our purposes, ECD allows the assessment pieces to be 
joined together to form an informative profile of the learner, and provides the me-

will be discussed in the next section.    

models and functionality of ECD (e.g., proficiency, evidence, and task models); 

evidence needed to demonstrate particular levels of proficiency (or belief). This 

mote model building: discovery learning, guided discovery learning, and the more 

Wliam, 1998a; 1998b; Shute, in press; Stiggins, 2002); and (d) distinguishing be- 

The organization of this chapter is as follows. We begin with some simple de-

liefs from knowledge. After defining key terms and concepts, we will summarize 

(c) distinguishing between summative and formative assessment (see Black & 

tions (that are not purely discovery learning) is that providing learners with mod-

finitions to ground the ensuing discussion. This includes: (a) clarifying the dis-
tinction between mental models and concept maps; (b) specifying the underlying 

chanism for specifying and linking concepts and propositions with appropriate 

Besides difficulties associated with assessing mental models, instructing (or 
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models using externalized representations. This will then pave the way for deriv-
ing innovative instructional interventions—using a formative assessment approach 
to assist learners in building better mental models.  

 Definitions  

This section operationalizes and compares various terms and concepts includ-
ing: (a) concept maps vs. mental models, (b) evidence-centered design models, (c) 
summative vs. formative assessment, and (d) beliefs vs. knowledge.  

Concept Maps vs. Mental Models  

Concept maps are external representations. They comprise the output or prod-

nique used for visualizing the relationships among different concepts. A concept 

structure. Some common links include: “is part of,” “causes”, “is required by,” or 
“contributes to.” Concept mapping began in the 1970s by Novak and colleagues to 
represent students’ emerging knowledge of science (e.g., Novak, 1995; Novak & 
Gowin, 1984). It has subsequently been used as a tool to increase meaningful 
learning in the sciences and other subjects as well as to represent the expert know-
ledge of individuals and teams in education, government, and business.  

Mental models are the internal representations of reality that people use to un-

models provide predictive and explanatory power for understanding interactions 

that mental models play a central and unifying role in representing objects, states 
of affairs, sequences of events, the way the world is, and the social and psycho-

cognitive processing theories. For instance, Johnson-Laird (1983) proposed that 
mental models are the basic structure of cognition, “It is now plausible to suppose 

include: (a) they are incomplete and constantly evolving; (b) they may contain
logical actions of daily life.” (p. 397). Some characteristics of mental models

with the world around us. Mental models have also played a prominent role in 

erage this research for the purpose of assessing the structure and content of mental 
the important contributions of Norbert Seel to the field, and show how we plan to lev-
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Koszalka, 2006) is usually a diagram depicting relationships among concepts.

uct emanating from the process of “concept mapping,” which is a popular tech-

errors, misconceptions, and contradictions; (c) they may provide simplified expla- 

Concepts are connected to each other via labeled arrows, typically in a hierarchical 

nations of complex phenomena; and (d) they often contain implicit measures of

derstand specific phenomena. Gentner and Stevens (1983) note that these internal 

uncertainty about their validity that allow them to used even if incorrect.   

map (or “causal influence diagram;” see Sterman, 1994; Spector, Dennen, &



Evidence-centered Design — Models and Framework  

Evidence-centered assessment design (ECD; Mislevy, Steinberg, & Almond, 

tion of how to gather evidence about a student’s knowledge, skills, and abilities. 
ECD is a knowledge elicitation and management process whereby the goal is a de-
tailed blueprint of the assessment called the conceptual assessment framework 
(CAF). The CAF is comprised of five different types of models, and a typical CAF 
contains multiples of each type:  

• Proficiency Model—Describes students’ knowledge, skills, and abilities about 
which we want to make claims.  

• Evidence Model—Describes the relationship between observable outcomes 
from tasks and the relevant proficiency variables.  

• Task Model—Describes the kinds of situations in which we can observe evi-
dence of proficiencies.  

• Assembly Model—Describes the collection of proficiency, evidence, and task 
models that will constitute a given assessment. It contains the rules used to as-
semble the form of the assessment seen by a learner from a pool of potential 
tasks.  

• Presentation Model and Delivery System Model—Describes characteristics of a 
particular delivery environment, including format, platform and security con-
siderations.  

Almond and Mislevy (1999) describe how to use this framework to track the 
state of an individual learner as more and more observations arrive. The profi-
ciency model, often represented by a Bayesian network (Mislevy, 1994; Almond 
et al., in press; Shute, Hansen, & Almond, 2007), is instantiated with the prior dis-
tribution over the proficiencies for a particular learner. When a set of observations 
from a task arrives, the appropriate evidence model is attached to the proficiency 
model and the evidence is absorbed. The evidence model fragment is then dis-
carded and the proficiency model remains, tracking our beliefs about the knowl-
edge, skills, and abilities of the student posterior to the observations. 

Summative vs. Formative Assessment 

If we think of our children as plants... summative assessment of the plants is the process 
of simply measuring them. The measurements might be interesting to compare and 
analyze, but, in themselves, they do not affect the growth of the plants. On the other hand, 
formative assessment is the garden equivalent of feeding and watering the plants - directly 
affecting their growth. Clarke (2001, p. 2).  

Summative assessment reflects the traditional approach used to assess educa-

2003) is a methodology for designing assessments based around the central ques-

tional outcomes. This involves using assessment information for high-stakes, 
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istered after some major event, like the end of the school year or marking period. 

dent performances across diverse populations on clearly defined educational ob-
jectives and standards; (b) it provides reliable data (e.g., scores) that can be used 
for accountability purposes at various levels (e.g., classroom, school, district, 
state, and national) and for various stakeholders (e.g., students, teachers, and ad-
ministrators); and (c) it can inform educational policy (e.g., curriculum or funding 
decisions).  

Formative assessment reflects a more progressive approach to education. This 
involves using assessments to support teaching and learning. Formative assess-
ment is tied directly into the fabric of the classroom and uses results from stu-
dents’ activities as the basis on which to adjust instruction to promote learning in a 
timely manner. This type of assessment is administered much more frequently 
than summative assessment, and has shown great potential for harnessing the 
power of assessments to support learning in different content areas and for diverse 
audiences. When teachers or computer-based instructional systems know how stu-
dents are progressing and where they are having problems, they can use that in-
formation to make real-time instructional adjustments such as re-teaching, trying 
alternative instructional approaches, altering the difficulty level of tasks or as-
signments, or offering more opportunities for practice. Such events are, broadly 
speaking, formative assessment (Black & Wiliam, 1998a). Formative assessment 
has been shown to improve student achievement (Black & Wiliam, 1998b; Shute, 

In addition to providing teachers with evidence about how their students are 
learning so that they can revise instruction appropriately, formative assessments 
(FAs) may directly involve students in the learning process, such as by providing 
feedback that will help students gain insight about how to improve. Feedback in 
FA should generally guide students toward obtaining their goal(s). The most help-
ful feedback provides specific comments to students about errors and suggestions 
for improvement. It also encourages students to focus their attention thoughtfully 
on the task rather than on simply getting the right answer (Bangert-Drowns, Kulik, 
Kulik, & Morgan, 1991; Shute, 2007). This type of feedback may be particularly 
helpful to lower-achieving students because it emphasizes that students can im-
prove as a result of effort rather than be doomed to low achievement due to some 
presumed lack of innate ability (e.g., Hoska, 1993).  

An indirect way of helping students learn via FA includes instructional adjust-
ments that are based on assessment results (Stiggins, 2002). Different types of FA 
data can be used by the teacher or instructional environment to support learning, 

cumulative purposes, such as promotion, certification, and so on. It is usually admin-

Benefits of this approach include the following: (a) it allows for comparing stu-

of instructional support include: (a) recommendations about how to use FA 
instructional support based on individual student (or classroom) data. Examples 

such as diagnostic information relating to levels of student understanding, and 

FAs can also provide teachers or computer-based learning environments with

information to alter instruction (e.g., speed up, slow down, give concrete examples), 

readiness information indicating who is ready or not to begin a new lesson or unit. 
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Black and Wiliam (1998a; 1998b) very clearly established the importance of 
formative assessment to both teaching and learning. They also originated the 

learning, which maps to formative and summative assessment, respectively.  

Knowledge vs. Belief 

Everybody is entitled to their own opinion, but they’re not entitled to their own 
facts.  

–Daniel Patrick Moynihan 
 
Although actual philosophers and epistemologists may quibble with the follow-

ing definitions, we characterize knowledge and belief as follows. Knowledge is 
the comprehension or awareness of a verifiable idea, proposition, or concept, and 
the representation thereof. Belief refers to what one accepts as true, rejects as 
false, or withholds judgment about its truth-value (probabilistic). Furthermore, be-
lief is a representational mental state that could be part cognitive and part affec-
tive. Knowledge typically has no affective aspects.  

Sometimes the words ‘know’ and ‘believe’ are used interchangeably, but they 
are actually quite different. Belief typically applies to something that you are ei-
ther unsure about or for which there is insufficient proof. For instance, one might 
say, “I believe that dogs make better pets than cats.” This belief may (or may not) 
be true, and may be based on an overgeneralization or otherwise inadequate evi-
dence. Knowledge, however, applies to things that are true (or that at least have a 
reasonable amount of supporting evidence). Therefore, it may be inappropriate to 
say, “I know that dogs make better pets than cats” because there is an element of 

belief. 
How does knowledge relate to truth? Consider the following: until 1610, no-

bers of people knew that Jupiter had moons. This shows that knowledge can 
change and be unevenly distributed, although the truth did not change in 1610. So, 
truth is something to be discovered while knowledge is something to be invented. 
In fact, much of scientific activity revolves around coming up with models that 
capture some aspects of the truth with some degree of fidelity. And that is just 
what we’re attempting to accomplish with the ideas in this chapter. Now, going 
back to the example of Galileo’s claim that Jupiter had moons, he had difficulty 
persuading others of this fact. Many simply did not want to believe that Jupiter has 
moons, and some people have a powerful ability to be blind to what they don’t 
want to see.   

resources, and so on. 

Galileo was the only person who knew Jupiter had moons. Eventually, larger num-
body knew that Jupiter had moons. Then there was a brief period of time when

doubt (i.e., disputable evidence) involved with this assertion. Knowledge implies 
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So people hold all sorts of beliefs about the world around them. Some beliefs 
are more accurate than others—depending on the goodness of the evidence under-
lying the nodes in the belief network. As educators, we would like to be able to 
make valid inferences about what a person knows and believes, analyze how well 
that meshes with the body of knowledge and concepts to be learned, and then try 
to adjust errant or unfounded beliefs toward more reasonable and well-founded 
ones.  

Having defined relevant terms, we now turn our attention to the current state of 
research in the area of mental models.   

 Current Research 

our work in terms of the assessment of mental models. His approach opens up 
ways to capture important pieces of evidence relevant to aspects of knowing and 
learning that we have not done with ECD—namely modeling conceptual (or sys-

have focused on modeling declarative knowledge and procedural skills. However 

ceptual and functional relatedness. Our tasks have tended to be more specific (de-
fined) from an assessment point of view—capturing clear evidence directly from 

Seel (2003) reported on the results from a long-term analysis of model-based 
teaching and learning. Among the important findings, the basic research on the 
development of mental models has shown that the models tend not be fixed struc-
tures of the mind, but are constructed by learners on an as-needed basis in re-
sponse to a specific learning situation and associated cognitive demands. Seel thus 
concluded that mental models are situation-dependent constructions (or recon-
structions) of previously generated models, are essential for problem solving, and 
may be captured via concept maps. Because concept maps are dynamic, adaptable, 
and interactive, they are well-suited for this purpose, and may be created and used 
by single persons or by small groups (Weinberger & Mandl 2003). Furthermore, 
the idea of using such flexible models to make inferences about what a learner 
knows and believes, to what degree, and the underlying reasons for these beliefs, 
comprises a great challenge to people who model how the mind works. 

In previous assessment and learning research, the authors of this chapter have 
focused mostly on topics and tasks that (a) are typically well-defined, (b) have a 
correct solution (or constrained set of solutions), and (c) are free of controversial 
issues or indirect evidence. But leveraging Seel’s research with mental models 

task performances (or from log files—see Shute, Ventura, Bauer, & Zapata-Rivera,

tem) understanding. Heretofore, our assessment expertise and development efforts 

in press). Representative tasks of this type include multiple-choice problems or

Seel’s contributions to the mental-model researchscape has direct relevance to 

constructed responses, where the key is a clear, known response. Cognitive models 

Seel et al.’s assessment tasks involve externalizing internal representations of con-

permit the analysis and comparison of responses to keys for diagnostic purposes. 
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(and the progression thereof ), provides us with an intriguing way to assess much 
richer mental representations, and to use that information to inform and update our 
proficiency models. These more comprehensive proficiency models can include 
information not only about procedural and declarative proficiencies, but also con-
ceptual understanding and the underlying belief structures.  

 Assessing Concept Maps 

In addition to providing a glimpse at internal mental models, concept maps help 
in organizing learners’ knowledge by integrating information into a progressively 
more complex conceptual framework. When learners construct concept maps for 
representing their understanding in a domain, they reconceptualize the content 
domain by constantly using new propositions to elaborate and refine the concepts 
that they already know. More importantly, concept maps help in increasing the to-

ing for patterns and relationships among concepts.  
A variety of simple measures have been developed to measure completeness 

and structural complexity of concept maps. These indicators include the number of 
nodes, number of links, number of cross links, number of cycles, number of hier-
archy structures, and number of examples (Vo, Poole, & Courtney, 2005; Novak 

measure from Seel’s research, have also been used to determine how close a con-

simple indicators play an important role in assessing certain characteristics of a 
concept model, they do not always provide enough information at the right granu-

students to improve their learning).  
Understanding the semantics or meaning of a concept map is a very challeng-

collaborative diagnosis (e.g., Cimolino, Kay, & Miller, 2004). Some of these ap-
proaches include: (a) asking students to select from a list of predefined organiza-

cept map is to a reference map (i.e., a concept map crafted by an expert) (Ifenthaler,
Pirnay-Dummer, & Seel, 2007). Some of these simple indicators have been shown 
to be reliable and effective measures of the completeness and structural com- 

& Gowing, 1984).  Structural matching indicators, such as the deep structure 

plexity of concept maps, and have been used to support research in the area 

tal quantity of formal content knowledge because they facilitate the skill of search-

ing endeavor. The complexity of this problem can be handled by employing

sented and require the user to participate in the process to some extent, such as 

(e.g., in relation to learning and intelligence). However, although such reliable and 

tional templates (organizers) representing various reasoning patterns (e.g., Ifenthaler
& Seel, 2005; Jonassen, Beissner, & Yacci, 1993; Zapata-Rivera, Greer, & Cooke, 

approaches that limit the scope of the concepts and relationships that can be repre-

2000); (b) using a logic representation of the concept map, dialogue games, 

larity level to support instructional feedback (i.e., feedback that can be used by 
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middle layer of the concept map that can be used to provide customized feedback 
to students (Cimolino, Kay, & Miller, 2004).  

Both structural and semantic information can be combined in an evidence-
based assessment framework (i.e., ECD). Computer-based learning tools devel-
oped on top of this framework can then use the information embedded in student 
concept maps to adapt their interaction. Monitoring the progress of concept maps 
over time (Seel, 1999; Ifenthaler & Seel, 2005) is an important goal to be 
achieved. But while the methods employed by Seel et al. are useful for tracking 
macro-level (or summative) changes in models over time, we also need a more 
micro-analysis approach to examine the factors that promote and inhibit specific 
concept mapping behaviors. We now present an extension of ECD to illustrate our 
plan for modeling student belief structures and their change over time.   

 Flexible Belief Networks 

senting a learner’s current set of beliefs about a topic as Bayesian networks (Pearl, 
1988) that have been overlaid on top of concept maps. By overlaying a probabilis-

as well as the strength of the relationships. In addition, prior probabilities can be 
used to represent preconceived beliefs. A probabilistic network provides us with a 
richer set of modeling tools that we can use to represent the degree to which peo-
ple ascribe to a particular belief pattern.  

result in a collection of evidence from students in terms of their evolving mental 
models as indicated by their relationship to the strength and relevance of associa-

relationship. The result should be a set of flexible belief networks (or FBNs).  

current belief structure (via Bayesian networks) based on performance data (evi-
dence) for a variety of purposes—e.g., to modify thinking, or increase cognitive 
flexibility and perspective taking. The benefits of such an approach are that it 
would render tacit (unobservable) knowledge and beliefs visible, and permit, if not 

 Accomplishing this goal would involve incorporating an assessment layer on 

model and question the degree to which relationships among concepts/nodes hold 

The basic idea we want to communicate herein concerns our approach to repre-

beliefs. By employing embedded assessments, we will be able to infer a learner’s 

top of the concept maps to flesh out the maps more fully. This approach would 

(c) using ontologies and teacher feedback to create a knowledge representation 
and sentence openers (e.g., Dimitrova, 2003; Jeong & Juong, 2007 ); and 
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To derive these FBNs, we would need to conduct a domain analysis on the 

tions, directionality of the stated relations, and the specified type or nature of the 

topic in question, and use ECD to (a) model belief structures, and (b) design em-

tic network (i.e., a Bayesian network) on top of a concept map structure, we can 
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bedded assessments to gather evidence on learners’ concepts, misconceptions, and



data mining) methods. This approach is expected to enable the modeling of 
changes in beliefs over time. 

Figure 1 illustrates a simplified example of the progression from concepts to 
concept maps to belief nets when Bayesian networks are overlaid to specify struc-
ture, node size, and links (i.e., type, directionality, and strength of association). 

some of the concepts and relations among variables related to the war in Iraq.   

Note that the size of the node in the belief structure indicates a given node’s 
marginal probability (e.g., p(node 1 <weapons-of-mass-destruction> = True) = 
0.1—a tiny node with a low probability of being true). Links illustrate the per-
ceived relationships among the nodes in terms of type, direction, and strength. 
Type refers to the probabilistic or deterministic representation—defining the na-
ture of the relationship. The strength of the relationship is shown by the thickness 

a given claim. The example used here, for illustrative purposes only, represents 
Evidence is attached to each node-relationship which either supports or counters  

actively encourage examination. Models (one’s own and alternatives) may be dis-

would correspond to a particular belief “pattern” that was representative of, and 
fairly common in the population. The patterns, as will be discussed later, will be 
derived from both top-down (e.g., interviews with experts) and bottom-up (e.g., 

played via “lenses” to enhance communication and understanding. Each lens 
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lations. Continuing with the illustrative war in Iraq theme, following are two hy-

their respective beliefs about the war (see Figures 2 and 3). 

 A belief pattern (BP) is our term for a representative set of nodes and relations.

pothetical BPs through the eyes of two fictitious persons who differ quite a bit in 

of people) that, for example: (a) nodes 1 and 3 exist, (b) the current probabilities 
of node 1 and node 3 are fairly low (0.1 and 0.3 respectively), and (c) there is a 
positive and strong relationship between nodes 1 and node 3 (represented by a 
thick line). So, if the low probability of node 1 (existence of weapons of mass de-
struction in Iraq) turned out to be true, then the effect on node 3 (U.S. threat level) 
would be a substantial elevation of the threat level. 

of the link, and the direction indicates that the relationship has an origin and a des-
tination.  The belief structure in Figure 1 models the beliefs of a person (or group 

33

When comparing the two BPs, they contain basically all of the same concepts, 
but the size of the respective nodes, the directionality of relations, and the strength 
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of the links are very different. Because we have chosen to use Bayesian networks 
to represent belief structures, this enables us to examine not only (a) the structure 
of the map, but also (b) the content (nodes and links), as well as (c) the underlying 
evidence that exists per structure (and per node). That is, as part of creating a cur-
rent belief structure, the student arranges concepts and establishes links, and he or 
she includes specific evidence (sources) per claim (i.e., arguments and documenta-
tion in support of, or in opposition to a given claim). The credibility of the evi-
dence, then, should match the strength of the links established in the structure. For 
instance, if a student made a strong claim about the existence of WMD in Iraq, 
and cited a dubious source as the only evidence, then that would not count as be-
ing credible evidence—and would imply that the student needed some assistance 
in his critical thinking/analysis skills. In short, we not only want to model the 
structures, but also the supporting evidence that lives underneath. Figure 4 shows 
a generic model with its supporting evidence attached.  
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So how do we accomplish this kind of modeling? There are five main parts to 
our proposed BP modeling approach:  

Fig. 3. BP through the lens of Person 2.  



1. Analyze the domain and integrate belief nets from human experts and data min-
ing efforts. 

2. Create an initial set of belief patterns (BPs).   
3. Model beliefs, evidence, and assessments via extended ECD.  
4. Infer individual BPs via assessment.  
5. Model changing BPs over time via Dynamic Belief Networks (DBN).  

for domain analysis include: (a) top-down creation of FBNs via ECD (e.g., sub-
ject-matter experts, research papers), and (b) bottom-up data mining to yield a 

journal articles, blogs, listservs, newspapers, public documents, and data from 
surveys and tasks that students complete to further feed the models. This analysis 
phase is analogous to conducting a factor analysis on data to discern patterns. 

The second step is to generate BPs. This may also be accomplished via top-
down and bottom-up processes to effectively merge data from the analysis step – 

 The t

knowledge and beliefs. The assessment design process begins with defining three 

perspectives, supporting arguments, claims, and so on. Data to be mined include: 
large collection of variables relating to the topic, their relations from different

ring information about the topic area. It is instantiated as an FBN. Data sources 
 The first step is to analyze the domain. This involves defining and structu-

hird step entails modeling using the proposed extended-ECD appr-
oach, and it has two main foci: designing valid assessments and diagnosing 

from data mining activities and subject-matter experts. This step informs the
creation of the FBPs – both initial and alternative belief patterns.  
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Fig. 4. Supporting evidence underlying an example BP.  

 



main models: (1) the belief model (BM)—What do you want to say about the per-
son—what does she know and what does she believe is true?, (2) the evidence 
model (EM)—What observations would provide the best evidence for what you 
want to say?, and (3) the task model (TM)—What kinds of tasks or scenarios 

tematic way of laying out assessments, complete with evidentiary arguments that 
explicitly link performance data to claims about underlying knowledge and be-
liefs. Figure 5 shows three ECD models for a particular Belief Pattern (in this 
case, BP 1). Flowing from left-to-right, we depict the assessment design process 

Task Model. The Current BP model represents the initial organization of concepts 
(including preconceptions and misconceptions), beliefs, and relationships. Tasks 
will ultimately be designed to impose structure. Next, the Evidence Model speci-
fies the criteria or rubrics needed for evidence of the current BP (i.e., specific stu-
dent performance data, or observables). Finally, the Task Model contains a range 
of templates and parameters for task development to elicit data needed for the evi-
dence model. 

Fig. 5. Designing models and tasks based on extended ECD and diagnosing belief patterns based 

Reversing the flow (from right-to-left) permits diagnosis of what the learner 
knows/believes, and to what degree as related to each of the BPs. In Figure 5, 
“evidence identification” refers to the collection and scoring of data to analyze 
how the student performed while the “evidence accumulation” process refers to 
the derivation of inferences about what the student knows/believes, and how 
strongly it is known or believed.  

The fourth step concerns the inference of belief patterns. That is, after links are 
inferred (direction, strength, and type), each student is associated with a particular 

would allow you to make the necessary observations?. ECD thus provides a sys-

from the Belief Model (labeled ‘Current BP’ in the Figure) to Evidence Model to 
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BP, at a particular point in time. Here, we propose to use embedded assessments 

tions), links, argument structures, biases, and so forth. Environments (i.e., embed-
ded tasks and interventions) may include virtual reality, simulations, and tasks like 
IAT (implicit association tasks; see Greenwald & Banaji, 1995) to reduce “faking” 
and get at deeply hidden beliefs. We expect that entrenched beliefs will be rela-
tively easy to assess given strong and consistent response patterns. However, re-
search has suggested that entrenched beliefs are harder to modify than existing 
knowledge (Griffin & Ohlsson, 2001).  

 Th

(b) use ECD models to provide parameters to create different interventions (e.g., 
VR, simulations, etc.), and (c) assess each user at the beginning and end of a given 
“session” to see the effects of the intervention(s) on the students’ BPs. Figure 6 
depicts the modeling over time.  

After the modeling part is accomplished, the next challenge will be to design 
effective and integrated interventions (e.g., making belief nets visible, showing 
others’ nets, highlighting misconceptions, and so on) which must be coordinated 

to infer BPs from users’ performance data (observables). These BPs may be 

Assessment of BPs will include knowledge, concepts (preconceptions, misconcep-
mapped to initial BPs derived from the Domain Analysis part of the process.
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e final step involves modeling BPs over time. To accomplish this goal, we 
plan to (a) use the extended ECD approach to track changes in BPs over time; 

because assessments will be embedded directly within the interventions.  
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Fig. 6. Modeling BPs over time.  

 



 Instructional Interventions 

cally and semantically, we will be able to set up interventions to foster their 
growth and development. That is, determining a learner’s current BP is the critical 
first step in designing and delivering appropriate interventions. These interven-
tions could include exposing the learner to an external representation of the cur-
rent BP (e.g., an active belief map) and letting the learner react to it. For example, 
the learner could explain whether the current representation truly reflects what 
he/she believes, or if it does not, then why not. This can be done by allowing the 
learner to directly manipulate and annotate the current BP (Zapata-Rivera & 
Greer, 2004). We can also show the learner someone else’s BP and ask her to 
compare it to her own BP. In fact, our intervention model, which serves to link 
ECD-based models (see Figure 6) can leverage Seel’s model-based learning and 
instruction framework (Seel, 2003). That is, we can employ Seel’s framework to 
design a variety of interventions that will help the learner analyze and reflect on 
his/her beliefs by using BP maps that change over time (e.g. Seel’s “progression 
of mental models” concept). In short, we plan to combine Seel’s framework with 
ideas underlying formative assessment as part of the instructional interventions.  

 Conclusion 

Norbert Seel’s foundational contributions to the areas of assessment and in-
structional use of mental models has informed and inspired many of our current 
ideas. There are still many challenges that lie ahead including: testing our FBN 
ideas across several “wicked” (i.e., ill-structured) topics, identifying conditions or 

concepts/arguments, and creating effective interventions that make use of the rich 
mental model information.  

We have described our idea for creating and using evidence-based flexible be-
lief networks and their potential for serving as valid models for instructional inter-

remaining research questions in this area include the following: If the ultimate 
goal is to diagnose entrenched BPs in order to help people acquire new knowledge 
and/or well-founded beliefs, how can we best exploit the information from the 

nets integrate knowledge and possibly affective aspects into the BPs? How broad 
and/or flexible should these FBNs be in relation to the scope of link types, node 

Once we know how mental models develop, and we can assess them syntacti-

argument structures, and cognitive flexibility (e.g., Spiro et al., 1991). Some 
vention as well as communication tools that can be used to enhance learning, 

factors that encourage or inhibit the processes of creating complex links between 
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is needed in this area, but we are very grateful for the firm foundation laid by 
types, and so forth to be included in our BPs? Obviously, much more research 

various models to create appropriate interventions? Also, how should the belief 



out the years.  
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