Preface

Recent changes in patient awareness and acceptance of adverse effects in
medicine and an increasing focus on patient safety have put traditional edu-
cational paradigms in the medical area to the test. Related to this, the great
potential of training approaches using virtual reality (VR) techniques in sur-
gical education has been recognized for a long time.

A key element of effective VR-based training is the ability to generate
variable scenarios. Due to this, the adaptation of a trainee to a specific scene
can be avoided and natural variation, which is encountered in most real life
situations, can be included. Model generation in VR-based applications is in
general a difficult task. The increase of computational power has enabled the
display of larger and more detailed virtual environments, thus reinforcing the
need for improved methods for model acquisition, enhancement, optimization,
and adaptation.

In the context of surgical scene generation for training in medicine, this
book examines the main components needed to define such a scenario. Three
steps in the process are analyzed — the generation of the scene geometry, the
modelling of organ appearance, and the definition of biomechanical parame-
ters. This book provides an extensive overview of related work in these three
different directions and introduces specific solutions in detail. Examples show
the outcome and performance of the presented methods. The work represents
an excellent resource for anybody involved in generating training scenarios in
medical education, as well as in VR-based training in general.

This book is based on my Habilitationsschrift at ETH Zurich, Switzerland
in 2007, and covers activities which have been carried out in the Virtual Re-
ality in Medicine group during the development of various surgical simulator
systems over a period of about eight years.

Particular gratitude is due to my colleagues who significantly contributed
to the different chapters — Raimundo Sierra for the scene geometries, Rupert
Paget, Volker Meier, and Johannes Hug for the object texturing, and Gerald
Bianchi and Bryn Lloyd for the biomechanical parameter setting. I also would
like to thank Stefan Tuchschmid and Daniel Bachofen, who worked hard to
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make our envisioned surgical simulator system for hysteroscopy a reality, as
well as Michael Bajka for his continuous support over the years, his medi-
cal expertise, and his trust in our developments. I am also thankful to the
numerous other developers involved over the years in this area.

Sincere thanks go to Gabor Szekely, who has been my mentor and adviser
during the long period at ETH. His continuing support, trust, and advice,
which have been a cornerstone in my scientific development, are very much
appreciated. I also would like to acknowledge Sebastien Ourselin, who gen-
erously hosted me during a research visit to his lab at CSIRO. Gratitude is
also due to David Hellier and Dan Popescu, who provided a pleasant working
atmosphere as well as enjoyable tennis matches. In addition, thanks go to
Herve Delingette and Peter Bosiger for their support of this work.

Needless to say, I am also grateful to all the BiWi members for the pleasant
and motivating atmosphere at our institute — especially to Philippe Cattin for
being an excellent office mate. I also would like to express my gratitude to
the editorial staff of Springer Verlag — especially Helen Desmond — for their
support of this endeavor.

This list is certainly incomplete, and I apologize to anyone omitted.

Finally, heartfelt thanks go to all my friends and especially to my family
for their support and encouragement over the years.

Zurich Matthias Harders
September 2007
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