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Weak Solutions and a Prior: Estimates

We will concentrate on the parabolic p—Laplace equation
up — div |[Vu[P?Vu =0, p>1, (2.1)

a quasilinear second-order partial differential equation, with principal part in
divergence form. If p > 2, the equation is degenerate in the space part, due to
the vanishing of its modulus of ellipticity |Vu[P~=2 at points where |Vu| = 0.
The singular case corresponds to 1 < p < 2: the modulus of ellipticity becomes
unbounded at points where |Vu| = 0.

In this chapter we place no restriction on the values of p > 1. The theory
is markedly different in the degenerate and singular cases and we will later re-
strict our attention to p > 2. The results extend to a variety of equations and,
in particular, to equations with general principal parts satisfying appropriate
structure assumptions and with lower order terms. We have chosen to present
the results and the proofs for the particular model case (2.1) to bring to light
what we feel are the essential features of the theory. Remarks on generaliza-
tions, which in some way or another correspond to more or less sophisticated
technical improvements, are left to a later section.

2.1 Definition of Weak Solution

Let £2 be a bounded domain in R?, with smooth boundary 2. Let
Qr=02x(0,T], T>0,

be the space-time domain, with lateral boundary X = 92 x (0,7) and par-
abolic boundary
Opf2p = XU (2 x {0}).

We start with the precise definition of local weak solution for (2.1).
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Definition 2.1. A local weak solution of (2.1) is a measurable function

u € Cloc (0,T5 LY, (£2)) N LY

loc loc

(o, T Wl’p(Q))

loc

such that, for every compact K C 2 and for every subinterval [t1,ts] of (0,77,

/ up dx
K

for all o € HE_(0,T; L*(K)) N LY

loc

to t2
+/ / {—upt + |VulP~*Vu -V} dzdt =0, (2.2)
tl tl K

(o, T W(}*P(K)) .

It would be technically convenient to have at hand a formulation of weak
solution involving the time derivative u;. Unfortunately, solutions of (2.1),
whenever they exist, possess a modest degree of time-regularity and, in gen-
eral, uy has a meaning only in the sense of distributions. To overcome this
limitation, we introduce the Steklov average of a function v € L(£2r), de-
fined, for 0 < h < T, by

t+h
%/ v(-,7)dr if t € (0,7 — h]
Vp = t (2.3)
0 if te(T-hT.
The proof of the following lemma follows from the general theory of L spaces.

Lemma 2.2. Ifv € LY ({2r) then, as h — 0, the Steklov average vy, converges
tov in LT (2p_), for every e € (0,T). Ifv € C(0,T; L1(S2)) then, as h — 0,
the Steklov average vy (-, t) converges to v(-,t) in LI((2), for everyt € (0,T —¢)
and every € € (0,T).

It is a simple exercise to show that the definition of local weak solution
previously introduced is equivalent to the following one.

Definition 2.3. A local weak solution of (2.1) is a measurable function

u € Cloc (0,T; L, (£2)) N LY

loc loc

(0, T: lep((z))

loc

such that, for every compact K C 2 and for every 0 <t <T — h,
/ {(Uh)t ©+ (|Vu|p_2Vu)h . Vgp} dx =0, (2.4)
Kx{t}

for all p € WP (K).

We will show that locally bounded solutions of (2.1) are locally Holder
continuous within their domain of definition. No specific boundary or initial
values need to be prescribed for u. A theory of boundedness of weak solutions
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of (2.1) is quite different from the linear theory (cf. [14]): weak solutions are
locally bounded only if d(p — 2) +p > 0. It can be shown by counterexample
that this condition is sharp. Although the arguments below are of local nature,
to simplify the presentation we assume that u is a.e. defined and bounded in
21 and set

M = [|lull L (2r)-

2.2 Local Energy Estimates: The Building Blocks
of the Theory

The building blocks of the method of intrinsic scaling are a priori estimates
for weak solutions. Once these estimates are obtained, we can forget the equa-
tion and the problem becomes, purely, a problem in analysis: showing that
functions that satisfy certain integral inequalities belong to a certain regu-
larity class (e.g., are locally Holder continuous). These estimates are integral
inequalities on level sets that measure the behaviour of the function near its
infimum and its supremum in the interior of an appropriate cylinder.

Given a point zy € R%, denote by K »(20) the d-dimensional cube with
centre at xo and wedge 2p:

— d. s
K,(zg) := {x e R*: lrgiagxdmz zo;| < p}

and put K, := K,(0); given a point (zg,t) € R4, the cylinder of radius p
and height 7 > 0 with vertex at (o, o) is

(zo,t0) + Q(T, p) 1= Kp(0) X (to — 7, t0).

(z0, to) p




14 2 Weak Solutions and a Priori Estimates

We write Q(7, p) to denote (0,0) + Q(7, p). We use the usual notations for the
positive and negative parts of a function:

vy = max(v,0) and vo = (—v)4.
We now deduce the energy estimates. Without loss of generality, we restrict
to cylinders with vertex at the origin (0,0), the changes being obvious for

cylinders with vertex at a generic (xq, o). Consider a cylinder Q(r,p) C Q27
and let 0 < ¢ <1 be a piecewise smooth cutoff function in Q(7, p) such that

V(| <oo and ((z,t)=0, z¢&K,. (2.5)

Proposition 2.4. Let u be a local weak solution of (2.1) and k € R. There
exists a constant C = C(p) > 0 such that, for every cylinder Q(r, p) C 27,

0
sup / (u— k)4 gpdg;+/ / IV (u—k)+C|P dzdt
—7<t<0 JK,x{t} -7 JK,

0
S/pr{_f}(u_k)i C”dac+0/_T/Kp(u—k)i |V¢|P da dt
0
+p/ /K (u— k)2 Pt ¢ dadt.  (2.6)

Proof. Let ¢ = £(up, — k)+(P in (2.4) and integrate in time over (—7,t) for
t € (—7,0). The first term gives

/ / up)t pdrdd = - / / (up, — k dea:de

1
—5 [ w-mieda ‘E/KN_T}( B da

2 JK,x{t}
_b ' — B2 Pl dede
2 (u )iC G dx do,
-TJK,

after integrating by parts and passing to the limit in A — 0 (using Lemma
2.2). Concerning the other term, letting first h — 0, we obtain

t
//[Nu\P—?vu]h-wdxde
-7 JK,

— /t / |VulP2Vu - [£V(u— k) +¢P + p(u — k)ig“pﬂVd dx df

[T/ k)L [P ¢P da df
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P /4 /Kp IV(u— k)£ P u— k) P V(| da df

t
>5[ ] 19k dsas
2 -7 JK,

—C(p) /_ /K (u— k)2 V[P dido),

using the inequality of Young
cP 1 ’
ab < —af + —
p p'e?

with the choices

=

a=w—k+|VC, b=|V(w—-k<("", and e=[2p—1)]7.

Since t € (—7,0) is arbitrary, we can combine both estimates to obtain (2.6).
O

Remark 2.5. In (2.6), there is an intentional ambiguity in the way we wrote
|V (u — k)+(|". The gradient can either affect only (u— k) (as follows directly
from the estimates in the proof) or the product (u — k). (as the extra term
can clearly be absorbed into the right hand side of the estimate).

2.3 Local Logarithmic Estimates

We now introduce a logarithmic function for which we obtain further local
estimates. These are the subsidiary building blocks of the theory but never-
theless play a crucial role in the proof, allowing for the expansion in time to
a full cylinder Q(7, p) of certain results obtained for sub-cylinders of Q(7, p).
Given constants a, b, ¢, with 0 < ¢ < a, define the nonnegative function

¢f:a,b,c}(5) = <1n { (a+c) —a(s —b)x })+

ln{m} lfb:l:c ; S ; bi<a+c)

0 ifs S bte

whose first derivative is
1

- ifbxc S S bk
(b—s):l:(a—i—c)l c s s 3 (a+c¢)

INIV
9

(wi:[ta,b,c}>/ (s) =
0 ifs S b+tec
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and second derivative, off s = b+ ¢, is

(w?i,b,c})” = {(wf;,byc})'}z > 0.

Now, given a bounded function  in a cylinder (zg,t9) + Q(7,p) and a
number k, define the constant

HE = ess sup  |(u—k)x|.
’ (w0,t0)+Q(,p)

The following function was introduced in [11] and since then has been used
as a recurrent tool in the proof of results concerning the local behaviour of
solutions of degenerate and singular equations:

o (ij (u — kj)i,c) = Q/J{iH’ik’k)c}(u) . 0<c<HE,. (2.7)

From now on, when referring to this function we will write it as ¥ (u), omit-
ting the subscripts, whose meaning will be clear from the context.

Let o — ((x) be a time-independent cutoff function in K,(z¢) satisfying
(2.5). The logarithmic estimates in cylinders Q(7, p) with vertex at the origin
read as follows.

Proposition 2.6. Let u be a local weak solution of (2.1) and k € R. There
exists a constant C = C(p) > 0 such that, for every cylinder Q(, p) C 27,

su :I:Upr iu2px
sup /pr{t}w()]cds/ [V (w)]® ¢Pd

—7<t<0 K,x{-7}

e / OT /K G ) | Ve dd. (2.8)

Proof. Take ¢ = 2™ (uy,) [(wi)/(uh)] (P as a testing function in (2.4) and

integrate in time over (—7,t) for ¢t € (—7,0). Since (; =0,
t
2 y* £y Pl dx df
[, e {2vrn) [0 @] ¢} ae

- /tT /K ([w*@n)?), ¢ dwat

- / [0 (un)]® P de — / [0 (un)]? ¢? da.
K,x{t}

Kyx{-1}
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From this, letting h — 0,
t
[ e {2o# ) [0 @] ¢} deas
-7 JK,
— @) Cde- [ ] e
K,x{t} K,x{—7}

As for the remaining term, we first let h — 0, to obtain
t
/ / |W\”*2vu-v{2 o (u) {(wi)’(u)] Cp} dz df
-7 JK,
t
[ ] vz ar vt [0t @] o f asas

+p /tT /Kp|vu|p—2Vu-V< {2 ¢:|:(u) [(wﬂ:)’(u)] Cpfl} de db

t INCE

> [ [ e {e 0vt - vt) (04 w)" o dran
217 [ wr [e ] ver deds

> [ v [ @ iver s

Since t € (—7,0) is arbitrary, we can combine both estimates to obtain (2.8).
O

2.4 Some Technical Tools

We gather in this section a few technical facts that, although marginal to the
theory, are essential in establishing its main results.

1. A Lemma of De Giorgi

Given a continuous function v : 2 — R and two real numbers ki < ko, we
define

[v>ko]l :={x € : v(x)>ka},
[v<ki]={x e : v(x) <k}, (2.9)
k1 <v<ko]:={x e : ki <v(r) <ka}.
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Lemma 2.7 (De Giorgi, [10]). Let v € W (B,(z0)) N C (B,(z0)),
with p > 0 and xy € RY, and let k1 < ko € R. There exists a constant
C, depending only on d (and thus independent of p, xo, v, k1 and k),
such that

d+1
(ks — k1) |[v > ko] < C =L

<C—— V| dx.
|[v < kl” [k1<v<ks]

Remark 2.8. The conclusion of the lemma remains valid, provided (2 is
convex, for functions v € WH1(£2) N C(£2). We will use it in the case 2
is a cube. In fact, the continuity is not essential for the result to hold.
For a function merely in Wh1(£2), we define the sets in (2.9) through any
representative in the equivalence class. It can be shown that the conclusion
of the lemma is independent of that choice.

2. Geometric Convergence of Sequences

The following lemmas concern the geometric convergence of sequences and
are instrumental in the iterative schemes that will be derived along the
proofs.

Lemma 2.9. Let (X,,), n=0,1,2,..., be a sequence of positive real num-
bers satisfying the recurrence relation

X <CHm X}
where C;b > 1 and o > 0 are given. If

Xo < ¢V pi/et
then X,, — 0 as n — oo.

Lemma 2.10. Let (X,,) and (Z,), n =0,1,2,..., be sequences of positive
real numbers satisfying the recurrence relations

X1 < CO" (X4 XGZ1+7)
Zn1 S CO" (X, + ZETF)

where C,b > 1 and a, k > 0 are given. If

14 Itk

call e with o = min{a, Kk},

Xo + ZyT < (20)

then X,,,Z, — 0 as n — oo.
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3. An Embedding Theorem

Let V§'(£27) denote the space
VE(@2r) = L= (0,75 L7(2) n 17 (0, T3 W *(2))
endowed with the norm
P _ P P
Iy = €58 500 [ )1 -+ [V .
The following embedding theorem holds (cf. [14, page 9]).

Theorem 2.11. Let p > 1. There exists a constant vy, depending only on
d and p, such that for every v € V' (2r),

_p_
105,02, <7 [0l > 0177 0], g

4. A Poincaré-type Inequality

Let £2 C R? be a bounded and convex set. Consider a function ¢ € C(£2)
0 < ¢ <1, such that the sets

o>k, 0<k<1

are all convex.
The following theorem holds (cf. [14, page 5]).

Theorem 2.12. Let v € WYP(£2), p > 1 and assume that the set

Zi=v=0N[p=1]

has positive measure. There exists a constant C, depending only on d and
p, and independent of v and p, such that

diam 2|%
[ 1o ptr < B [ 190 g,
2 =7 a 2

5. Constants

With C we denote constants that depend only on d and p; these constants
may be different if they appear in different lines.
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