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1 Introduction

We consider a viscous, constant density, Newtonian fluid described by the
stochastic Navier—Stokes equations on the torus 7 = [0, L]B, L >0,

(1) %—i—(u-V)u—l—Vp:uAu—i—Zaihi (m)ﬁl (t)

i=1

with divu = 0 and periodic boundary conditions, with suitable fields h; (z)
and independent Brownian motions f; (¢). The notation (u - V)u stands for
the vector field with components [(u-V)u]; = ZZ:1 upOpuj; the opera-
tion Awu has to be understood componentwise. The fluid is described by
the velocity field v = w (t,2) (a random vector field) and the pressure field
p = p(t,x) (a random scalar field). The fluid in a torus is an artificial model,
but the topics we are going to investigate are so poorly understood that it is
meaningful to idealize the mathematics as much as possible, preserving only
those aspects that we believe to be essential. The random white noise force

Soo2, oihi (x) B; (t) is also part of the idealization, not only for its specific form
but more basically because body forces are usually either absent or gradient-
like (as the gravitational force field) and not so roughly varying. The complex
phenomena (related to turbulence) we want to investigate are usually caused
by complicate boundary effects (think to the fluid below a grid), too difficult
to be dealt with at present. Thus we hope that a white noise force may both
simplify the investigation and produce some phenomena similar to those of
more realistic fluid systems.

The parameter v > 0 is called the kinematic viscosity. We shall investigate
sometimes the limit as v — 0, without any rescaling with v of the random
force: this is a singular limit problem, hopefully similar to the more realis-
tic boundary layer ones. The limit as ¥ — 0 with constant-amplitude force
essentially corresponds to the limit of infinite Reynolds number.
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The white noise force is assumed, for sake of simplicity, to be the super-
position of independent perturbations of various modes: we shall assume that
the h; (x)’s are eigenfunctions of the Stokes operator and the 3; (¢)’s are inde-
pendent scalar Brownian motions. The most interesting physical situation is
the case when only a few large modes are activated, those with smaller wave
length. In such a case L has the meaning of length scale of the action of the
external force. A force with a typical length scale is a model for a fluid which
interacts with a boundary or an object. However, in some cases one is able to
deal only with the case of several or infinitely many modes, for mathematical
reasons.

Section 3 is devoted to a finite dimensional model that captures several
features of equations (1). It covers the Galerkin approximations of (1), so its
analysis represents a main step in view of the infinite dimensional system,;
even the results of Section 5 are only based on the finite dimensional facts of
Section 3.

In Section 4 we take the limit as the dimension goes to infinity and treat
the 3D stochastic Navier—Stokes system. We define solutions to the martin-
gale problem, prove their existence, and (partially) describe how to extract
Markov selections. Finally, as a short introduction to the theory of Da Prato
and Debussche [23], we prove that every Markov process composed of martin-
gale solutions has a Strong Feller like property, under the assumptions on the
noise imposed in [23]. This is a property of continuous dependence on initial
condition that represents a striking step forward with respect to the deter-
ministic theory. Relevant references on the topics of this section are, among
others, [8], [12], [15], [16], [18], [19], [24], [25], [26], [33], [35], [36], [40], [41],
[42], [45], [57], [58], [59], [61], [63], [64], [66], [67].

Section 5 deals with turbulence, restricting the attention to the so called
K41 theory. A definition of K41 scaling law is given and investigated, disproved
in 2D, shown to be equivalent to hopefully more manageable properties in 3D,
that could be better analyzed in the future to understand whether they are
true or, more likely, how they should be modified. These notes are restricted
to the 3D case, where we aim to describe a few first steps in the direction of
relevant open problems. The theory in the 2D case is richer of well posedness
results, even for cylindrical noise, ergodicity, control, non-viscous case and
limit, see among others references [2], [3], [4], [6], [8], [9], [11], [13], [14], [17],
21], [22], [23], [28], [30], [31], [32], [47], [49], [50], [51], [55], [56], [62].

2 Abstract Framework and General Preliminaries

We describe here a minimal amount of preliminaries on spaces and opera-
tors appearing in fluid dynamics; see for instance [53] and [65] for extensive
discussions. Let L2 (7) be the space of vector fields u : 7 — R? with L? (7)-
components. For every a > 0, let H* (7) be the space of fields u € L? (7))
with components in the Sobolev space H® (T) = W2 (T).
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Let D> be the space of infinitely differentiable divergence free periodic
fields w on 7, with zero mean:

/Tu(x)dxzo.

This zero mean condition plays somewhat the role of a boundary condition.
Let H be the closure of D> in the IL.? (7)-topology; it is the space of all fields
u € L2 (T) such that divu = 0, u-n on the boundary is periodic (one can show
that for divergence free fields the trace u-n on the boundary is a well defined
H~'/2-distribution), [, u(z)dx = 0. We endow H with the inner product

<u,v)H:%/Tu(x)-v(ac)dx

and the associated norm |.|,.

Let V (resp. D(A)) be the closure of D> in the H! (7)-topology (resp.
H?2 (7)-topology); it is the space of divergence free, zero mean, periodic el-
ements of H' (7)) (resp. of H? (7)). The spaces V and D(A) are dense and
compactly embedded in H (Rellich theorem). Due to the zero mean condition
we also have

/T\Du(w)IdezA/Tm(x)Fdx

for every u € V, for some positive constant A (Poincare inequality). So we
may endow V with the norm

\uﬁ/ ::/ |Du (z)|? da
T

where |Du (x)\2 = Zij:l (ag;(:))z.

Let A : D(A) C H — H be the operator Au = —Au (componentwise).
Notice that Au € H because we are in the periodic case (otherwise we would
need a projection on divergence free fields). Since A is a selfadjoint positive
(unbounded) operator in H, there is a complete orthonormal system {h;},;.y C
H made of eigenfunctions of A, with eigenvalues 0 < \y < Ay < ... (Ah; =
A:h;). Notice that the positivity is due to the zero mean condition. We may
take the Poincaré constant A above equal to A;. Notice that we have

2
(Au, u) gy = [uly,
for every u € D(A), so in particular
2
(Au,u) gy > Auly -

On the torus we know explicitly eigenfunctions and eigenvalues (see example
3.1 below), and often it is useful to parametrize them by vector wave numbers
instead of the index i € N.

Let V' be the dual of V; with proper identifications we have V. C H C V'’
with continuous dense injections, and the scalar product (-, ), extends to the
dual pairing (-, ’>V,V’ between V' and V’. Denote the norms in H and V by
||y and ||-||,, respectively.
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Let B(:,-) : V x V — V' be the bilinear operator defined as
’ 0vj
(w, B (u,0))yy, = idz_léuia—%wjdx

for every u,v,w € V. To clarify the definition, first take u,v,w € D> and
notice that by Hélder inequality

3 3
Ov;
Z /Tuza—x]ledm S Z |ui|L”1(T) |'Uj|W1,a2(T) |wj‘L°‘3(T)

ij=1 ij=1

where a; > 1, Z?:1 ai = 1. Sobolev embedding theorem says

Ul ®»

1 1
|U|Lq(7) <C (Sap7 T) |U|Ws,p(7—) s = 1_7

q

Hence, for p = 2,

3 3
v,
Z /Tula—lewjdx <C Z |’U/i|Ws1,2(T) |Uj|W1+52’2(T) |wj‘W*“’3=2(T)

1,j=1 i,5=1

(C = C(s1,82,83,T)) for s; > 0 such that % —% ?:1 s; = 1, namely

3 _d .
> i—18i = 5. In particular

3 3
v,
) [[“ia_giwjdgc <C Y Tuilweraer ilwe ey [Wilwesa

ij=1 i,j=1

with s; + s3 = ‘—21. For d = 3 (but also d = 2 and 4) we may take s; = s3 =
4 and confirm that B(-,-) can be extended to a bilinear mapping B (-,-) :
VXV -V,

We every u,v € D> we have

1__. 9
(B(w,0) 0}y = 3L7° [ (@) D)o @) do =0
T
since divu = 0, and this property extends from D> to the various spaces of

vector fields used in the sequel.
To get further estimates, it is useful to recall that the function a —
log [ulyyra.2(7) is convex:

1—
[ulppass+-areneiry < [Ulfye i Ul 2o

for a € [0,1] (easy by Fourier analysis).
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Among the infinitely many consequences of the previous computations we
have

(B (u,v),w)| < C(T Z (il 4.2y Wilwr ey Wil 40 )

1,j=1

and , )
1—4 a
\U|Wg,z(7) < |U|L2(47—) |U|6V1,2(7—)

thus
4 1_,
(B (u,v) ,w)| < Cluly : IIUHV [v]ly [wlg

We have proved:
Lemma 2.1. In d = 3,
1/4 ) 13/4 1/4 3/4
(B (u,0) ,w)] < Clulyf* [ully/* oy [wlf* el
We also need the following inequalities.
Lemma 2.2. In d = 3,
(A, Bz, 2)) 4| < Cl|o][y/? | Aal3f?

for every x € D(A).

Proof. Due to the periodicity of vector fields that allows us to drop the bound-
ary terms in the integrations by parts, for every u,v € D> we have

(Au, B(v,u)) gy = Z / v;0iujAuj = Z /8k (vi0suj) O,

1,j=1 i,9,k=1

/(’“)kvlauj(?kuj Z /UZ ;i Bkuj

i,7,k=1 z]kl

Jeoll

= / Ok 0ju Ok U

i,7,k=1
since divo = 0 and thus
3
(u By, <€ 3 ([ ol”) < €1l
ik=1

< CIDufly oy < C |Dulfstr, [Dulil o 7,
Lemma 2.3.

[AB (u,0)| < C (|Aul [|Av]ly, +[Av| [|Au]]y,)
‘AI/QB (u,v)‘H < C'|Aul |Av]

|B (u,v)|y; <C (|Au| ’Al/Q’U) A ‘Al/Qu‘ |Av|>
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and for every v € (0,1/2)
1 2 1 2
|A7B (u,v)|,, < C <|Au|2 \Avmj’ A |Av)? ]Awm‘ ) .

Proof. Up to multiplicative constants that we omit,

3
|AB (u,v)|; < Z/T[A(uiaivj)]zdx

i,j=1
< [Dv|, [Au| + |Dul o, [Av| + [ul  [[Av]],
< |Aul | Av]]y, + [Av] || Aul|y,

‘Al/QB(u,v)‘HS i /T[D(uiaivj)]zdm

i,j=1

< |DU|4 |DU|4 + |u|oo | Av|

3
By < Y [ o de < uf}1Dof; < [4724] 140

i,j=1
B (u,v)|? < ul? Dv2§ Aul |AY 2y
’ H 0o 2
and the last one follows by interpolation.

With the previous notations in mind, we (formally) rewrite equations (1)
of Section 1 as an abstract stochastic evolution equation in H

(1) du(t) + [vAu(t) + B (u(t), u(t))] dt = Z o:hidf; (1) .

The rigorous definition of solution will be given in Section 4 and is not entirely
trivial; here we only anticipate that, as in the deterministic case, we have to
interpret expressions in integral and weak form over test functions

@) (u(t). o)y + / v (u(s), Ag) y ds — / (B (u(s), ) ,u(s)) y ds
= (uo, ) gy + Zai (his @) g B (t)

with ¢ € D*™. As a last general remark, we shall always assume at least

o

2
g o; <00
i=1
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(H-valued Brownian motion), but some of the most interesting results will

require
o0
E o2 < 00
('
i=1

to have certain regularities in D(A).

3 Finite Dimensional Models

The reason for this Section is twofold: first we may illustrate a number of
basic facts and open problems in a simple setting where the rigor is easy to
control; second, most of these results are a preliminary technical step for the
analysis of Sections 4 and 5.

3.1 Introduction and Examples
Consider a real finite dimensional Hilbert space H,
dim H < o0

endowed with norm |.|,; and inner product (.,.),. We stress that H is not
the space introduced above but it is finite dimensional; we should write H,
to avoid misunderstandings, and similarly we should write A,,, B,, etc., but
in the whole Section we never take the limit as n — oo (except in very few
well advertized places) so we drop the subscript n for sake of simplicity.

About the various constants involved in the following estimates, we say
that a constant is not universal if it depends on dim H, v, the norm in H of
A, or constants related to the continuity properties of B. When a constant
is independent of these quantities, we call it universal and denote it gener-
ically by C' > 0 . The non-universal constants are not stable in the limit of
the stochastic Navier—Stokes equations (Section 4) or in the limit as v — 0
(Section 5).

Let A be a positive definite symmetric linear mapping in H,

(Az,z)y > Maly

for every x € H, where A > 0 is a universal constant (Poincaré constant in
our applications); B(.,.) : H x H — H a bilinear mapping such that

(1) (B(z,2),2)y =0

for every x € H, () a semi-definite symmetric matrix in H, (W;),~, a Brownian

motion in H defined on a filtered probability space (.Q, F, (.’/’-})t20 , P).
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Remark 8.1. Sometimes we need a stronger version of (1):

(2) <B(y,I)7l‘>H:O
for every z,y € H. This is equivalent to
(3) <B(y,$),Z>H:_<B(y,Z),$>H

for every z,y,z € H: if (2) holds, then

)
=(B(y,r+2),2+2)p
< ( ) >H+<B(y7m>7z>H

so (3) is true. If (3) holds then, taking z = x, we get (2).

Since A is positive definite, (u,v) — (Au,v), is another inner product in
H and
lully =/ (Auw, u) y

is a norm in H and we have
2 2 2
Mz < ully < Calzly

for a non universal constant C'4 (the norm of A in H); the lower bound is
universal.
Consider the stochastic differential equation (SDE) in H, with v > 0,

(4) dX; = [-vAX, — B(Xy, Xo)]dt +/QdWy, t>0

with initial condition given by an Fjp-measurable random variable X : 2 —
H. As usual, we interpret the equation in the integral sense

(5) X, = X, +/ [—VAX, — B(X,, X,)] ds + /QW,.
0

Example 3.1. Our main example is the Galerkin approximation of equation
(1) of Section 1. Given L > 0, on the torus 7 = [0, L]37 consider the complex-
ification of the infinite dimensional spaces and operators introduced in the
previous section, that we denote just in this example by H, V, D(A), A, B
to avoid superposition with the notations of the present chapter. Define the
index sets

A {(k,a) c (%TZ?’) x {1,2}:0 < [k]* < (2%71)2}

and A(®) = U, A(™) The eigenvectors of A are given by

hio () = ak,aeik"”, xeT, (ka)e A
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(with eigenvalues Ay o = |k|%), where, for every k € R3\ 0, we have to choose
an orthonormal basis ay o, & = 1,2, of the orthogonal space to k (the space

generated by the vectors (ea — %), a=1,2,3). Let
H™ = span {hm; (ko) € A(”)}

and let 7(™ be the orthogonal projection of H on H (™, which commutes with
A. With these notations, our main example of finite dimensional system is
defined by the objects

H™, Alpgon, T B ) g s
that we simply denote by H, A, B(.,.).
Ezample 3.2. The famous Lorenz system in R?, with parameters a,b,c > 0,

dz + (ax — ay) dt = o1dp
dy + (=bx + y + xz) dt = 09d(s
dz + (cz — xy) dt = 03df3

fits into the framework of this section if b = a € (0,1]. The same is true for
the Minea system:

dr + (z+6 (y* + 2%)) dt = o1dfs
dy + (y — dxy) dt = o2df2
dz + (z — zz) dt = o3dfs.

Ezample 3.3. Another interesting example is the GOY model (from Gledzer,
Ohkitani, Yamada), a particular case of the so called “shell model”. See [44]
for an introduction and references. It is a simplified Fourier system where the
interaction between different modes is preserved only between neighbor modes,
and the complex valued variables wy, (t) = un 1 () + duy,2 (t) are summaries
of the Fourier coefficients. The finite dimensional model is defined, for n =
—1,0,1..., N, N + 1, N + 2, by the constraints

u—1(t) =uo (t) = uny1(t) = uny2 (1) =0
and the equations forn =1,..., N
9 . 1_ _ _ 1 _
dun + anundt + an Zun—lun+1 — Un++1Un42 + gun—lun—Q

= opdB,

where k, = 2"kg, kg > 0 given. Some foundational results on the related
infinite dimensional system can be found in [4].
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3.2 A Priori Bounds

Throughout this section we assume that (X¢),~, is a continuous adapted
solution of equation (4). In this section it is sufficient to work under condition
(1) on B.

Lemma 3.1. [L? bounds and energy equality/Assume E \Xoﬁq < 00. Then,
for every T > 0, we have

T
(6) E( sup | X% +v / |Xs||2vds> <y (B[}, TrQ.T)
te[0,T) 0

where C (E |Xo\§1 ,T?"Q,T) is given by (12),

t
(1) X, + 2 / 1X, 1% ds = [ Xol, +TrQ t + M,
0

where My is a square integrable martingale, and
1 2 g 2 1 2 1
(8) §E|XT|H+VE ||Xs||Vds:§E|X0|H+§TrQ T.
0

Proof. Step 1. The function f(x) = \mﬁq has derivatives
Df(x) =2z, D?*f(x)=2-1d

hence It6 formula and property (1) give us

t
(9) X2 = | Xol% —/ 2 (AX s, Xo)yy ds + My +TrQ t
0

where .
M, = 2/0 <XS, \/ngWS>H

is a local martingale.
Step 2. Let us prove that

T
(10) E/ | X,|%, dt < 0o
0

for every T' > 0. The reader not interested in details but only in the main
concepts may drop this technical point and go to step 3. To simplify, one
may think that (10) has been imposed as an additional assumption in the
lemma. However, it is conceptually interesting to notice that the assumptions
of the lemma do not include any quantitative bound on the solution, but only
on the data (the integrability of the initial condition and the gaussianity of
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the forcing term), and it is the equation itself, with its particular algebraic
structure, that produce bounds on the solution.

We may localize M; by an increasing sequence of stopping times (7,):
Tp, — 00 a.s. and t — Mya-, is a square integrable martingale for every n. To
be more specific, we may take

Tn:inf{tZO: |Xt|§{:n}.
From (9) and the positivity of A we have

(11) | Xenr, |7 < 1Xolfr + Minr, +TrQ (¢ A7)

and thus
E [|Xmm|§{} < B|Xol%, +TrQ t.

We also have

TN, ) TNATR 9 T 5
/0 X2 dt = / Xonr, 2 dt < / Xonn, [ dt

hence

TATp T
E/ |Xt\§,dt§/ E|Xinr,
0 0

By the monotone convergence theorem we get (10).

Step 3. Having proved (10), M; is now a square integrable martingale.
Then we have (7) and then (8), which also implies the second part of the
bound (6). To prove the first part of (6) we use the bound

2 dt < T(E|X0\§, +TrQ T).

Xalh < | XolT + M| + TrQ ¢
coming from (7) due to the positivity of A. We have

sup | X¢|%, < |Xol5 + 14 sup [M|* +TrQT
te[0,7) te[0,T]

hence, by Doob’s inequality £ sup,¢ 1) |M,|> < 4E |Mz|*, we have

E sup |Xt|il
t€[0,T]

T
< E|Xo|3 +1+ 16E/ (QX,, X,)ds +TrQ T.
0

From (8) (with ¢ in place of T') and the positivity of A we already know
that
sup E [|Xt|§1} < E|Xo[% +TrQT.
te[0,7]
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Hence we have (6) with
12) (E X0l ,TTQ,T)
= E|Xo|% + 1+ 16TrQ (E 1Xol% + TrQ T) FTrQT.

The proof is complete.

Remark 3.2. The bound (6) tells us the basic topologies where we have to look
for solutions. With others below, it will give us the bounds, on the Galerkin
approximations of the stochastic Navier—Stokes equations, needed to extract
subsequences that converge in a proper way to pass to the limit in the equa-
tions.

Remark 3.3. The two identities (7) and (8) express energy balance laws. Let
us comment the second one: we may think that the term %TTQ is the mean
rate of energy (mean energy per unit of time) injected into the system,
I/EfOT ||X3||%,ds is the mean energy dissipated on [0, 7], %E|XT|iI is the
mean (kinetic) energy of the system.

We say that a stochastic process (X;),~, is stationary if given any 0 <
t; < .. <ty and s > 0, the law of the r.v. (X¢+s,..., Xt, +5) (r.v. in H™)
is independent of s. In the following corollary in fact we just need that the
covariance of X; is independent of ¢.

Notice that in principle we should assume a quantitative bound like
E|Xo|§{ < oo to start with, like in Lemma 3.1; but stationarity provides
itself a mechanism for proper estimates (the property of stationarity is like
an a priori bound itself). Somewhat related results can be found in [10] by a
different approach.

A technical remark: in the proof of the following corollary there is a step
where we use the fact that equation (4) has a unique solution for every square
integrable Fy-measurable initial condition Xg. This fact will be proved in a
subsequent section. So, from a logical viewpoint, we should state this corollary
only later on. We anticipate here to avoid repetitions.

Corollary 3.1. If (Xt),s is stationary then

TrQ

2
(13) BlXlly = —~

for every t > 0 (in particular E ||Xt||%, < oo for every stationary solution).
Proof. If E |Xo|§1 < 00, from (8) and the stationarity we first have

T
QV/ E|X,|3ds=TrQT
0

but also F ||XS||%, is independent of ¢, whence the result. Therefore, in order

to complete the proof, we have only to show that F |X0|§1 < o0 is true for
every stationary solution.
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Given € > 0, let R, > 0 be such that P <|X0|§{ > RE) <e Let 2. € F
be defined as 2, = {|X0|?{ < RE}; we have P (f2.) > 1 — . Define XOE) as
X on (2., 0 otherwise. Let (Xt(s)) - be the unique solution of equation (4)

t>

with initial condition Xés) (theorem 3.1 below). Just looking at the integral
form of (4) (which has an elementary pathwise meaning) it is easy to realize

that X¥) (w) = X. (w) for P-a.e. w € 2.. For (Xt(s)> Lo e have (8), hence
t=>

1 /7
— / E H x(©
(in a sense, we use here an idea of Chow and Hasminski [20]). Then, given
N >0,

2 R TrQ
ds < —=
v =91 T Ty,

E (| X0} AN)
1 T [ 2
- [ E HXSHVAN} ds

T 0
=4 [ B[t (1 AN st [ B [ (1l A )]s
L[ oo (e
0 L

1 /7T
f/ E Hx(s)
T 0 L s
R, TrQ

- 2T + 2v

It is now sufficient to take first the limit as T'— oo, then as € — 0, finally as
N — oo. The proof is complete.

IN

2
AN)] ds+ Ne
1%

IN

2
}d3+N€
1%

+ Ne.

Remark 3.4. Quantitative knowledge of the statistics of the stationary regime
of a turbulent fluid is one of the most important and open problems of fluid
dynamics (due in great part to the fact that a turbulent fluid is a non-
equilibrium, although possibly stationary, system, so there are no general
paradigm as the Gibbs one to describe its stationary regime; in mathematical
terms, equation (4) is not gradient like, hence we do not know the density of
its invariant measure explicitly in a simple Gibbs form). The identity (13) is
a positive example in this direction. It has a very interesting interpretation in
connection with the experimental fact that the rate of energy dissipation of a
turbulent fluid has a finite limit when the viscosity goes to zero.

In the proof of existence of solutions we need a stopped version of part
of the previous result. This is the only point in this section where we do not
assume that X is a solution over the whole half-line [0,00), but only on a
random time interval.
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Lemma 3.2. Let 7 > 0 be a stopping time and (Xt>t20 a continuous adapted

process that P-a.s. satisfies (5) fort € [0,7 (w)]. Assume E|Xo|3, < co. Then,
for every T > 0, we have

E( sup |XW§1> e (E|X0|§{,TTQ,T).

te[0,7)

Proof. We may repeat step by step the previous proof, substituting every-
where the process X;n, to X; and stating every identity or inequality for
t € (0,7 (w)] only. But we profit of this repetition to give an alternative proof.
Let

T;%:inf{tZOI |Xt|§{=R}, TR=TRAT

and notice that 7, T 7 as R — oco. We have (also for 7 in place of 7r)
tATR
Xt/\TR =Xo+ / [_VAXS - B (XsaXs)] ds + \/GWU\TR
0
t
= XO + / [_VAXS/\TR - B (Xs/\TR; Xs/\'rR)] ]-SSTRdS
0

t
n / Locrn\/QdW,.
0

Apply Ito6 formula to |Xt/\TR|iI and get

t
|Xt/\'rR|§{ = |X0|i[ - 2/ <VAX5/\TR - B (XS/\TR7XS/\TR) 7XS/\TR>H ]-SS'erS
0

+ M, +TrQ (tA7R)

and thus
t
XinmalZ + 20 / 1 Xanrsll? Lucrnds = [Xol% + M, + TrQ (£ A7)
0

where .
M = 2/ <Xs/\‘rR, 15§TR \/ést>H .
0

Then, by Doob’s inequality along with the isometry formula of It6 integrals

—~ |2
E sup |Xinrgly < E|Xol% +14E sup |M;| +TrQu
te[0,u] te[0,u] H

< E|Xoly +1++TrQu

+C-TrQ - E/ Locrn | Xonrn |3 ds
0
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Therefore

u
E sup |XMTR|§{ <C+C | FE sup |XMTR|?{ ds
tef0,u] 0 te[0,s]

which implies the result by Gronwall lemma applied to the function f(t) =
E'sup;¢o,) |XMTR|?LI and the independence of the constants of R. The proof
is complete.

The statement of the following lemma is not the strongest possible one
(because we claim (15) only for p* < p), see the next remark. However we
restrict ourselves to this result since its proof is now elementary, being very
similar to the one just given above. Moreover, it will be sufficient for our
purposes.

Lemma 3.3 (L? estimates). Assume E |Xo|} < 0o for some p > 2. Then,
for every T >0,

T
(14) E/ |XS\II){ ds < Cy (p, E'1 X, ’;I ,TrQ,T)
0
and
(15) E sup | Xl <Cs(p, E|Xoly , TrQ,T)
t€[0,T)

where p* = p/2 + 1 (which is also greater than 2) and the constants Cy and
Cs are given in the proof.

Proof. Step 1. We consider now the function
p/2
f(a) = lafy, = (1al})
which has derivatives

Df(x) =plaft 2,
D*f(x)=p(p—2) |2z @a+plaff* 1d

with the property

Tr [QD*f(z)] =p(p— 1) |z > TrQ.

It6 formula and property (1) give us now
t
(16) | X[ +p1// X5 % (AX, X) py ds
0

-7 K _
= Xoly + 0P+ LD e
0
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where .
(») _ p—2
M —p/o X[ (X /Qaws)

is a local martingale.

Step 2. The proof of (14) is now the same as the proof of (10), plus a
simple iterative argument. Let p’ be any number between 2 and the value of p
declared in the assumptions of the lemma. By the same localization argument
used in the previous proof, we get

, , o -1TrQ T )

E||Xinr,
and thus

TNATy, , T ’ ’
E/ X, |2 dt < E/ | Xonr, |2 dt < TE [|X0|’,’{]
0 0

Y@ -0TQ

T
+ 2

T !
X, [2 2 ds
0

which implies

T / / T
/ / -7 -
a0 B [ i< 7 [xofy] + TP [
0 0

by the monotone convergence theorem. This inequality allows us to iterate
a bound of the form (14) from a smaller value of p to a larger one, starting
from p = 2 given in the previous lemma. More formally, let IT be the set of
p' € [2,p] (p given in the claim of the lemma), such that, for some constant
C(p,E|Xol%,TrQ,T), we have

T
E/ X, dt < C (p, E|Xolty  TrQ,T)
0

for all 7' > 0. The set I is non empty (2 € II by the previous lemma) and
has the property that a € IT, a < p implies that b = (a +2) Ap € IT (from
(17)). Then p € I1, so (14) is proved.

Step 3. Unfortunately (14) does not imply that Mt(p ) is a square integrable

martingale, but this is true for Mt(p R

, since
o (! 2(p*—2)
) [ X QX X ds
0
2 ! 2(p*—1) 2 !
< (0210 / XL ds = (0*)?1Q / X, ds.

We can now repeat the proof of step 3 of the previous lemma:
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. . |2
sup | X[l < |Xolfy + 14 sup |M@)| 4
te[0,T] te[0,T]

“(pr—-1)T r o
p (p ) TQ/ |X§|§{ st
2 0

hence, by Doob’s inequality,
* * o [T 2(p*—2
B swp Xl < BIXolly +14407)° [ I QX0 X ds
t€[0,T) 0
* *_ 1T T .
L2 - VTO 2) TQ/ Xl " ds
0

which is easily bounded by a constant Cs (p, E | Xo|} ,TrQ,T) due to (14).
The proof is complete.

Corollary 3.2. For a stationary solutions we have E [|Xt|’;;2 |\Xt||%/} < 00

(hence in particular E | X|}, < o) for every p > 2 and

_ —-1)Tr _
xR ixgy] = L2 fx ).
Proof. The proof is the same given above for p = 2 and it is based on identity
(16), that one has to iterated in p.

Remark 3.5. Under the same assumptions we have the expected estimate

D) sup ‘Xt|:l[){ < C(p7E ‘X0|zf)l 7TTQ7T)
te[0,T]

for every T > 0. Its proof follows the lines of the proof of lemma 3.2 and
makes use of Burkholder-Davis-Gundy inequality. See Flandoli and Gaterek
[34], Appendix 1.

We have seen that the regularity of solutions can be improved in the di-
rection of p-integrability on (2. Less easy is to improve it in the direction of
stronger topologies (in fact in finite dimensions they are all equivalent, but
the equivalence is not stable in the passage to the limit). A natural question
would be whether we have an estimate of the form

T
(18) E( sup. 1X)12 +u/ 1AX,|%, d5> <0 (E||X0||2V,TTQ,T).
te[0,T 0

This is an open problem (the answer is positive in the 2D case). Nevertheless,
under assumptions inspired to the 3D case we can state at least one result
on the time integrability of |AXS|§{, proved by [41] in the deterministic case
(see a related result with a different proof in [52], Thm 3.6) and extended to
the stochastic case by Da Prato and Debussche [23]. To avoid unnecessary
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complications due to the generality, let us assume that A and Q commute, so
there exists a common orthonormal system {e;} of eigenvectors, with Ae; =
)\ie,-, Qei = O'?Ei.

To understand assumption (19) below, notice that in a finite dimensional
space H we always have (Az, B(z,z)); < CaB \xﬁ{ for a suitable nonuniver-
sal constant C'4 . On the contrary, the constant C' in (19) is universal, see
lemma 2.2. In 2D (always with periodic boundary conditions) the situation is
entirely different since we have (Ax, B(x,x)), = 0 (vorticity conservation for
v =0).

Lemma 3.4 (bounds on |AX,|,). Assume that

(19) (Az, B(x,2))y < C|lx|/? |Azl3)?, zeH

ZO’?/\Z‘ < oo.
i

and

Then

|AX,[;
E Ay <CV4E/ 1,12 + 1+0202>\

o (1+)x)3)

T 1 T
%E/ |AXS|§{/3 ds < C (T’ZUZ‘ZAZ) (1 + —E/ X3
0 i vJo

where, concerning the term EfoT HXst/ ds, we recall the bound (6).

Proof. Introduce the function f: H — R defined as

1 -1
flz) = ——5 =1+ (Ax,x .
)= gy = (4 (40))
We have
—2 Ax
Df @) == (1+leliy) D (Az.a)y = —2———
(1+l217)
Ar ® Ax A

D?f (z) =8 -2 :
T eR) (k)

Hence

t
1 B 1 2/ (AXo vAX + B(Xe X))y
0

2 = 2 2
LHIXR 1+ %ol (1+1x.03)

—~ 1 [t
+Mt+—/ g(XS)ds
2 0
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where

- o /t (AX,,V/QdWy)
o (1 x2)

is a local martingale and

g (l‘) — 20.22 <A:L'7 €1>§{ _9 <A€i, 61'>H

. 3 9 2
T () (e nely)

In fact ]\,Zg is a square integrable martingale, because

/t <QAX5,AXS>HdS</ (APQA |4, i,
4 —
O (1 X7 o (1rxE)

S P e
<o [ s 2 3ot <
0 ( Z

- 2
; 1+ 1101

We also have |g (z)] < CY, 02X, so, from

t 2 t
21// |AX, |7, s < 1 1X i 72/ <AXS,B(XS,X32>H
2 2
O (11X Iy o (X))

—~ 1 [t
_Mt__/ g(Xé)dS
2 0

the assumption on B and the martingale property of ]\Z we have

AX,
2vE | |H ———ds
O (11X
X2 | AXL L2
<1+2CE IXlly |H ds 4+ — ZO’Q)\
o (1)’
Moreover,
T 3/2 3/2
X, AX, AX
0 1+||Xs||v 0 1+||X IIV

for every £ > 0 and for a suitable constant C¢, due to the following Young
inequality (f,g > 0)
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c
<efP4 ———gP o/ = ——.
fosel"+ G597V =

With a universal choice of € > 0 we have

bOJAX)] 1
VE/ |—|P122ds§ 1+CEE/ X2 + 03 o
O (14 1X07) 0 z-

This implies the first inequality of the lemma. The second one simply follows
from the following inequalities:

1/3
IAX, |

9 2
(1+1%03)

. (E /OT (1 + ||X3H2V) dt) 2/3

1/3
1 g
< <1+CV3E/ ||Xs||‘2/+C’Zaf)\i> <T+E/ Xﬁvdt>
0 i 0

The proof is complete.

T T
%E/ |AX,|23 ds < E/ dt
0 0

2/3

Remark 3.6. Under the assumption F |X0\§{ < oo we know that E fot 1 X s ||‘2/ ds
is bounded by a universal constant, so the same is true for EfOT \AXS|%3 ds.
This implies F [\AX,: ZS} < oo for almost every t. If in addition the process
2/3
H

is stationary, we have F [|AXt ] < oo for every t. In terms of invariant

measures g of the limit infinite dimensional problem this will imply that
1 (D(A)) = 1.

Remark 3.7. For stationary X,

AX,, vAX + B(X;, X 1
< 14 + (2 x )>H+*E9(XS):O
(1101

2
Notice that |g (z)] < C'Y", 02);, so under the assumption that this quantity
is finite and given, we may heuristically think that Eg(X) converges to a
nonzero value gg as ¥ — 0. Then we have

2F

AX [y 1 g | pAXs BX,, X))y

E 2\2 v | 4 2\?
(1101 ) (1101 )




An Introduction to 3D Stochastic Fluid Dynamics 71

Remark 8.8. Let us briefly understand that under assumption (19) it is not
possible to obtain a bound of the form (18). Without all the details, from Ito
formula for d || X¢||3, we have

d ||Xt||%, +2v \AXt@I < [(AXy, B(X¢, Xt)) | plus other terms
and
(AXe B(X;, X0) | < C X011/ |AX [
< v[AX g + C Xl
so we meet the differential inequality
d ||XtH%/ <C ||Xt||$, plus other terms

that cannot be closed on a global time interval.

3.3 Comparison of Two Solutions and Pathwise Estimates

Having assumed an additive noise, it disappears when we write the equation
for the difference of two solutions; this has some advantages. We can reach
similar advantages for a single solution with the following trick: we consider the
difference between the solution and an auxiliary process, usually the solution
of the associated linear equation. Let us perform some of these computations
in this section.

However, here we assume the stronger algebraic condition (2) on B.

Lemma 3.5. Let (Xt(l)) and (Xt(2)> be two solutions on some interval [0, T
and let us set V;, = Xt(l) - Xt@). Let Cp be a constant such that
<B (m,y) 7x>H <Cp ‘xﬁi |y|H

for every x,y € H. Then

ds

Vil < Vol €2 1X7

Proof. We have

dV;
L vavi+ B (xV. V) + B (Vi xP) =0
whence
1d Vil _ @
(20) QTJFV(AVt,VQHf*<B (Vtht )th>H
and thus

1d|Vil7, 2 42
20Wlm X ‘ .
2 dt _CB|Vt|H‘ tolg

The conclusion follows from Gronwall lemma.

The previous result is not stable in the limit of infinite dimensions. On the
contrary, the assumption on B of the next lemma is stable in dimension 3.
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Lemma 3.6. Assume that

1/2

(B (2,y) )y < Claly? [|=|3/

Il Nyl

for every x,y € H, where C' is a universal constant. Then we have
" 4
Vil gy < Vol €€ B I1X2 v ds

Proof. We restart from (20) and get now (we use Young inequality in the
second step)

1d|Vt|§{ LI <O 1/2 V|22 HX(Q)H
9 dt Vv = H Vv t v
1 2 2 2)[|*
< 5 Wil + vl |-

Therefore )
1dVily
2 dt

which implies the claim of the lemma, again by Gronwall lemma.

4
<o ]

From the viewpoint of the limit to infinite dimensions for 3D fluids, the
problem in the first lemma is the constant C'z. On the contrary, the problem
2) H4
S

1%

in the second lemma is the term fg HX ds, on which we do not have

bounds which are stable with the dimension.

To summarize, we have shown two simple computations which imply
uniqueness for the finite dimensional problem but are useless for 3D fluids.
There exist very many variants of these computations in different topologies,
but the result, until now, is always the same: either the constant or some norm
of the solutions blow-up in the case of the 3D Navier—Stokes equation.

Exercise 3.1. In the application to the 2-dimensional Navier—Stokes equa-
tions the continuity properties of B are stronger, due to the improvement
coming from Sobolev embedding theorem. One has

(B(z,y),x)p < Cllylly |2l g 121y
for every z,y € H, where C' is a universal constant. Prove that
[Vilyg < Vol € GBI I
Deduce a pathwise uniqueness result.

Exercise 3.2. (from Schmalfuss [60]). Continue the 2-dimensional case but
consider a multiplicative noise of the form

G (X;) dW,
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in place of the additive noise v/QdW;. Assume that G is a Lipschitz continuous
mapping from H to the space of linear bounded operators in H. Under this
more general condition, one can prove an existence result along the same lines
developed above. However, the uniqueness is more difficult, since the equation
for the difference of two solutions V; = Xt(l) — Xt(2) is still an Itd equation,
and an estimate on \V}|2 cannot simply be obtained by a pathwise application
of Gronwall lemma. On the other side, the inequality that one gets from Ito
formula for \Vt|2 cannot be closed at the level of mean values since it contains
cubic terms. Solve the problem using It6 formula for

o CRIX s 2

In another form, this trick comes out again in the paper of DaPrato and
Debussche [23].

3.4 Existence and Uniqueness, Markov Property

In the next theorem we shall show that equation (4) has a unique strong
solution (X7),~ for every initial condition x € H, that depends measurably
on z. We then may define the operators P, : By, (H) — By, (H) as

(Prp) (z) = Elp (X))

Here By, (H) is the space of Borel bounded functions on H and Cj (H) will
be the space of continuous bounded ones. We prove also that (4) defines a
Markov process in the sense that

E[p (X)) |1 F] = (Pp) (XF)  (P-as.).

for every ¢ € Cy, (H), t,s > 0, x € H. Taking the expectation in this identity
one gets the semigroup property Py = PP on Cp (H). We say that P; is
Feller if P,y € Cy (H) for every ¢ € Cy, (H).

Theorem 3.1. For every Fo-measurable Xo : 2 — H, there exists a unique
continuous adapted solution (X;),~, of equation (4) on (Q,f, (Ft) >0 7P).
If the initial conditions x™ converge to x in H, the corresponding solutions

converge P-a.s., uniformly in time on bounded intervals. Equation (4) defines
a Markov process with the Feller property.

Proof. Uniqueness and continuous dependence have been proved above in
lemma 3.5 (of course such a result is not stable in the limit of infinite di-
mensions). This implies also the Feller property. Let us divide the proof of
existence and Markov property in several steps. They are classical and are
given for completeness. Preliminary, we remark that the proof of existence
can be performed either by means of classical probabilistic arguments or by
a pathwise analysis, due to the additivity of the noise. Let us give the proba-
bilistic proof.
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Step 1. (existence for bounded Xj). It is sufficient to prove the existence
on [0, T]. Assume that | X[, < C for some constant C' > 0. For any n > C, let
By, (.) : H — H be a Lipschitz continuous function such that B, (x) = B(x,x)
for every |z|,; < n. Consider then the equation

ax™ = [—I/AXt(n) ~ B, (X;">, X§">)} dt + /QdW,

with initial condition Xg. It has globally Lipschitz coefficients, so there exists

a unique continuous adapted solution (Xt(”)) " The proof of this classical
>0

result can be done by contraction principle in L2 (£2;C ([0, T]; H)). Let 7, be
defined as
7, = inf {t >0: ‘Xt(n)

= n} ANT.
H
Up to 7, the solution Xt(n) is also a solution of the original equation: it is
sufficient to observe the integral form of the equations. Therefore, by lemma
3.2, applicable since E |X0|§{ < 00, we have

2
E ( sup ‘Xt(;in H) <O (E | Xol% 7T7"Q7T) .

t€[0,T)

In particular

2
E (1{Tn<T} ‘X%)m H) <G (E | Xol3; ,TTQ7T)

which implies

1
P(r, <T) < —C) (E|XO\§, ,TrQ,T)

2
since ’XQ(PA)T =n?on {7, <T}. If N > n then 7x > 7, and
ar
P(x™ =X te0,m]) =1
Therefore, if 7o := sup,,~c Tn, we may uniquely define a process Xt(oo) for

)

t € [0, 7)), equal to Xt(" on [0, 7,] for every n. Hence Xt(oo) is a solution on

[0, 7o ). But we have

C
P(TOO<T)§P(7'”<T)§E
for every n, hence P (7o < T) = 0. Thus Xt(oo) is a solution for ¢ € [0,T — €]
for every small ¢ > 0. Since T is arbitrary, we have proved global existence.
Denote by (X{'),, the unique solution with initial condition x € H.
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Step 2. (existence for general Xy). Let £2, € F be defined as §2,, =
{\Xoﬁf < n} Define Xén) as Xg on f2,,, 0 otherwise. Let (Xt(n)) - be the
t

unique solution of equation (4) with initial condition Xén). IfN > 7;7 then
P (Qn N (Xt(N) = Xt(") for every t > O)) =P ({2,).

We may then uniquely define a process Xt(oo) on 2 =U,f2, as Xt(oo) = Xt(”)
on §2,. Looking at the equation in integral form, in particular at its pathwise
meaning, it is clear that Xt(oo) solves the equation on /. But P (£2) = 1,
hence we have proved the existence of a global solution.
Step 3. (Markov property). Given « € H, ¢ € C, (H), t,s > 0, we have
to prove that
E o (Xiy,) Z] = E(Pep) (X)) Z]

for every bounded F;-measurable r.v. Z. By uniqueness
z Xy
Xie =X, (P-as.)
where (X,th)tz]s0

with the J,-measurable initial condition X}! , = 7. It is then sufficient to
prove that

denotes the unique solution on the time interval [tg, c0),

E [90 (X2t+s) Z] = E[(Psp) (n) Z]

for every H-valued F;-measurable r.v. . By approximation (one has to use
Lebesgue theorem and the fact that strong convergence of 7, in H implies
that (Psp) (n,) converges P-a.s. to (Psp) (1)), it is sufficient to prove it for
every r.v. n of the form n = Zle N1 40 with n@ € H and A ¢ F,.
By inspection (everything decomposes with respect to the partition A®*)) one
can see that it is sufficient to prove it for every deterministic element n € H.
Now the r.v. X', ,  depends only on the increments of the Brownian motion
between t and t + s, hence it is independent of F;. Therefore

Elp (Xiips) 2] = Blo (Xi4el)] E12].

Since X, | , has the same law of X7 (by uniqueness), we have £ [ (th,t+s)] =
E [ (XD)] and thus

E ¢ (X{11s) Z] = (Psp) (n) E[Z] = E[(Psp) (n) Z] .-

The proof is complete.

3.5 Invariant Measures

Let P} be the semigroup on the space of probability measures on H defined as

(Pfp) (f) = p(Pef)
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where we use the notation y (f) for [, fdu. We have Py, = P} Py for every
t,s > 0 and Py is the identity. If (X;),-, is a solution and v; denotes the law
of Xy, then P} vg = 1y for every t > s > 0.
We say that a probability measure p is invariant if Py = p for every
t > 0. Equivalently, if
() = 1 (Prp)

for every t > 0 and ¢ € Cy, (H).

We recall that, given a metric space (X, d) with its Borel o-field B, a set
of probability measures A on (X, B) is tight if the following condition holds:
for every € > 0 there is a compact set K. C X such that p(K.) > 1 —¢ for
every u € A. Moreover, a set of probability measures A on (X, B) is relatively
compact if from every sequence {u,} C /A one may extract a subsequence
{ftn,, } and find a probability measure p on (X, B) such that u,, — p weakly
(by this we mean that p,, (¢) — u(p) for every ¢ € Cp, (H)). If X is a Polish
space, Prohorov theorem states that A is tight if and only if it is relatively
compact. Notice that if X is compact, tightness is free and then also the
relative compactness of A, but in our applications the metric space is H, so
we need estimates to prove tightness.

Theorem 3.2. There exists at least one invariant measure for (4), with the
property

(21) w(13) < 2.

Proof. Step 1 (preparation). Following the general scheme attributed to
Krylov and Bogoliubov, we consider a solution (X¢),~, with a suitable initial
condition, say Xg = 0, we denote the law of X; by vy and introduce the time

averages
1 [T 1 [T
T:T/o VSdS:T/o Pluyds

or more explicitly pr (p) = + foT vs (@) ds for every ¢ € Cp (H). The family
of measures {pu; T > 0} is tight. Let us give two illuminating proofs of this
fact.

Step 2 (first proof of tightness). We follow a clever argument of Chow
and Khasminskii [20]. From the energy equality (8), taking into account the
choice Xy = 0, we know that

1 [ it a < 52

Notice that

(1) = 4 [ v (1) as =3 [ BIxIE 0
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(the first identity holds true for the test function H||%, AN by definition of pr,
and then extends to the function ||||%, by monotone convergence theorem).
Hence

(22) pr (1) < 52

and thus, by Chebyshev inequality,

_ L,TrQ
pr (o} = B) < R (J117) < B2

This implies the tightness.
Step 3 (second proof of tightness). Equation (8), which reads
t
E| X5 + 21// E|X,|3ds=TrQt
0

implies that E \Xt|12q is differentiable and

dE | X,|?
% +2WE | X} = TrQ.
Hence )
dE|X.
% < —WAE X [5, + TrQ.

This implies

TrQ
2V

t
BE|Xi|3 < e ME|Xoly + / e 2A=ITrQds <
0

The Gronwall-like inequality can be easily proved as Gronwall lemma, com-

) d(62"’\tE|Xt\§{) ) ) )
puting ————— and integrating the result on [0,#]. From the previous

inequality we have, as above,
1 [T
pr (lelyy = B?) = T/ v, (1o} = ) ds
0

1 T 2 1 T 2 T’/‘Q
<= (L) ds= = [ E|X|%ds < 22
—T/0”<||H>s T/O Kol ds = 573

which yields the tightness. Notice that the result of this second method is
weaker from the viewpoint of the topologies.

Step 4 (conclusion). From Prohorov theorem, there exists a sequence pi7,
weakly convergent to a probability measure u. Let us show that p is invariant.
We have, for every f € Cj, (H), and using the fact that P,f € Cy, (H) by the
Feller property,

(Py ) (f) = p(Pef) = lim pr, (P f) = lim (Fpr,) (f)
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and

I I
Plur, = Pt*Ti/O Plvyds = IT/O P/ svods

1 t+Tn

=7 t Pruydo = ur,

1t T+t
_?n/o P;VOda—i—Tn /Tn Pruydo.

The last two terms converge weakly to zero. This proves Pji = g, so the
existence of an invariant measure is assured.
Finally, from (22), we get

2 IrQ
pr, (ILI5 A N) <
for every N,n > 0, hence
2 TrQ
. N) <
u (G AN) < =

for every N > 0, and thus we have (21) by monotone convergence theorem.
The proof is complete.

Remark 3.9. If @ is invertible, the invariant measure is unique and ergodic.
We refer to specialized text for definitions and results.

Remark 3.10. In specific examples one can say more about ergodicity: it
holds also for certain degenerate noises. Consider our main example 3.1 on
the Galerkin approximation of the d-dimensional Navier—Stokes equations.
Weinan E and Mattingly [27] in d = 2 and Romito [59] in d = 3 proved that
ergodicity is true if the noise is active at least on a very small number of modes
(like 4), properly displaced to “generate” all other modes through the action
of the drift. Let us mention also the work of Mattingly and Hairer [53] on the
true 2D Navier—Stokes equations (ergodicity with very degenerate noise) and
the references therein.

In the previous theorem we have constructed an invariant measure with
the property (21). For this purpose we had to start Krylov-Bogoliubov scheme
from a good initial condition. In fact, this is not necessary: the invariance itself
provides the mechanism to prove (21).

Theorem 3.3. All invariant measures have the property (21). In fact they

also satisfy
2 IrQ
w () = 5=
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Proof. Let i be an invariant measure. If (.(),.7—'7 (ft)tzovp) is the filtered

probability space where the Brownian motion is defined, consider the enlarged
filtered probability space

D =0QxH F=FoB F=FB, P =P®pu

with the new Brownian motion (W/) and the Fj-measurable r.v. Xy defined
as
W (w,x) =W, (w), Xo (w,z) = 2.

The law of Xy is p. The unique solution (X;) of (4) with initial condition
Xy is a stationary process, with the law of X; equal to p for every t > 0
(we do not give the details, the result is intuitively clear). Then we can apply
T’I‘Q

corollary 3.1. Finally, from (8) we deduce that u (|| HV> is truly equal to
The proof is complete.

Corollary 3.3. Assume that A and QQ commute and have eigenvalues \; and

o? respectively, with >, 0)\; < oo. Assume also that condition (19) holds

true. Then all invariant measures |1 have the property

Az|? 2

Azl 5 <CZ % 4= <1+0202)\>
2 205

(1+ 12113 )

Yon | Asl?] < (1 n

with universal constant C' > 0.

7

207
2,5 Z oA

3.6 Galerkin Stationary Measures for the 3D Equation

Our main concern are the stochastic Navier—Stokes equations (1) of Section
1. We work only with the Galerkin approximations and use the notations and
definitions of Example 3.1 of Section 1, but restricted to real (not complex)
spaces and operators. We assume for simplicity that the noise has the form

\/@Wt Z Uz 7 ﬁz

where o; are real numbers, h; are eigenfunctions of A, 3; are independent
Brownian motions. We do not define here the concept of solution to (1) (this
will be done later on), but simply introduce a class of probability measures
on H that we call Galerkin stationary measures of equations (1).

Let us say that a probability measure p on H is a cluster points of Galerkin
invariant measures if there exists a sequence {ny} diverging to infinity and for
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each ny an invariant measure p,, of the corresponding Galerkin approxima-

tion system, such that the sequence of measures {,, } weakly converges to u

on H. Then we call Galerkin stationary measures of equations (1) every such
alerkin

cluster point. We denote by Pﬁ S the set of all such probability measures
on H.

Theorem 3.4. Pﬁgl”km is non empty. Every u € Pﬁgl”ki" satisfies

(23) w(13) < 2%

Proof. For every n, let u, be an invariant measure of the corresponding
Galerkin approximation system. We have

2
2 Z'U'
m (113) = =2

2v

so the family {u,} of measures is bounded in probability in V, and thus it
is tight in H since the space V is compactly embedded into H. By Prohorov
theorem, there is a subsequence {u,, } weakly convergent to some probability
measure g on H. Thus Pﬁcs‘l”m" is non empty.

From the previous uniform bound we also have

m 2

O

fin (Z)‘i (-, ha)? AN) = 22171/
1=1

for every N > 0 and integer m > 0, where we observe that
e 9]
2 2
115 = > X ha) [
i=1

Now 7" X |(-,h)|*> AN € Cy (H), hence we may take the limit as n — oo

and have
m 2
A )P AN <&
u(Z [ Bl A )_ i

which implies (23) by monotone converge theorem. In general, given p €
Pﬁgl”k’", by definition there is {u,, } as above, so the previous argument
applies, and (23) is proved for every p € Pgalerkin,

Remark 3.11. Unfortunately, even if for the finite dimensional approximations

we have
Nn 2

o (1113 = 22
n 1y 21/ )
this equality does not pass to the limit because we cannot say that i, (||||$;)

converges to <||||$)> We could have
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i g (1053) = 1 (I113)

(and then the equality above for u) if

o (1) = 1 (103)] = [ron (1103) = s (1105 A )|
# [pa (13 A ) =g (1L A ),
e (105 A N) = (1113

can be made small for large n. The last term is small for large V. The second
term is unclear in general, but under the assumption of the next theorem it is
small since we may have weak convergence of y, to p in V. But the problem
is to have the first term uniformly small in n, for large N. We have

o () = (LR AN [ = [y o )

o\ 1/P 2 1/p'
<o (103) " o (1115 > )

2\ \ /P
i/ [ (I113)
< (1) | —5—

and this would be small uniformly small in n, for large N, if <||||$jp) <C

for some p > 1. But this is unknown. It can be proved in dimension 2.

We use now assumption (19), that holds true in the 3D case (lemma 2.2,
plus the fact that the projection m, is selfadjoint in H and commutes with

A).
Theorem 3.5. If >, 02\; < oo then p(D(A)) =1 for every p € Pgalerkin
and )

Yo || Ay’ < © (1 YL ) > o

205
(2

Proof. We have both Y, 02\; < oo and condition (19), so, given p € Pgalerkin
and a sequence {u,, } converging to p, by corollary 3.3 we have

2
W [l 2 0 (14 552 St

with a universal constant C' > 0. This easily implies the claim, with an argu-
ment already used in the previous proof. The proof is complete.
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Let © be a probability measure on H. We say that it is space homogeneous
if

(24) plf (w(-=a)) = plf (u)

for every a € 71, and [ € Cy, (H). We say it is partial (or discrete) isotropic
if, for every rotation R that transforms the set of coordinate axes in itself, we
have

(25) plf (u(B))] = plf (Ru())]

for all f € Cy(H). This is the form of isotropy compatible with the sym-
metries of the torus. The same definitions apply to random fields, hence to
Yooy oihifB; () for given t. Notice that > -~ o;h5; (t) is space homogeneous
and partial isotropic for every ¢ > 0 if and only if it is such for some ¢, being
gaussian with covariance of the form Qt.

Theorem 3.6. If Y .~ o;h;f3; (t) is space homogeneous and partial isotropic,
then there exist p € Pﬁgle"k’" that is space homogeneous and partial isotropic.

Proof. There exist space homogeneous and partial isotropic invariant mea-
sures for the Galerkin approximations: it is sufficient to start the Krylov-
Bogoliubov method from the initial condition equal to zero. Then their cluster
points have the same property. The proof is complete.

The problem whether under the previous assumptions all elements of
Pﬁgle’“’”" are space homogeneous and partial isotropic, seems to be open
(symmetry breaking).

4 Stochastic Navier—Stokes Equations in 3D

4.1 Concepts of Solution

Consider the abstract (formal) stochastic evolution equation (1) of Section 2
and its weak formulation over test functions (2) of that Section. From Lemma
2.1 we have

t t
(1) / (B (s, ) s us)| ds < / C lusl 2 e |272 ol ds

<C, sup [wal}” / g /2 ds

hence the nonlinear term in (2) (Section 2) is well defined for functions u that
live in L (0,T; H)NL? (0,T;V), T > 0 (but many other spaces work as well,
like L2 (0, T; L4)).
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As in the deterministic case, strong continuity of trajectories in H is an
open problem. There will be strong continuity in weaker spaces, like D(A)’,
and a uniform bound in H. Let H, be the space H with the weak topology.
Since

C ([0, T];D(A))NL>(0,T; H) € C([0,T]; Hy)

(see lemma 4.6 below), the trajectories of the solutions will be at least weakly
continuous in H. One could also prove strong continuity from the right at
t =0 and for a.c. t, and in addition there is strong continuity in [L? (7)]* for
p < 2; we do not prove these results.

The following presentation is strongly inspired to [55].

Definition 4.1. We call Brownian stochastic basis the object

(VV, F (Fi)is0. Qs (Bi (t))tzo,iEN)

where (W, F, Q) is a probability space, (]:t)tzo a filtration, (f3; (t))tzo,ieN a se-
quence of independent Brownian motions on (VV, F, (Ft)tzo , Q) (namely, the

real valued processes (3; are independent, are adapted to (F),~,, are continu-
ous and null at t = 0, and have increments [3; (t) — ; (s) that are N (0,t — s)-
distributed and independent of Fy).

Definition 4.2 (strong solutions). Let (VV, F o (Ft) 0+ Qs (Bi (t))tzo,z‘eN)

be a Brownian stochastic basis. Given ug : W — H, Fy-measurable, we say
that a D(A) -valued process u on (W, F,Q) is a strong solution of equation
(1) with initial condition ug if:

1. u is a continuous adapted process in D(A)" and
u(,w) e L>® (0, T;H)NL*(0,T;V) Q-a.s.

for every T >0, and
2. (2) is satisfied.

Definition 4.3 (weak martingale solutions). Given a probability mea-
sure g on H, a weak solution of equation (1) with initial law po consists of
a Brownian stochastic basis (VV, F (Ft)iso, Qs (Bi (t))t>0’i€N) and a D(A) -
valued process u on (W, F,Q) such that

[WM1 ] u is a continuous adapted process in D(A)" and
u(,w)€L>®(0,T;H)NL*(0,T;V) Q-a.s.

for every T > 0,
[WM2] (2) is satisfied
[WM3 ] ug := u(0) has law po.
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Let us set
2= C([0,00); D(A))

and denote by (&), the canonical process ({ (w) = w), by F' the Borel
o-algebra in 2 and by F} the o-algebra generated by the events (&, € A) with
s €[0,t] and A € B(D(A)).

Definition 4.4 (solution to the martingale problem). Given a proba-
bility measure po on H, we say that a probability measure P on (2, F) is a
solution of the martingale problem associated to equation (1) with initial law

o if
[MP1 [for every T >0

T
P< su;; |£t|H+/ ||§s|%/ds<oo> =1
0

t€[0,T]

[MP2 ] for every ¢ € D™ the process M defined P-a.s on (2, F) as
t
MY 5= (b — (6o b + [ (6 Ag)
0

7[) <B (687%0) a§s>HdS

is square integrable and (MY, Fy, P) is a continuous martingale with
quadratic variation

[M?), = o? (o hi)y -t
=1

/MPB/MOZ’]T()P

We have given the definition of strong solutions only for completeness, since
unfortunately at present there is no result of existence of strong solutions for
the 3D stochastic Navier—Stokes equation (except when identically o; = 0). In
fact one can solve pathwise the equation with additive noise (see for instance
[40]) and prove the existence of a measurable selection, but the existence of a
progressively measurable selection remains an open problem. See also [57].

Therefore we concentrate on the other two notions. The term “weak
martingale solution” has the following origin. In the theory of SDE’s, weak
solutions are those described by such a definition (let us say weak in the prob-
abilistic sense). But in the theory of PDE’s the term weak usually refers to
some kind of distributional formulation (let us say weak in the deterministic
sense). Here we have to mix-up both kind of weaknesses, and a way to remind
that we mean weak also in the probabilistic sense is to add the qualification
“weak martingale”. No special martingale notion appear in the definition, but
the next theorem of equivalence is a motivation for this choice of the name.
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Theorem 4.1. P is a solution of the martingale problem if and only if there
exists a weak martingale solution with law P.

Proof. Step 1. Let (W, F (Fit)is0- @ (Bi (t))tZO,iGN) and u be the objects in

the definition of weak martingale solution. Let P be the law of u on (£2, F).
Let us prove that P solves the martingale problem. The main point is to prove
[MP2]. With the notation w () for the function (u (t,7)),~,, we have

M7 (u(y)) = (ut,v), ) g — (w(0,7), ) g

+/O v<u<s,v>,A¢>Hds7/O (B (u(s,7) )1 (5,7))  ds

so for Q-a.e. vy e W
MY (u(v)) = i i (@, hi) gy Bi (7).
i=1
First, M¥ (t) is square integrable: since P is the law of u, we have
B7 (07 (0] = B [M# (00 ()] = 2 (o
i=1

The other assertions of [MP2] are a consequence of lemma (4.1).

Step 2. Let now P be a solution of the martingale problem. Due to the
special shape of the quadratic variation of M, by Levy martingale charac-
terization of the Brownian motion it follows that M,” is a Brownian motion.
Furthermore, f3; (t,w) := M" (t,w) is a sequence of independent Brownian
motions on ({2, F, F}, P) and

ME (@) = 3 i o i ()

This immediately implies [WM2], from [MP2].

Remark 4.1. The Brownian motions f; (t,7) depend on P. Thus this proof
does not provide a space with a simultaneous solution for every initial condi-
tion.

Remark 4.2. For equations with non-constant diffusion term, step 2 requires
a representation theorem for martingales.

Lemma 4.1. Let (Q,]—", (Ft)i>0 > P) and (_Q’,]:’, (F)i>0 ,P’) be two filtered

probability spaces and X : 2 — (2 be a measurable mapping such that
P’ = XP; and such that Z' o X is Fy-measurable for every F]-measurable



86 F. Flandoli

Z'. Let (M{),>q be a continuous adapted process on (Q’,f’,(]—'{)tzo,P’)
such that M, = M] o X is a martingale on (Q,f, <‘7:t)t207p) and there
is an increasing adapted process (Ay);>, on (Q’,]—", (F)i>0 ,P’) such that
Ay o X = [M],. Then (M)~ is a martingale on (Q’,]—", (F2)i>0 ,P’), with
quadratic variation (At),sq-

The proof is left as an exercise.

4.2 Existence of Solutions to the Martingale Problem

The theorem of existence will be based on a classical Galerkin approximation
scheme. For other purposes, like the existence of the so called suitable weak
solutions (satisfying local energy inequalities) other approximations must be
used, but we shall not take that direction (see Flandoli and Romito [38]).
Let H,, be the finite dimensional space spanned by the first N,, eigenvectors
of A, with N,, increasing to infinity. We endow H,, with the inner product
induced by |.|;, and use the same notation. Let A,, be the restriction of A to
H, and B, (.,.): H, xH, — H, the continuous bilinear operator defined as

<BTL (uv U) ,’LU> = <B (ua ’U) ﬂw>
for every u,v,w € H,. We have also
B, (u,v) =m, B (u,v), wu,ve€ H,

where 7, is the orthogonal projection of H on H,,.
Consider the equation in H,,

Nn
(2) AX[ + [VALX] + By (X', X[ dt = oihid];.
i=1

The operators in this equation satisfy all the assumptions of the previous
Section, so we may use all the results proved there. Of course we may take
advantage only of those estimates having universal constants.

Theorem 4.2. Assume 02 := 3,02 < oco. Let u be a measure on H such
that my := [}, |x|§{ p(dx) < oo. Then there exists at least one solution to the
martingale problem with initial condition L.

Proof. Step 1 (a priori bounds on Galerkin approximations). Let

(W7 (F iz @: (B (1)rzo ien)

be a Brownian stochastic basis supporting also an Fy-measurable r.v. ug :
W — H with law p (to construct such a basis it is sufficient to use product
spaces, as we did in theorem 3.3). Let X := m,uo.
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For every n, there exist a unique continuous adapted solution (X*),~ of
equation (2) in H,,, with initial condition X{. Under the embedding H,, C H
we have that (X}'),5, is a continuous adapted process in H, so it defines a
measure P, on C ([0,00); H), and thus on (£2, F). In Section 3 we have proved

Pn <Cl (m2,027T)

T
sup (&% + v / e ds

t€[0,T]

We have used the fact that
Q[1X515] = [ maly e (do) < ma.
H

Moreover, in view of the time regularity, equation (2) has the form

Np
X[ = X§ +JP 4+ oshidp;

i=1

where .
JI = —/ VA, XD+ B, (X, X)) ds

0

and we have, on one side,

Ny,

Zgn nﬂ

(C independent of n) for every p > 1, a € (0,1/2), T > 0, from Corollary 4.2;
on the other side, for J}*, chosen v € (3/2,2), we have

<C
Wep(0,T;H)

ni2
I 220,754 )

<C, / 1A, X2, ds—|—0/ n (X0 XDy ds

T
<o/ IXP|2 ds+C sup |X”|H/ X712 ds

seC

since, for =, € D>,

2
|By, (2, $)|D(A*“/) = sup ‘<Bn (z,z) 790>D(A*’Y),D(A'v)
‘QolD(A’Y)<1

2 2
= sup  [(B(z,1),0)| < Claly ll=lly

|W‘D(A’Y)§1

from the Sobolev embedding of D (A7) in the continuous fields. Therefore

P, [Hﬁuwaﬂ(o,T;D(A—v))} <Cy (Va m2,a2,T)

for every a € (0,1/2), v € (3/2,2), T > 0.
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Step 2 (tightness). By Chebyshev inequality, given o € (0,1/2), v €
(3/2,2), T > 0, for every € > 0 there is a bounded set

B. C L*(0,T;V)NW*?2(0,T;D (A™7))

such that P, (B;) > 1 — ¢ for every n. From theorem 4.6, there is a compact
set
K. C L*(0,T; H)

such that P, (K:) > 1—e¢ for every n. From the boundedness of the law of J™ in
W12(0,T; D (A77)) and of the law of the Brownian motion in W? (0, T’; H)
for every p > 1 and « € (0,1/2), we may apply lemma 4.3 and have a compact
set

K! c C(0,T]; D(AY)

such that P, (K.) > 1—¢ for every n. Therefore the family of measures { P, } is
tight in L2 (0,7 H) and in C ([0,T]; D(A)"), with their Borel o-fields. Hence
there exists a probability measure P on

C ([0,T]; D(AY)N L*(0,T; H)

that is the weak limit in such spaces of a subsequence {P,, }.

Step 3 (P is a solution to the martingale problem). From the uniform
estimates on {P,, } in L?(0,T;V) and L> (0,T; H) we may deduce that P
gives probability one to each one of these spaces and has bounds in the mean
similar to those uniform of P,,. The details of this fact are rather tedious
so we give only a sample in the next section, see lemma 4.8. This way we
have checked property [MP1] in the definition of solution to the martingale
problem.

Concerning [MP3], we have

Py, (p) = P ()

for every ¢ € Cy (C ([0, T];D(A))), hence in particular moP,, — moP as
probability measures on D(A)". But m P, is the law of 7, ug, which converges
to wu since mup converges Q-a.s. to ug. Hence mo P is p.

Finally, let us check property [MP2]. Given ¢ € D>, we have to prove
that for every t > s > 0 and every Fs-measurable bounded r.v. Z, we have

P [(Mf)z} < 00
P(MS —MZ)Z] =0
Pl s - () =) ) 2] =0
where ¢ = Y 0, o7 (gp,hiﬁi - t. For the measure P,, we know (by lemma

4.1) that (M/"* F;, P,,) is a square integrable martingale with quadratic
variation
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N,
n 2
(M), =" 07 (0, hi) gy - t
i=1
where

t t
ME™ = (6 9) g~ (&0 + [ vy ds = [ (B (amap) g d,
0 0
Thus (M7, Fy, P, ) is a Brownian motion and we have
sup Py, [(Mf’"")zﬁ} < 00
k

Py, [(Mt@nk - MZ"™) Z] =0
Po [ ™) =g = ((gm)? = +) ) 2] = 0

where ¢/* := vaz"l a? (p, hlﬁi -t and € > 0. It is now sufficient to use lemma
4.2 below. The proof is complete.

Remark 4.3. In the case of noise depending on u, the passage to the limit
(step 3, proof of [MP2]) is more involved and requires uniform estimates on
p-moments of X', see [34].

Lemma 4.2. On a Polish space X, if P, converges weakly to P (in the sense
of measures), on,p : X — R are measurable and o, (x,) — @(x) for every
r € X and any sequence x, — x, and

P, {|@n|1+€} <C

for some e,C > 0, then P [|p|] < oo and P, [¢,] — P [¢].

Proof. Let Y,,,Y be r.v. on a probability space ({2, F,Q), with expectation

FE, with values in X, with laws P, and P respectively, such that Y,, X Y,
Q-a.s. (Skorohod theorem). We have to prove that E[|p(Y)|] < oo and
E[pn (Y,)] — E e (Y)]. But we know that

B [lea (V)] <€

and @, (Y,,) — ¢ (Y), Q-a.s.; hence it is sufficient to apply Vitali convergence
theorem.

For the definitions of space homogeneous and partial isotropic measure
or random field, see section 3.6 above. The proof of the following facts is
similar to the previous theorem and will be omitted. Under the assumptions
of theorem 4.2 we have:
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Theorem 4.3. If  and Y2, 0;h;3; (1) are space homogeneous and partial
isotropic, then there exists a solution P of the martingale problem with initial
condition p such that ¢ P is space homogeneous and partial isotropic for every
t>0.

If >, 02\ < 00 then there exists a solution P of the martingale problem
with initial condition p such that

T A s 2
(1+1el?)

In particular, P (§& € D (A)) =1 for a.e. t > 0.

We complete the section by stating a result proved in [34], proof that is a
variant of the previous one and we do not repeat. By stationary martingale
solution we mean a solution P of the martingale problem that is shift invariant
(in time) on 2.

Theorem 4.4. There exists at least one stationary martingale solution Pgiqy,
with the following properties:

TrQ
v’

Pstat |:||€t‘|%/:| S Pstat Hft'II)—I] < 0

for everyt >0 and p > 2.

Remark 4.4. In dimension d = 2 we have the identity

TrQ

2
EPsmt ||§t||V — 5y

Theorem 4.5. If Y°2° 0:h;3; (1) is space homogeneous and partial isotropic,
there exists at least one stationary martingale solution Psiar such that w Psiat
is space homogeneous and partial isotropic for every t > 0.

If 5, 0?\; < 0o then there exists at least one stationary martingale solu-
tion Pgiar such that for every t > 0 we have Pyt (& € D (A)) =1 and

A&
2
(1+lel?)

In the usual context of Markov dynamics, one introduces the notion of
invariant measure (see above in the finite dimensional case). This can be done
in dimension 2, but in 3D we have the obstacle of the lack of Markov property
(at least a priori; see the next sections). Nevertheless, there are several ways
to introduce measures that may play the role of invariant measures. In order
to stress the difference w.r.t. the Markov set-up, we shall call them stationary

Pstat < 0Q0.
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measures. Recall the definition of Galerkin stationary measure given above;
call PG4tk the set of such measures; we have proved that it is non empty.
Here, having the existence of stationary solutions, it is meaningful to consider
the measures of the form m; Py, where Pyyq is a stationary solution of the
martingale problem; call Pya”"*"¥ the set of such measures. One can prove
the following relation: .

Pﬁglerkm C Pi[tgtzonary

However, the other relations are less clear (opposite inclusion, relation to
invariant measures for Markov selections, etc.).

4.3 Technical Complements

We collect here some technical facts used in the previous section.
Sobolev spaces of fractional order

Let E be a (separable) Banach space, p > 1, « € (0,1), T > 0,
WP (0,T; E) the (Sobolev) space of all u € LP (0,T; E) such that

g |U E
[ ]W“ P(OTE) 1+ap dtds < oo

endowed with the norm

T
T / (®) dt + [l 7o -

One can show that WP (0,T; E) is a (separable) Banach space. Moreover, if
ap > 1, WP (0,T; E) C C7([0,T]; E) for every v < ap — 1. We also have:

Lemma 4.3. If E C E are two Banach spaces with compact embedding, p > 1
and a € (0,1) satisfy ap > 1, then W*P (0, T E) is compactly embedded

into C ([O,T} E) Similarly, if E1, ..., By, are compactly embedded into E and
DPlyeeyPn > 1, a1,y ey € (0,1) satisfy aup; > 1 for every i =1,...,n, then

WP (0, T, Ey) + - - - + WP (0,T; Ey,)
is compactly embedded into C ([O,T] ,E)

Theorem 4.6. Let Ey C E C Ey be Banach spaces, Ey and Fy reflezive, Ey
compactly embedded in E, E continuously embedded into E1. Given p > 1,
€ (0,1), T > 0, the space

X :=LP(0,T; Ey) NW*P(0,T; Ey)

is compactly embedded into LP (0,T; E).
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Detailed proofs can be found in [34].

Gaussian measures in Hilbert spaces

Let X be the gaussian r.v. in H defined as
i=1

where (V) is a c.os. in H, Y77, 07 < oo and (X;) is a sequence of inde-
pendent standard Gaussian random variables on a probability space (£2, F, P)
with expectation E. Then:

Lemma 4.4. For all t € [0,inf; 5) we have

T QUi

E [eth\Z} = exp <_; ilog (1- 2a—§t)> .

i=1

Proof. We leave the proof as an exercise, based on the formula

1 +oo z? 1
7/ exp <tﬂc2—2) dr = ———.
\/2701'2 —oo 20; 1= 201»275

Corollary 4.1. For every p > 1 we have

50 p/2
E[X|5] <Gy (Z 0?) :
i=1

Proof. If p = 2m with a positive integer m, this follows from the lemma by
differentiation. For p € (2m — 1,2m) we apply Holder inequality:

50 p/2
S CQm <203> .
i=1

Remark 4.5. Applied to Gaussian martingales, this is the upper bound in
Burkholder-Davies-Gundy (BDG) inequality. In fact, if we want to deal with
non additive noise, we have to replace the present arguments with BDG in-
equality.

M
S

2m
P

BIX[y] < B [(1X15) 7]

Corollary 4.2. If B(t) is a Brownian motion in H given by

B(t)=> a:hp" (1)
=1
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with Y:2 | 07 < o0 and (ﬁ(i) (t)) a sequence of independent standard Brownian
motions, then for everyp > 1, a € (0,1/2), T > 0,

p/2
EHB”WQP(()TH)<Cp7aT (Za> .

Proof. From the corollary above we have

|B(t) = B(s)liy
B[ [ 0B,
T T o 0 o\P/2 /2
g/ / P(ZZ:101)1+Q( S) dtdS
o Jo [t —s| 7
=C)p ( ) / / e a,,)pdtds

The integral is finite since 1 4 (a — %) p < 1. The proof is complete.

Remark 4.6. If we would not know yet that B(t¢) has a.s. continuous trajecto-
ries, we could deduce it from the previous result.

Remarks on 2 = C ([0, 00); D(A)')

The following and other similar results are used several times throughout
this Section, often without mention. We discuss the following ones as a sample.
The general idea of the following results is that apparently stronger topologies
in D(A)" and 2 define measurable sets and functions. First, H is a Borel set
in D(A)’. Indeed, there is a c.0.s. {e,,} in H made of elements of D(A), such
that, for an element € D(A), we have z € H if and only if 3" (2, €,)* < o0
(since e, € D(A), (z,e,) is a priori well defined for 2 € D(A), so 3. (z, e, )?
either converges or diverges to +00). Similarly, the (possibly infinite) function
x — |x|, is measurable on D(A)’.

Lemma 4.5. C ([0,00); H) is a Borel set in 2.

Proof. Fix a dense countable set D in [0,00). For an w € 2 we have w €
C ([0, 00); H) if and only if it is uniformly continuous on every bounded subset
of D: for everyN > 0, n > 0 there is m > 0 such that ¢,s € D N[0, N],
|t —s| < 1/m implies |w(t) —w(s)|y; < 1/n. This condition is expressed by
means of countably many operations (recall also that « — |z|, is measurable
on D(A)).
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Lemma 4.6. Let B([0,00); H) be the set of H-valued functions w, bounded
on every bounded set, i.e. such that for every T > 0

sup |w(t)|y < oo.
t€[0,7]

Then
B([0,00); H)N 2 = C ([0,00); Hy) N £2.

Moreover
B([0,00); H)N 2 € F

and the (possibly infinite) function

flw)= sup > (w(t),en)”
te[0,T] ,

is measurable, for every T > 0.

Proof. f w € B([0,00); H) N 2 and ¢ € H, then, givenT > 0, ¢ty € [0,7] and
e >0, let ¢’ € D(A) be such that |¢ — ¢'|,; < e, and take § > 0 such that
lw(t) = w(to)lp(ay <€ for [t —to| <4, ¢ to €[0,T]. We have

() = wlto)s £} < |(w(t) - wlte), o — )]
+ [w(t) — wlto), ¢')
<eC+eC.
Viceversa, if w € C ([0,00); H,) N 2, then, for every T'> 0 and ¢ € H,

sup [{w(t), )| < oco.
te[0,T)

So (w(t)) is a family of functionals on H that are pointwise equibounded.
By Banach-Steinhaus theorem, they are equibounded in the operator norm,
namely

sup |w(t)|§{ < 0.
t€[0,T]

Finally, about the measurability, consider the sets
N
Avp={we2: swp Y (w(the) <Ry
t€0, 7],

They are measurable and

U () Av.r = B([0,00); H) N £2.

R>0N>0

The proof is complete.
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Lemma 4.7. Let P € Pr (£2) be such that
P(C([0,00); Hy) N 02) = 1.

Then, given t > 0, the mapping w — w (t), a priori Fy-measurable with values
in D(A), has a P-modification on F; that is Fi-measurable with values in

(H,B(H)).

Lemma 4.8. Let P, € Pr (£2), weakly convergent to P. Assume that for every
T > 0 there is a constant Ct > 0 such that

P, | sup |w(t)|i1 < Cr.
te[0,T)
Then P (B([0,00); H)N2) =1 and
P | sup |w(t)|y| < Cr.
te[0,T]
Proof. Given R, N > 0, the functional
N
fyr@)= sup > (w(t),en)’ AR
te[0,T] ,

belong to Cy (H), so
Jim P, (fn.r) = P (fn,R) -

Moreover,
2
fvr(w) < sup |w(t)[y
te[0,T]
so P, (fn,r) < C and thus P (fny,r) < C. By monotone convergence we get
the result.

4.4 An Abstract Markov Selection Result

The topics of this and the following sections are quite technical and a complete
treatment of them would exceed the reasonable size of this note. Therefore
we limit the discussion to the main ideas. Details of this section can be found
in [39].

Let V € 'H C V' be a Gelfand triple of separable Hilbert spaces with
continuous dense injections. In our application V will be D(A). Denote by
2 the space C (][0,00);V’), with Borel o-field B, and for every ¢ > 0 we set
0Nt = O ([t,0); V"), with its Borel o-field B¢; clearly 2! is isomorphic to {2 by
the natural map @, : 2 — Q¢ (P,w) (t +s) = w(s) for every s > 0. Denote
also by (F}),~ the canonical filtration on 2.
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Given P on {2, given ¢t > 0, there is an Fy-measurable (P-unique) function
w  PE from (2 to Pr(§2), such that

P(A*'NF) :/ P (A)dP (w)
F

for every F € F, and A € B, where A®*" € B is the set {w|; o) € A}.
Moreover,
PG =w(t)=1

for P-a.e. w € £2. The existence of such function P* comes from the existence
of a regular conditional probability distribution, which exists since {2 is Polish
and F; is countably generated. We also have:

Lemma 4.9. Given P on 2 and an Fi-measurable function w — @, from
Q to Pr(02%), such that

Qu & =w(t) =1

for every w € 02, there is a (unique) measure P on (2 such that
P9 (F) = P(F) for every A € F;
(P9), = Q.
for PR-a.e. w € 1.

Details can be found in [62]. The idea is to define

PQ(F x A) :/FQw (A)dP ()
and verify all the assertions.
Definition 4.5. Let {P*} _, C Pr(£2) be a family of measures such that
P*(2NC([0,00); Hy)) = 1.
We say it is Markov if for every t > 0
(P””)ft =&, P*Y for P*-g.e. w € 2.

A priori w € 2, so P*®) could be not-well-defined, but we require the
identity only for P7-a.e. w, and we know that P” is supported by H valued
functions. So the previous definition is meaningful.

Definition 4.6. Let {C” C Pr (£2) ;2 € H} be a collection of families of mea-
sures such that P (2N C ([0,00); Hy)) = 1 for every P € C*. We say it is
pre-Markov if for every t > 0 the following two assertions hold:

i) for every P € C*,
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(P)F € 8,C“Y for P-a.e. w € 2

it) for every P € C*, and every Fy-measurable function w — @, from 2
to Pr(£2Y), such that Q. € ®,C*Y for every w € 12,

PQ e Ce.
Remark 4.7. If a family of singletons is pre-Markov, then it is Markov.

The set Pr (£2) with the weak converge is Polish. Denote by Comp (Pr (£2))
the family of all compact sets in Pr (£2). It is a metric space and we can talk
about measurability of functions from a measurable space to Comp (Pr (12))
(see [62] for details).

Remark 4.8. To understand the following proof it may be useful to recall the
following well-known principle in the calculus of variations: if the functional
to be maximized is “local”, then every segment of a global maximizer is a
maximizer of the corresponding segmented functional. To be more specific,
assume f*(t) maximizes the functional Jy (f) := fOT o(f(t))dt (under suitable
assumptions on ) with the constraint f(0) = z°. Then, given s € (0,7),
the segment f*[(, ) maximizes the functional J, (f) := ng ©(f(t))dt with the
constraint f(s) = f* (s). Indeed, if this would not be true, if g is a function
on [s,T] with g(s) = f*(s) and Js (g9) > Js (f*), then the function

~ [ f*on 0,9
f= { g on [s,T]

has the property Jy (f) > Jo (f*), contradicting the assumption that f* was
optimal for Jy.

Theorem 4.7. Let {C* C Pr(£2);x € H} be a pre-Markov family such that
P(2NC([0,00):Ha)) = 1

for every P € C*. If C* is a convex compact set in Pr ({2) for every x € H
and x — C% is measurable, then there exist a Markov selection.

Proof. We essentially repeat the proof of [62], with minor topological remarks
due to the infinite dimensions and different notations.

Step 1 (reduction of C* by local functionals; preparation). Given a mea-
surable pre-Markov family {C* C Pr(£2);2 € H}, given A > 0, let us define
the operator Ry : C, (V') — C, (V') as

(RY @) (x) = sup J,(P)
pPeC*

where, for any ¢ € Cy, (V') and A > 0, the functional J, x on Pr (£2) is defined
as
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JoA(P)=P UOOO e Mo (&) dt} :

The notation R;f is inspired by the particular case when C? is a singleton
and thus we have a Markov process {P* € Pr (£2);x € H}; if it is sufficiently
regular and L is its infinitesimal generator, then

Rf=(\-1)"

(a rigorous formulation of this sentence requires specification of function
spaces and regularities that are not of interest here).
Since the function

om [ T Mg (6 () de
0

is bounded and continuous on 2, J, x is continuous on Pr(§2). Therefore,
given z € H, on the compact set C'* there is at least one maximizing element
for J, ». Denote by Cf; » the set of all such maximizing elements; thus

(BX9) (@) = Jo (C50) -
Let us show that the family
{Cz)\ CPr(2);zeH}

is pre-Markov and has all the same properties of {C* C Pr(£2);x € H}.

Clearly
P(20C (0,00 H,)) =1

for every P € C’g’)\. The set C’;)\ is compact (it is the set of maximizing
elements of a continuous mapping on a compact set). The mapping = +— 057 N
is measurable since the two mappings z — C* and C* — CZ;“’ \ are measurable
(the last assertion comes from [62], lemma 12.1.7). Finally, C¢ , is convex:
given P! € C;,A and «; > 0, ¢ = 1,2, such that ay + as = 1, setting P =
a1 P! 4 o P?, we have

Jon (P) = ardy s (Pl) + o (PQ)

which implies that P € C7 . Let us prove it is pre-Markov.
Step 2 (pre-Markov property, part 1). First, let us prove that for every

Pedgy,

(3) Pluen:(P)e qstc;jf;)} —1.

As a preliminary remark, notice that w — (P)f” is Fi-measurable with values
in Pr (%), and up to a P-modification w @tC:,(;) is Fj-measurable with
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values in compact sets in Pr (£2!), because w +— w () is F;-measurable with
values in H and z — @,C7 , is measurable from B (H) to compact sets in
Pr (02%). Therefore, by [62], lemma 12.1.9, the set

[w en: (P e qstc“’“q
belongs to Fy. If (3) is not true, there is A € F; such that P(A) > 0 and

(P)f ¢ @tCZ’()t\) for every w € A, namely

Jon (qst—l (P) ) < Cm?%fg‘]vw\

for every w € A.
Choose an Fj-measurable selection from {2 > w — @tC’ ()t\), call it Q,
define the Fi;-measurable mapping

Rw:{(Qu ifwg A

P)tifwe A
with values in Pr (£2¢), and define the probability measure Pf. We have
(1) Toon (871 (P)L) < T (277Q)

for every w € A.
We show now that Ji, x (P®) > J,,  (P), which is a contradiction since P
is a maximizer; the proof of (3) will be then complete, by contradiction. We

have
Jo (PT) = P {PR [/Ooo e My (&) ds Ft”

t [e3}
:PR —As ; d:| —)\tPR|:PR|: —A(s—t) s d
[ e | e as

t o]
—p —As s d:| —)\tP |:PR|: —A(s—1t) ; d
[ e e | e as

PR {/too e (6,) ds Ft] (W)

_ { Qu ;e Ny (&) ds] ifwé A
P I *“3*% (€)ds] ifwe A

w

gl
gl

and

@ QWUO e Mo (&)ds] ifwé A
Ft [y e ’)‘S ¢(&)ds] ifwe A
o en ((pt 1Q.) ifw¢ A
N\ Jox (@;1 (P)ft) ifwe A
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so, by (4),

" [PR [/OO e M (&) ds

t

Ft” >P [JW (@;1 (P)f})]
|| [T s |
o[ [ rre]]
| [T g a.

Therefore

Jer (27) > P [ epeas] +ep | [T et 6.0
=Jon (P).

The proof of the first part of the pre-Markov property is complete.
Step 3 (pre-Markov property, part 2). Let us prove that for every P €
Ci,m and every Fj-measurable function w +— Q,, from 2 to Pr(£2!), such

that Q,, € @tC’:;) for every w € (2,
PP e CE .

We have, similarly to some of the above arguments,

t b r [e%e)
Jon (PQ) =P / e M (&) ds| + e Mp | PQ {/ 67)\(57”% (&) ds
0 i L

t

t 7 r [e'e]
=P /0 e*Asw(Ss)dS_ +eMP _Qw/t eM“)w(fs)dS}

8

t T r o)
> [ [ eeas] el e—“S-%@s)ds]
0 i L t

gl

since @, is a maximizer,

=P Ut e Mo (&) ds} +e MNP [P [/too e M (&) ds

0
= Jp,A (P)

hence P? is a maximizer.

Step 4 (iterative reduction to singletons) Let {v;} and {6} be dense
subsets of (0,00) and Cy, (V') respectively. Let {¢n, A} be an enumeration of
{15, Ok}, - Given z € H, let CF \ be the set of maximizers of Jy, 1, over

7, CF, 5, be the set of maximizers of Jo, x, over C7 , , and so on. The sets
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C;m A, are a decreasing sequence of compact sets, hence they have non empty
compact intersection, that we denote by C*.
The family {C”} is pre-Markov: it is the intersection of a sequence

xeH
of pre-Markov families (it is easy to check that the pre-Markov property is

preserved by countable intersection).
Let us prove that C* is a singleton; this will imply that the family

{éx} Y is Markov. If P,Q € C*, then, for every n, P,Q € C%. \,» hence
xre nyAn

Japn,)\n (P) = Jtpn,)\n (Q)

This means
| empi€de= [ QU €
0 0

for every j,k, and since ¢t — P [; (&)] and t — Q [, (&)] are continuous,
from the uniqueness of the Laplace transform we have

P [7/13‘ (ft)] =Q W’j (ft)]

for every t and j. Hence

Plp (&) = Qe (&)

for every ¢ and ¢ € Cj, (V).
Step 5 (conclusion). Let us summarize what we know: that for every

x € M, for every P,Q € C, for every t and ¢ € Cj, (V') we have P [p(&)] =
Q [ (&)]. We have to prove the following statement: given € H and P, Q €

C*, for every n, every 0 < ¢ < ... < t, and every @1, ..., o, € Cp (V'),

Plp1 (&) pn ()] = QL1 (&ty) o (§2,)] -

We prove it by induction. It is true for n = 1. Assume it is true for n.
Denote by My, ...+, the o-field generated by &, ..., &, . We have

P [@1 (gtl) <Pn (ftn) Pn+1 (ftn+l)}
=P [901 (&ty) tpn (&2,) P [@n+1 (ftnﬂ) | My, ... th

so if we prove that
P [QOn+1 (fth) |Mt1 ..... tn] =Q [@nﬂ (fth) | My, ... tn] , P—as.

the proof will be complete, by the induction hypothesis (notice we cannot take
simply Fy, in place of My, . ., because we have to apply here the induction
hypothesis). With other notations, we have to prove that

pMa tn [SO (gtn“)] — QM tn [QP (§t7l+1):| . P—as.
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for every ¢ € Cy (V'). If we had F;, here in place of My, . ; , the proof

would be complete by the main assumption, since a.s. we have Pf o th" S
@, C“(tn) Let us use this fact.

We know that the family {CN'I} is pre-Markov, so there are sets Np,
reH

Ng € F,,,, with P (Np) =0 and Q (Ng) = 0, such that Pl e @, C*(tn) for
every w ¢ Np and QL € @, C(n) for every w ¢ Ng. Therefore

Pf‘t" [50 (ftn,+1)] = Qfm [‘P (&n+1)]

for every w ¢ Np U Ng.

We have
Pj;wtl AAAAA tn () — /P{f:f,n () Piwtl ..... tn (dw/)
and Pt (€(ty) =w(ty,)) = 1, so the integral is a convex combination
of elements of &, C¥(»). By the convexity property of &, C*() we get

pYttn e g, Cw(tn) | and similarly for Q41" . This implies P = Q and
the proof is complete.

Remark 4.9. As in [62], one can easily show that there exists a unique Markov
selection if and only if for every = € H the set C? is a singleton.

Remark 4.10. With less easy notations one can prove the strong Markov prop-
erty, under a pre-strong Markov property for C*, see [62], [39].

Remark 4.11. A Markov selection allows us to define a Markov semigroup on
Bb (H) -
(Prp) (z) = P* [0 (&)] -

The semigroup property is a consequence of the Markov property:

(PtJrsSD) ('T) =PpP* [90 (€t+s)] =pP* [PL [50 (£t+s) ‘FSH
= P7[P* [p(€)]] = (PsPep) (2).

Remark 4.12. Let C* be a pre-Markov family with the associated operator
R; defined in the previous proof. Let P; be the semigroup generated by one
of the Markov selections and let Ry be the operator associated to it by

Ryp = / e M (Pyp) () dt.
0
If (A1, ¢1) is the first pair used in the selection procedure of Py, then we have
RAlcpl = R;\rlgol.

In the particular case when C* is the singleton P*, we have Ry, = Rj\'l.
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Remark 4.13. In our applications, from It6 formula we have

T
P en)] =0 () + [ PRI = 0)0) ()]
for every 6 of the form
0(z) =1 (<U17x>v7vl 3 <vnax>V,V')

with v; € V and ¢ € C? (R™); denote this class of functions by FC?. Here Lg
is defined as

(Lot) () = 5Tr [QD?6 (2)] — (DB (x), Az + B (2,2
for 6 € FC2 and z € V. As T — 00 we get
0 (z) = /OOO e~ (P, (A — Lo) 0) () dt.
Then A\ — Ly is injective,

0|, < —|(A—Lo)0|, for every § € FC;

> =

and for every
¢ € Ex := Range ((A — Lo) FC})

we have
(0-2079) @) = [ e (P @)t = B o).

Moreover, while Ry depends on the Markov process, Ly does not. Therefore

(Prp) ()

is independent of the Markov selection for every ¢ € Nx~o&x. If Nx>0E)\ would
be a separating class, then we have uniqueness of the Markov selection and
also of the martingale solutions. This is one of the several ways to see that
density properties of the range of A — Ly over F Cg are related to uniqueness.
See [58] for an example of rigorous use of this argument.

4.5 Markov Selection for the 3D Stochastic NSE’s

Let us go back to equation (1). Verifying that martingale solutions of (1) sat-
isfy the assumptions of the abstract theorem 4.7 is a very difficult task. On
one side we need a definition of martingale solution that is stable by disinte-
gration and recollection. On the other side, we have to prove compactness of



104 F. Flandoli

C?, namely as a first step its tightness. For the tightness we need quantita-
tive bounds on elements P € C* and 3D Navier—Stokes equations have the
unpleasant feature that it is not possible to perform computations on weak
solutions, so we cannot prove bounds from the definition given in a previous
section. The usual trick in similar problems is to include the bounds in the
definition itself: on one side one can prove the existence of martingale solu-
tions satisfying such bounds, on the other the bounds hold true by definition.
But here comes the conflict with the first requirement, that solutions should
be stable by disintegration and recollection. Indeed, quantitative properties
on mean values are not stable by disintegration.

Therefore the idea is to include in the definition of martingale solution not
the final mean energy inequality, but an instrument that implies it and is stable
by disintegration and recollection. The main instrument that is stable is the
concept of martingale. All properties that we express in terms of martingales,
or sub or super - martingales, will be stable. This is the reason why we include
in the definition of martingale solution a special super-martingale property
that implies the mean energy inequality.

Unfortunately, even if the idea is clear, the details are still hard since we
need energy inequalities over generic intervals [s,t], not only [0, ], since we
have to disintegrate at time s and have the same property after time s. Here a
detail emerges, namely that for 3D Navier—Stokes equations there is a problem
to prove energy inequalities on [s, t] for every s, while one can prove them for
almost every s with respect to the Lebesgue measure.

Because of these details, the topic is very technical and we address to [39].
In this section we content ourselves with a conditional result. We introduce two
concepts: enriched martingale problem and a.s. enriched martingale problem;
in the definition of the first one we include a super-martingale property; in
the definition of the second one we include an a.s. martingale property. Then
we prove the existence of at least one solution to the a.s. enriched martingale
problem. On the other side, assuming the existence of at least one solution to
the enriched martingale problem, we prove the existence of a Markov selection.

In this section
2 = € ([0,00); D(AY).

Recall that (0;, F, P),~, is a super-martingale if P [f;] < oo for every ¢ > 0
and -
P0:14] < P0s14]

for every t > s > 0 and every A € Fj.

We say that (0, F}, P),~, is an almost sure (a.s.) super-martingale if
PO < oo for every t > 0 and there exists a full Lebesgue measure set
S C [0,00) (namely a set S C [0,00), with Lebesgue measure of [0,00) \ S

equal to zero), with 0 € S, such that
Pl0:14] < P0s14]

holds for every s € S, every t > s, and every A € F.
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Definition 4.7 (solution of the enriched martingale problem). Given
a probability measure jig on H, we say that a probability measure P on (§2, F)

is a solution of the enriched martingale problem associated to equation (1)
with initial law po if

[MP1 ]

T
P< sup |€t|§1+/ €13 ds < OO> =1
te[0,7T] 0

[MP2 ] for every ¢ € D>, the process MY defined P-a.s. on (2, F) as

t
M =&, 0) g — (0.9 i +/ v (&s, Ap) g ds
0
—/O (B (€0, 0) &)y ds;

is P-square integrable and (M}, Fy, P) is a continuous martingale with
quadratic variation

o0
[M?), = of (o, ha) -t
i=1
[MP3 ] the process Ny defined P-a.s. on (2, F) as
2 ! 2 :
Nei=ledy+2v [ 1607 ds — leolf - > o?
0 i=1

is P-integrable and (N, Fy, P) is a super-martingale

[MP/ | more generally, for every integer n > 0 the process Nt(%) defined
P-a.s. on (2, F) as

t
N = (62 4 20 / €22 |62 ds
o0 t
_ |€0|i}l —n(2n—1) Zo?/ €5 ?_2 ds
i=1 0

is P-integrable and (N, Fy, P) is a super-martingale
/MP5/IMQ=7T0P

Definition 4.8 (solution of the a.s. enriched martingale problem).
The definition of solution of the a.s. enriched martingale problem associated
to equation (1) with initial law po is the same as the previous one, with the
only difference that Nt(%) are a.s. super-martingales, for n > 1.
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Remark 4.14. In the deterministic case, a basic concept is the validity of the
energy inequality; the analog in the stochastic case is the super-martingale
property [MP3]. It seems that the decreasing process of the Doob-Meyer de-
composition of N; is the extra dissipation process which could exist in 3D
fluids (it is an open problem whether it is zero or not).

Similarly to Theorem 4.2 we have:

Theorem 4.8. Given © € H, there exists at least one solution to the a.s.
enriched martingale problem with initial condition x.

Proof. Step 1. The construction of P is the same done in Theorem 4.2.
Step 2. Let us check that P fulfills [MP3]. The property

P|N¢]] < o0

is a consequence of the estimate

T
P,, | sup |§t\§{+u/ HESH%,ds §C’1(m2,027T)
te[0,77] 0

proved in Section 3, that passes to the limit to P. We have to prove that there
exists a full Lebesgue measure set S C [0,00) with 0 € S, such that

P[(N; — Ng)14] <0

holds for every s € S, every t > s, and every A € F. Namely, we need to have

<|ft|§{ + 21// ||fr\|%/d7‘ - |§S|i] - ZUZZ (t— 3)) 1A] <0.
s i=1

From the results of Section 3 we have

G) P

t N"k
2 2 2
Pou | el 420 [ gl dr =16 = S oF -9 | 14| =0
s i=1

Let us argue as in the proof of lemma 4.2. Let Y,,,,Y be r.v. on a probability
space (X, G, Q), with expectation E, with values in

X =C([0,T]; D(A))N L*(0,T; H)

with laws P, and P respectively, such that Y,,, X Y, QQ-a.s. Let us prove
that for every ¢t > s > 0 there is a subsequence Y,{k of Y,,, such that

6) E {1,4 /st ||Y(r)||‘2/dr} <lim inf E {1,4 /:HY,gk (T)H?/dr:|.
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We know that

t t
B[ 1 ol ] = 2o [ [ el ar| <

uniformly in &, hence there is a subsequence Y,;k of Y,,, that converges weakly
to some Y in L2 ([s,#] x £;V); relaxing to weaker common topologies we
identify Y = Y then (6) holds true. )

Let us prove that there is a subsequence Y,,, of Y, such that

"

v, (t)m ~E [|Y (t)@,] for a.e. t > 0.

Nk

d

. " .
There exists such Y, ~since

(7) E [

It follows from

"

Y, (t)-Y (t)’jq] for a.e. t > 0.

ng

(8) E/OT|Y7;,€ () =Y ()[%,dt -0

and this convergence to zero is true since fOT Y, () —Y (t)|§{ dt converges to
zero (Q-a.s. and we have uniform Q-integrability by the estimates (p* > 2)

E sup [Y,, (0% < Cs(p,Elzly , TrQ,T)
te[0,T)

proved in Section 3. Properties (6) and (7) imply (5) for a.e. tand s, t > s > 0.
Given such an s, the extension to every t > s comes from weak continuity in
H of trajectories and Fatou lemma.

Step 3. Let us check that P fulfills [MP4]. Set p = 2n. The proof that

P HNt(p)H < o0 is like in step 2 and to prove that P [(N; — Ny)14] < 0 the

only novelty is to show that there is a subsequence Y,; of, say, Y, such that

E Ut |Y(7~)|’;;2dr} = lim E Ut v, (7‘)|Z_2dr] :

From (8) (for Y,,, ) there exists Y, which converges to Y a.s. in (t,0) (0 €
X). Thus it is sufficient to apply Vitali convergence theorem; the uniform
integrability is guaranteed always by the p*-estimates of Section 3, where p*
is arbitrary since x is deterministic. The proof is complete.

Let us now prove a conditional result of Markov selection (see [39] fo a non
conditional result). Let C* be the collection of all solutions of the enriched
martingale problem. Assume C* # () for every x € H. Let us prove that
{C*},c i is pre-Markov and satisfies the assumptions of theorem 4.7, namely
that:
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Claim. The family {C* C Pr(£2);2 € H} has the following properties:
Lemma 4.10. i) for every P € C¥,
P e ¢,0“0 for P-g.e. w e 2

i) for every P € C*, and every Fy-measurable function w — Q,,, from {2
to Pr (£2Y), such that Q. € $,C*Y for every w € 12,

PQec*

iii) C* is a convex compact set in Pr (£2) for every x € H and © — C7 is
measurable.

As a consequence, under the conditional assumption C* # (), there exists
a Markov selection from the family of all solutions of the martingale problem
associated to equation (1).

The proof of the claim is rather lengthy and we only describe the idea (see
[39] for the details). The difficult property in (iii) is the compactness, that
can be proved as follows. Let { P%} C C® be given. From the supermartingale
properties we have

t 00
Pl 2 [ e lofy - 3ot ] <o
0 i=1

t
T 2n 2n—2 2
Pm |:|§t H) + 2nl//v |£S Hn ||€éHVdS
0

o0 ¢
7\x|2;—n(2nfl)20i2/ |€s ?st] <0
i=1 0

and in addition we may use Doob’s maximal inequality to estimate the supre-
mum in time (recall that given a supermartingale X; on a discrete set of times
t=0,...,T one has

P (fgg){t > )\> < % (E[XO} +E [XIT])

for every A > 0). From these estimates one has bounds, uniform in m, similar
to those of Galerkin approximations, and then the proof of the existence of a
subsequence converging to some P* € C? is similar to the case treated above.

As to points (i) and (ii) of the lemma, we use the fact that the martingale
and super-martingale properties are stable under disintegration and recom-
bination; the same is true for properties having probability zero or one. Let
us state the theoretical results in this direction that we have to use and omit
some of the proofs, that can be found in [39] (some of the results are taken
from [62], Thm. 1.2.10). This is the machinery to complete the proof.

The proof of the following lemma is easy.
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Lemma 4.11. Given P € Pr({2), a o-field G C B, a set A € B and a mea-
surable mapping w — Q. from (2,G) to Pr(£2), defined P® as

Pa = /Q QudP ()

the following statements are equivalent:
i) PR (A) =1
ii) there is a P-null set N € G such that, for allw ¢ N

Qw (A) =1L

The proof of the following two lemmas is less elementary; the first one is
very similar to [62], Thm. 1.2.10; for the second one see [39].

Lemma 4.12. Given P € Pr({2), two continuous adapted processes 0,( :
[0,00) x 2 — R and ty > 0, the following conditions are equivalent:

i) (04, Fy, P)t>to is a P-square integrable martingale with quadratic varia-
tion (Gt)y>y,

ii) there is a P-null set N € Fy, such that, for allw ¢ N, (Gt, Fy, Pft[’) N
t>to

s a me -square integrable martingale with quadratic variation (Q)t>t0 s and

P {P.Fto [Ctﬂ < oo for every t > ty.

Lemma 4.13. Let o, 3 : [0,00) x 2 — R be two adapted processes, B being
non decreasing, and let

0=a—0.

Assume 0 is left lower semicontinuous. Given P € Pr(£2) and to > 0, the
following conditions are equivalent:
i) (04, Fy, P);>,, s a super-martingale, P [oy] < oo and P[B;] < oo for
every t > to;
ii) there is a P-null set N € Fy, such that, for allw ¢ N, (Qt, Fy, P5t°>
t>t0

is a super-martingale, Pl [ay] < 00 and Py [Bt] < oo for every t > to; and
P {P.Ft” [ﬁt]} < 0o for every t > tg.

4.6 Continuity in ug of Markov Solutions

Although the uniqueness of solutions to (1) is still an open problem (as in
the deterministic case), striking results in the direction of the well posedness
have been proved by Da Prato and Debussche [23]. Under proper assumptions
on non degeneracy of the noise, they have proved the existence of a selection
that depends continuously on the initial conditions (in the sense that the
associated Markov semigroup is Strong Feller). They have also provided a
direct solution of the Kolmogorov equation and certain gradient estimates
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that could be helpful in relation with the range problem of remark 4.13 and
thus the uniqueness problem.

In this section we revisit their approach and prove that every Markov
process associated to equation (1) has a Strong Feller like property of contin-
uous dependence on initial conditions. We give here only a few details, and
address the reader to [33].

Recall that a Markov operator P; is Strong Feller if it maps bounded
Borel functions in bounded continuous functions; here we always talk about a
Strong Feller like property since it will turn out that P, maps bounded Borel
functions in continuous but possibly unbounded functions; and moreover the
topology of continuity is that of D(A).

It is difficult to figure out how non-uniqueness could be compatible with
such a result if we compare this situation with that of measurable selections,
as described by the following simple remark.

Remark 4.15. Let X, Y be two metric spaces, with Borel o-fields B (X) and
B (Y), and let @ be a measurable multivalued mapping from X to Y. Assume
that X has no isolated points. If every measurable selection from @ is con-
tinuous, then @ is univalued. Indeed, let ¢ be a measurable selection. Given
(x0,90) € X xY such that yo € @ (x0), the function ¢ : X — Y equal to ¢ on
X\ {zo} and to yo at zg, is a measurable selection too, hence it is continuous,
hence

Yo = lim ¢ (z) = lim ¢ (z) = ¢ (o).

T—x0 T—x0

This means that & is univalued.

However, the situation with Markov selections is not so simple: the Markov
structure is much more demanding than measurability only, to the extent
that different Strong Feller Markov selections may exists, as in the example of
exercise 6.7.7 of Stroock-Varadhan [62]. Thus the uniqueness problem remains
open.

Ezample 4.1. We briefly recall the following example from [62]. Consider the
equation on the real line

(9) dX; = (\Xt|1/4 A 1) dW;,  Xo = .

Existence of solutions is not a problem. Until X; # 0, there is also unique-
ness. If x = 0, then X; = 0 is a solution; one can embed it into a Markov
process: given x # 0, when the solution from x meets zero we glue it with the
zero solution. Let us give another solution (of the martingale problem) from
zero and another Markov process. Let (B;),~, be a Brownian motion and let
(18 (w));>o be a solution of the equation

dri” (w)
dt

= (I + Brewy @) £1) . 75 =0,
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Then X7 := x + B¢ is a solution of (9) and is a Markov process. One can
choose (Tto (w)) 4> different from zero and have a process different from the
first one described above. One can also show that they are Feller. Moreover,

there are other Markov selections, described in [62].

Nevertheless, the fact that every Markov process is Strong Feller may have
interesting consequences. In the following two remarks we describe informally
two consequences.

Remark 4.16. If the equation is well posed for one initial condition, and the
noise allows us to prove irreducibility, then the equation is well posed for every
initial condition. The scheme of the proof is first to show, by irreducibility and
the Markov property, that there is a dense set of initial conditions for which
the equation is well posed. Such dense set then belongs to every Markov
process; by the Strong Feller property, a priori different Markov processes will
coincide on every initial conditions. Notice that in the deterministic case the
well-posedness is known for sufficiently small and regular initial conditions.
But the proofs of such results do not extend to the case of additive white
noise, since preservation of smallness is impossible in such a case. This is an
interesting dichotomy between the deterministic and the stochastic case.

Remark 4.17. Under the assumptions that produce the Strong Feller property
and irreducibility, we have the following result: for every initial condition
x € H, for every solution P* of the martingale problem from x (at least for
those that are members of some Markov selection), at every time ¢t > 0 we
have

(10) P* (& € D(A)) = L.

Related easier and well-known results are: i) just under the assumption
Yoo  Aio? < oo, without any other condition of nondegeneracy, (10) is true
for a.e. t; ii) (10) is known at every time ¢ for stationary solutions. To pass to

the case of every solution P* and every ¢ we take any Markov selection (15””),

we prove it has an invariant measure p with full support, from (ii) we deduce
that given ¢, for p-a.c. x € D(A) we have P* (& € D(A)) = 1. Then we use
Strong Feller to extend to every = € D(A). Finally we use (i) to extend to
every © € H. This proves the claim for every solution pe being a member of a
Markov selection. The result should be extendible to every solution P* by the
reconstruction theorem of [62], but the details should be investigated. Finally,
notice that this property looks related to the fact, proved in [23], that the
Kolmogorov equation is solvable for initial conditions defined only on D(A).

To shorten a few details, we directly assume that @ has the form

Q=A"" 5/2<a<3.
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The assumption o > 5/2 implies that A%*“\/Q is Hilbert-Schmidt in H (the
embedding of H3/?*¢ into L? is Hilbert-Schmidt, in 3D) for some ¢ > 0, so
that the noise lives in D (A%Jrg). This will imply z € C ([0,00); D(A)) and
other regularity properties. The assumption o < 3, on the contrary, allows us
to deal with Q~'/2D u?.

The first ingredient is the bunch of regular paths that every weak solution
has for a positive local (random) time, when the initial condition is regular.
Following [23] we work with x € D(A) but other choices seem possible (like
z € V). To introduce and analyze this bunch of regular paths, that we call the
regular plume, we study pathwise equation (1). Notice that such a pathwise
analysis is possible, for a given x, also for the solutions of the martingale
problem that are probability measures in path space, since the theorem of
equivalence describes them as the law of a pathwise solution on some Brownian
filtered space (which may depend on z).

Consider the deterministic equation

u(t) +/0 (Au(s) + B (1)) ds = 7+ w (1)

(interpreted in weak form over test functions ¢ € D) and the corresponding
Galerkin approximation (an equation in H,,)

un(t) + /0 (Auy, (8) + 7 B (up, uy)) ds = mpx + mpw ()

when w € Nye(0,1/2)C* ([O, 00); D(A%J“)), ¢ > 0 given in the assumptions on

Q. Consider also the auxiliary Stokes equations

z(t) + /0 Az (s)ds = w(t)

having the unique mild solution
t
2(t) = e Mw(t) - / Ae™ 94 (W (s) —w (1)) ds.
0

From elementary arguments based on the analytic estimates ’Ao‘e_tA‘ < %
for t € (0,T'), we have (see for instance [32] for details)

z € C([0,00); D(AH'C_E))
for every € > 0. In particular,

z € C([0,00); D(A)).
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Lemma 4.14. Given x € D(A), there exists tg > 0 and a unique solution
u € C([0,tg); D(A)); moreover, there is at least one weak solution

u € C([0,00; Hy) N L3, ([0,00); V) N L/ ([0,00); D(A)) .

loc

Local uniqueness, on [0,tg), holds in the weak class too, thus any such weak
solution coincides on [0,tg) with the unique v € C([0,t0); D(A)). Finally,
giwen T > 0, if for a weak solution we have

T
/ |Au (8)|? dt < oo
0

then there exists a unique solution u € C ([0,T1; D(A)).

Proof. The proof of this result is standard, so we omit the details; let us
simply show, formally, that an a priori estimate in C ([0,%0]; D(A)) can be
proved locally, and it holds true on an interval [0,77] if fOT |Au (1) dt < .
The new variable v = u — z satisfies

o(t) +/0 (Av(s) + B (u,u)) ds = o

hence "
%JrAerB(u,u) =0
LA g o, 422
= —p|Av|P7? (Av, AAv 4+ AB (u,u))
and therefore
d|Av (1)

UL plAuf ™ [ Av, = —p Ao (Av, AB (u,0)

< p|Av|"* || Avlly, | A2 B (u,u)| < Cp|Av|"™? [|Av]y, [Aul®

from lemma 2.3; this implies

P
(11) djAvOF 'Azt(t” < O Av"? | Auf*.
Hence in particular
a4 (1)

5 <C |Av|® |Av]? 4 C |Az|* .

It is not difficult to deduce the results from this estimate.
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Given an initial condition z € D(A) and a corresponding weak solution
u” define

T
7% = o0 if / |Au® (£))* dt < oo for every T > 0, otherwise
0

T
%= inf{T >0: / |Au® (8)|? dt = oo}
0

and notice that 7% > 0 (for z € D(A)) because of the aforementioned results.
A priori this definition depends on the weak solution, because of lack of global
uniqueness.

Lemma 4.15. The definition of 7% is independent of the weak solution. It
depends only on uly -+, that is unique and continuous in D(A). Moreover, if
T < 00, then fOT” |Au® (t)|* dt = co. Finally, 7 coincides with 7 defined as
7% = 00 if u® is locally bounded around t in D(A) for everyt > 0, otherwise

77 =inf {t > 0: u” locally bounded around t in D(A)}.

Proof. Recall that fOT |Au® (¢)]* dt < oo implies u® regular and unique on
[0,T]. Denote by 7{, 75, the times associated to two weak solutions uf and
u. If 7¥ = oo then u{ is globally unique, hence u{ = u§ and 77 = 735.
Therefore (by symmetry) it is sufficient to consider the case 7{¥, 75 < co. In
such a case fOT |Au? (¢)]* dt < oo for every T < 7¥, hence u? is regular and
unique on [0, 7%), thus u3 = u§ on [0,7%). This implies fOT |AuZ (t)]* dt < oo
for every T" < 7, hence 75 > 7{. Reversing the role of 7{ and 75 we prove
the converse inequality, thus 7 = 75.

If [ |Auf (t)]? dt would be finite, then u? would be regular on [0, 7%],
in particular « (77) € D(A), hence it could be prolonged as a continuous
function in D(A) on some interval [0,7" 4 €], € > 0, contradicting the fact

that f07f+8 | Au® (t)|? dt = oo. Therefore fOTT |Au? ()] dt = .
Finally, 7% < 7% because fOT |Au® (t)|* dt < oo implies u € C ([0, T]; D(A)).
Viceversa, if T < 7%, then (by a covering argument) u is bounded on [0, 7]

with values in D(A), hence fOT | Au® ()| dt < oo; therefore T < 7%, and thus
7% < 7%, The proof is complete.

Lemma 4.16. Fort < 7", we have
u, — u in C ([0,t]; D(A))

}(lhence in particular fg | Auy, (7)|° dr — fot |Au (r) > dr) while for t > 7% we
ave

t
/ | Auy, () dr — .
0
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Proof. Step 1. On u,, we have
1d
2dt
— = (A% ( — 2) T BB (1, ) < C [ 4772 (1 = 22)| | Au

2
A (i = z0) ” + | A2 (= 22)|

<‘A3/2(u -z )2+C|A(u —z)[* + C Az,

Hence, given R,T > 0, there is At > 0 such that for every tq € [0, 7]

|Aun(to)| < R=  sup |Au,(t)| < 2R.
tefto,to+At]

Step 2. With the notations

Up (1) = up(t) — u(t)
Un () = (un(t) —u(t)) — (0 — 1) 2 (1)

we have
t t
Up (1) + / Av,, (t) ds + / [0 B (tn, up) — B (u,u)] ds = x,, — x.
0 0

Formally (in some intermediate computations we use [|Az(.)||,, that we do
not know to be finite; but in the final inequality (12) it disappears; then the
rigorous proof can be done by an approximation, see [33] for details)

1d
2 dt
We have

\Aﬂn|2 + ‘A3/26n E— <A25n, TnB (tn, un) — B (u,u)).

‘2
Tn B (tn, un)— B (u,u) = (m, — I) B (u,u)+mp [B (un — u,uy)+B (u, un — )]

Therefore

1 2
S AT |42 < (AT, (1) AB ()]
+ | (AT, T AB (tun, — u, un))| + |(AUp, Th AB (u, uy, — u))|

2
< 4325, + fu + C vl (1Aua] + | Auf?)

and thus p
~ 2 s ~ 2 2 2
— <
= AT < Fo+ O 14T, (|Aun| +|Au|)

or in integral form
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(12) AT, (1)[° < | AT, (to)]”
t t
+/ C | AT, |2 (|Aun|2+|Au|2) ds+/ Fuds
to to

where

2

9

fn = ’(ﬂ'n —I)Al/QB(u,u)

Ja= fa+ ClA (0 = 1) 2 () (|Aual® + | Auf?).

On any interval [to, to + At] we have

to+At .
| AT, (t)|* < (lAﬁn (to)|* + / fnds>
t

0

t
+ [ ClAw,)? (|Aun|2 + \Au|2) ds

and we notice that f;ﬁm fnds — 0 by Lebesgue theorem, if on that interval
we can invoke the result of step 1.

Step 3. Given ug € D(A), t1 < 70, we have
ty
/ |Au (r)]? dr < oo, ue C([0,t1];D(A)).
0

Let
R:=1+ sup |Au(t)]
te[0,tq]
and At be given by step 1. We can apply the result of step 1 for every n, since
|A’/TnU0| S R.
By Gronwall lemma, for ¢ty = 0, we have

At
|A"l\}'n (t)|2 S efo’c(lAunl 'HAul )ds <|A;l‘)*n (O>|2 +/ fnd8>
0

and therefore

sup |Av, (t)] — 0.

[0,A4]
We have established the result of the first part of the lemma on [0, At]. More-
over, since |Au (At)] < R — 1, eventually in n we have |Au, (At)| < R. Hence
we can apply the result of step 1 eventually in n on the interval [At, 2At]. By
Gronwall lemma for tg = At, we have

) ) 20t
AT, (£)]? < efar O(Aunl®+lAul?)ds <|A5n (A +/ fnds>

At
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and therefore
sup |Av, (t)] — 0.
[At,2A4]
In a finite number of steps we prove the first claim of the lemma.
Step 4. It is sufficient to consider the case 7 < oo and prove that

x

/ | Auy, (7)|? dr — oc.
0

By contradiction, assume there is a constant C' > 0 and a subsequence (uy,, )
such that fOTl |Aup, (r)|* dr < C for every k. In addition to the global usual
estimates, this implies that there exists a further subsequence (u’nk) and
an element v’ € L? ([0,7%]; D(A)) (beyond the usual regularities) such that
uj, — u' strongly in L? ([0,77]; H), weakly in L* ([0,77]; D(A)), etc. Then
it is possible to prove that u is a weak solution on [0,7%]. On [0,7%) it must
coincide with u. Hence u € L? ([0, 7%]; D(A)), which contradicts the definition
of 7%. The proof is complete.

Let us now apply the previous results to the stochastic case. Given w € (2,
let 7 (w) € [0, 00] be defined as

T
T (w) = 00 if / |Aw (t)|2 dt < oo for every T' > 0, otherwise
0

T(w)—inf{Tz():/T|Aw(t)|2dt—oo}

Definition 4.9 ((of regular plume)). Given a Brownian stochastic basis

<Q,7:7 (Ft)i>0, @ (6(i) (t)>t>0 iGN) ’

given x € D(A), equation (1) can be uniquely solved pathwise on [0,T), giving
rise to a locally defined continuous process in D(A). Its value, in H, at time
T s uniquely prescribed by weak continuity in H of any weak solution. The
process (Ufn,),~q 50 defined will be called the regular plume from x associated
to equation (1).

Definition 4.10 (of regularized semigroup). Given a Brownian stochastic

basts, with expectation E, and the reqular plume (uf,.),~, from any x € D(A),
the regularized semigroup associated to equation (1) is defined as

(Sup) (x) = /{ o € ) dQ
<TT

= B [e KIIAEPIG () 1,0
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(with the understanding that e=°° = 0) for every t > 0, © € D(A), ¢ €

By, (D(A)). Here K is any positive constant, so we should write St(K), but we
shall omit the superscript. Given any Markov selection { P*} ., we also have

(Su¢) (&) = P7 [e R BMearg e, .

Remark 4.18. Here and below we use the notation £ [X14] to denote [, XdQ;
so X may be infinite or even not well defined on 2\ A.

Lemma 4.17. Given p > 0, if K is sufficiently large, (Sip) (z) is also well
defined for every t > 0, x € D(A) and measurable ¢ : D(A) — R, such that

o ()] < C(1+|Az[")
for some C >0, p > 0. In such a case we have
|(Sp) ()] < C" (1 +]Azl”).
Proof. From (11) we have (v; = uf — z)

d|Av|” 2,2 2 2
ol bl B b
T Cp|Av|P™7 | Aul (|AU| + |Az] )
< Op|Avf” |Aul* + Cp |Av|"~? | Aul® |A2|”
< C'p|Av|? |Au)® + C'p |Aul? |Az|” .
Hence, for K = C'p,
(efoJIAuW’“ IAv|p)/ < Ke K lolAuldr | gy | Az P

< _cw (67Kjg|Au|2dr),
where C) = sup;e(o.77 | A% (t)[”, which implies
e~ K JolAuldr) gy ()P < |Axl? + CP)

hence

(13) K S 1AuRdr | 4, ()P < p (|Ax|p + 2cgp>)

which finally implies the result since C§” ) has all finite moments.

Given a Brownian stochastic basis (Q,f, (]—"t)tZO,Q, (ﬁ(i) (t))tzo,ieN)

(with expectation F) on which we have constructed the regular plume, let
(uy"™) be the unique adapted continuous solution of the Galerkin approxima-
tion. Define the semigroup S7* on By, (D(A)) as

(Sfe) (z) =F [e—KfJIAu;f“"lzdrw (uf,n)] .
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Lemma 4.18. If K is sufficiently large, for every continuous ¢ : D(A) — R,
such that i
o (z)] < Cp (1 + |Az|)

for some C >0, k> 0, we have
(Si'¢) (x) = (Sep) (x)
for every t > 0, x € D(A).

Proof. If k = 0 (¢ bounded), it is sufficient to use lemma 4.16 to check that,
given z,t, Q-a.s., we have

(4) e BT ) KA (),

asn — oo (as explained above, the understanding of e_KfotM“f'QdTap (uf) licre
is that it is zero for ¢ > 7%, even if ¢ (u}) is not well defined) and then apply
Lebesgue theorem. For a general k, (14) is still true for the same reason
for t < 7%, whilte it”r’eczluires more care for ¢ > 77. Indeed, for t > 7%, we
know that ¢~ JolAur™ Pdr _, 0, but we need a control on the possible rate of
explosion of ¢ (u;’™). But, as in the previous proof, we have

e KIIAETEI | gy < O (|4n)* + €. + CE2)
with the same constants. Choose K’ > 2K, where K is the one of the latter

estimate. Then

e =K lAur R | ()

< e Kl Pae, (140, (|as + C. + C1?))

which goes to zero @Q-a.s., as n — oo, Hence (14) is true also for ¢t > 7%,
with Q-probability one, with the constant K’ at the exponent. From the same
estimate we see that

e K B Pr o (pm)] < Cp (14 Cu (1Aal + €. + C5?))
for every ¢, hence we can apply again Lebesgue theorem. The proof is complete.

Let us now prove a Strong Feller property for the regularized semigroup.

Lemma 4.19. Given k > 0, if K is sufficiently large, for every measurable
¢ : D(A) — R, such that

@ (2)] < C,p (1+ |Az])*
for some C >0, k >0, we have

[(Sep) () — (Sep) (9)]
< [ € (71 + 1) (A2l + |4y + )] - |4 (@ — )]

for every t > 0, x,y € D(A) and for some & > 0.
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Proof. Step 1. From [23] we know that (lemma 4.1)
(15) DRI (z)] < ¢ Cp (571 + 1) |AR| (|Az| + 1)"

for a certain € > 0. We sketch the proof below. Here by D; we denote the
derivative in the direction h. Hence, for z,y € D(A),

|(5F¢) (z) — (SF¢) (y)]
< [er Cp (571 1) (| + [Ag] + D] A (@ — )l
Up to mollification of ¢, we may apply the previous lemma and get the result.
Step 2. To have an idea of the role of the regularization given by the

potential and of the assumption o < 3, let us sketch the proof of (15).
Following [23], from a variant of Bismut-Elworthy-Li formula we have

1
Dy, (S'¢) (z) = N (I + I)
"t x,m|2 t
L=E [e—KfoA“r" " (™) / <Q‘1/2Dhu§’",dws>]
0

t
I, = E/ Sy o (U™ Dy, [e*Kfos\A“f’"Fdr] ds.
0
Let us treat only the (most difficult) term I;. We have (u; = u;"" for brevity)
—K [ Au,|?dr ~2 2k 1/2 211/2
L<E [e glAu P G2 (1 4 | Auy)) } E[?]
with .
G = e_%fbt““"r‘zdr/ <Q‘1/2Dhus,dWs>.
0

The first factor can be treated by the analog of (13) for u;"". As to the second
factor,

d? = — K |Aug|? dt + 2~ % JolAurldr <Q71/2Dhuh th>

2
+em F olAulPdr Q=12 Dy, | dt

2
A“/2Dhu3’

ds.

t
Bl <8 [ e Hhithnto

We have thus to analyze the regularity of nf’w’" = Dpuy™".
Step 3. We have (i, = ™ for brevity), for every 8 >0
d??t

’ + Ane + 70 B (e, we) + mn B (ug, ) = 0, o = myh.
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2
dt
and from lemma 2.3, for 8 € (1/2,1),

2
+2 ‘AﬂJr%Ut‘ <2 |<A2577t7 B (n¢,us) + B (Ut77)t)>’

d|A’877t}2

1 2 1
7 + ’Am—iﬁt‘ < ‘Aﬁ_§ (B (77t7ut)+B(ut7nt)]‘

S C |Aut|2 ‘Aﬁntlz

which implies, for sufficiently large K,

t
/ o= % I3 1Au, 2dr
0

For g = aT_l we get the estimate E [gtz] < ’Aﬁh|2. This is the essence of the
proof of (15).

A5+%ns‘2d8 < |Aﬁh|2.

The previous result has consequences on the Markov processes associated
to equation (1) by means of the following variation of constant formula. Given
a Markov selection {P*} _, we associate to it the Markov semigroup P; on
By (H) defined as

(Prp) (x) = P* [0 (&)]

A priori, this semigroup depends on the selection, but it satisfies the same
relation w.r.t. S;.

Lemma 4.20. Let K > 0 be large enough. For every
x € D(A) and v € By, (H)

we have

t
Pl (€)= Sio) @)+ [ (5. (KIAP (Pea) () (@) s
0
Proof. Step 1. We use the convention e~>° = 0; 0-00 is not necessarily defined
but f: f(t)dt is well defined as soon as f is well defined a.s., and integrable.
Let z € D(A) and u} be a weak solution of the deterministic equation
(usual assumptions on w). The main result of step 1 is to show that

t

_ t |2 _ s |2 2

e KfO\AuT\dr_lz_/ e KfD\AuT\drK|Au§| ds
0

for every t > 0. For t < 7% this is obvious. The proof for ¢ > 7% seems
to be non trivial. We have fot |AuZ|? dr = oo, then e~ K olAurPdr _ 1 — _1,
about the integral, the integrand for s € [0, 77) is obviously defined and finite,
while for s € [77,¢] we have e~ K g1 AuPdr — |Au?|? is finite a.s., hence
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_K [*|Au|? 2. . .
e~ K gl AurPdr |Au®|” is well defined and equal to zero a.s.; in conclusion, for
t > 7 we have

t T
_ s z|2 2 _ 'S z|2 2
/e Kl AurPdr ) gy 2| ds:/ e~ K folAuridr | gy ? gs.
0 0

By (13) this integral is finite and

T n
_ s z 2 2 . _ s z |2 2
/ e K Jg1AuT] dTK|Au§| ds = hm/ e K [g | Au] dTK|Au§| ds
0 17 Jo

= lim (e*K-W‘A“f‘QdT - 1) .
nire

We know that fOTm |AuZ|? dr = oo. By monotone convergence theorem,

n L T
im [ |Au?dr = lim / AT ? 1y dr :/ | AuZ[? dr = oo
nt* Jo nt* Jo 0
hence lim, = (e*de”lAuﬂQdT — 1) = —1, and the identity is proved also for
t>T".
Step 2. Take now a non negative p € By, (H) (by linearity, this is suf-
ficient), © € D(A) and uf be a weak martingale solution of the stochastic

equation having law P* (the element of the Markov selection under investi-
gation). Let

(o7 @ (0 0) )

be the Brownian stochastic basis in the definition of the weak martingale
solution uf. From the identity of the previous step, @*-a.s. we have

e [t A2
—e K [;|Auf] dr1t<‘r

¢ (uy) = (uy)

t
+/ e,K.f;\Auf\erK|Au§‘24p(utz)d3.
0

The first two terms are clearly Q”-integrable and equal to (Pip) (x) and
(Sip) () resp., thus also the third one is Q*-integrable and we have

(Prp) (z) = (Sep) (z) +

t s x |2
@[ [ i s o ]
0

The last term is, by monotone convergence, the limit as N — oo of

¢
Q* {/ e K Jo1Aut|dr g (|Auf|2 A N) v (uf) ds}
0
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which in turns is equal to
/t e [er kIR (| auz? A N) o (uF)] d
| Q [6 0 (| ug| plup)|as
_ /Ot - [efo(f\A&-\"‘drK (|A§S\2 A N) o (gt)} ds
= [P [P (jac AN P o6 R ds

The Markov property gives us (this is a crucial point)

P (&) [Fs] = (Piesp) (&) -

Therefore the previous integral is equal to
t s 2
/ Po (e K ISP (1A, P AN ) (Psi) (&) ds
0

B /Ot pe {67K15|A£r|2dr13<7K (|A£s|2 /\N) (Pr_sp) (gs)} ds

that converges, by monotone convergence, as N — oo, to

t 'S 2
/O P [ KIAG Py K AL P (Psi) (€9)] ds

- [ (s (14 ) 0)) (1

The proof is complete.

We can now prove the main result of this section.

123

Theorem 4.9. Given a Markov selection {P*}__;, for every o € By (H) and

x,y € D(A) we have

[P [0 (&)] — PY [ (&)]
e[t 14 (Aa] + Ay] + )] A (@ - ).
Proof. From the variation of constant formula and lemma 4.19 we have

1P [ (6] = P [p (€)]] < 1(5i9) (2) — (Su) (0)
# [ (e (K1AP P)) @)= (5 (17 P ) 0] s
<le(@ ' +1)] A - )l
[ 1) ds (Aol + 1 A0] 41| 1A (2 =)

<e [ts 1+1+t6<|Asc\+|Ay|+1>]\A@*wl-

The proof is complete.
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5 Some Topics on Turbulence

5.1 Introduction and a Few Keywords

We shall mainly refer to the ideas related to Kolmogorov and Obukhov theory
developed around 1941 (shortly denoted by K41 theory, see [46]). It is an ex-
ample of phenomenology of turbulence. Following Frisch [42], by this we mean
that we create in ourselves a mental image of what a turbulent fluid could
be, with the help of intuitive geometric structures that usually are called ed-
dies (or vortex filaments when they have strongly elongated shapes, or vortex
pancakes when they are more surface like, etc.). A typical intuition we have
about them is that they rotate (in a complex way, not as rigid bodies), with
a typical velocity U of rotation. We also idealize their shape and associate a
size | to them (a typical length scale of the eddy, something like its diameter).
When the structure is more filament (or pancake) like, there could be more
than one typical length scales involved, but for the time being let us discuss
the case of structures with only one length scale [.

A usual idealization is to think that [ takes the values 2~" for positive
integers n (more physically we should say | = [p2™" where [y is a measure of
the length of the whole space occupied by the fluid). We apply the intuitive
correspondence between length [ and wave number k saying that a structure
of size | has wave number k = [~!. Hence we have the different wave numbers
k = 2™ (or better k = ko2™).

We may think that the various geometric structures interact. There are
very many interactions that could take place. For the time being, let us forget
the interaction between structures of the same size. Let us concentrate our
attention on the interaction between different scales. Its description is not
simple at all and to some extent not completely understood. Let us idealize it
by thinking that structures of size | = [p2~"™ produce, by instability, smaller
structures of size [ = 102’"/ for some n’ > n (for instance, when an instability
of the so called Kelvin-Helmoltz type occurs, a new vortex structure originates,
and it has a smaller size than the typical size of the original part of fluid where
the instability took place). This is the so called direct cascade. There could be
an inverse cascade, in which several small structures merge to form a larger
structure (Onsager provided a statistical mechanics explanation of this fact);
this seems to be a relevant effect mostly for 2D fluids, so we do not discuss it.

Let us mention the fact that a relevant part of the cascade seems to be due
to vortex stretching: an eddy undergoes geometric transformations that make
it longer in a direction and thinner along the orthogonal plane, so from a blob
like shape it gets a filament like shape. This would oblige us to introduce the
multiple length scales of filaments now, so for simplicity we do not discuss
this mechanism for a while.

The mental image proposed by Kolmogorov is roughly the following one.
The turbulent fluid that we observe is entirely composed of eddies; for each
eddy size | = 14277, there are eddies of that size that fill in the whole space
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occupied by the fluid. A cascade of energy takes place from length [ to length
1/2 for every [: eddies of size | produce eddies of size [/2 by instability and
in such a transformation the larger eddies transfer part of their energy to
the smaller ones. Energy is injected by some mechanism at the largest scales
(some solid object which moves in the fluid, some external force). Such energy
is transferred from scale to scale, from the larger to the smaller scales. There
is a length scale 1, that we shall call Kolmogorov dissipation scale, such that
eddies of scale [ of the order of n or smaller dissipate very fast their energy
(into heat), so the cascade mechanism described above stops. The rate of
energy dissipated by such small eddies will be equal to the rate of energy
injected at large scales, otherwise the system would be not in a stationary
regime.

The viscosity of the fluid does not play a major role on structures with
l essentially larger than 7, while it is a basic ingredient at scales [ ~ 7 or
smaller. If the viscosity is decreased, then the scale 1 becomes smaller, but
always positive. If we keep unchanged the external forces acting at large scales,
so the rate of energy injection remains constant when we send v to zero, to
preserve a stationary regime the rate of energy dissipation will remain also
constant (in spite of the fact that, as we shall see, it is the product of v which
goes to zero, and the mean square gradient of the velocity).

If there is hope to discover universal statistical laws which hold for every
turbulent fluid (independently of geometry of the region, particular features
of the mechanism of injection of energy etc.), it is reasonable to expect that
they will hold at quite small scales and when the viscosity is very small.
For this reason the previous comment on the limit as v — 0 is relevant:
this is the “regime” where one looks for universal statistical laws. We need a
mathematical model which incorporate the idea that when v — 0 the energy
injection and the energy dissipation remain constant. The model proposed
above of the stochastic equation

dX, = [-vAX, — B(Xy, X1)] dt + /QdW,

is in this direction; for the finite dimensional approximations we have the
identity
TrQ

2
for stationary solutions which states precisely that energy injection and the
energy dissipation remain constant in the limit ¥ — 0. Unfortunately, for
the 3D infinite dimensional model the equality above is an open problem, but
perhaps this is just a technical issue related to our present poor understanding
of the well posedness.

With these intuitive ideas in mind, Kolmogorov analyzed a specific sta-
tistical index of the turbulent fluid, the so called structure function of order
2, and proposed a formula for it. This formula is still now one of the few
quantitative predictions that are close to experimental results (up to some
approximation).

2
vE[[ Xy =
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5.2 K41 Scaling Law: Heuristics and Unclear Issues

Let u(t, z) be the velocity field of the fluid. Statistical quantities like the mean
value or the covariance of this field are not expected to have universal behavior
(their size, for instance, depends too much on the particular conditions of the
fluid), except for some qualitative feature: we assume x — u(t, z) to be space
homogeneous and isotropic.

The velocity displacements u(t, x +7ry) —u(t, z) on the contrary could have
universal statistical properties when r is small. So let us look at their second

moment E ||u(t,z + ry) — u(t, m)ﬂ We assume to work on time-stationary
fields, so this mean value is independent of t; we shall drop ¢ and write
E [|u(w +ry) — u(x)ﬂ . Since we assume space homogeneity, this mean value

will not depend on x; by isotropy, it will not depend on the particular direction
y either. So take a unitary coordinate vector e and consider the quantity

S (r) = B [Ju(re) - u(0)*

(assume 0 is a point of the domain where the fluid lives). This is called second-
order structure function. The structure function of order p is simply the same
expression with the p power; we do not discuss it at the beginning.

Kolmogorov and Obukhov conjectured that Ss (r) could have a universal
behavior in r, for small  and small viscosity. Let us describe the argument
by dimensional analysis that Kolmogorov proposed to obtain a formula for
Sg (7“)

Let us denote by [L] the dimension of a length, [T for time. Velocity has
dimension [L] [T]™", hence S5 (1) has dimension [L]* [T] .

Let us assume that, when v — 0, for small r the function Ss () depends
only on r and the rate of energy dissipation ¢, as a power law. The latter is
defined as

e=vE {\Du (O)ﬂ

(we advertise that this discussion is still heuristic; precise definitions will be
given below for random fields on the torus). So the assumption is that

Sy (1) = Croel

for some adimensional constant C' and some exponents a and (.

The dimension of ¢ is a little tricky to determine. A simple way is to think
that the energy dissipated is dimensionally as the time derivative of the kinetic
energy (this is clear from the Navier—Stokes equations). The kinetic energy

iE {|u (O)ﬂ has dimension [L]*[T]™?, so its time derivative has dimension
[L)? [T]™>. Thus ¢ has dimension [L]* [T]®.

Using finally the fact that r has obviously dimension [L], from the power
assumption above we must have
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— [L]a+25 [T]*-ﬂﬁ .
The only solution is 8 = 2/3 and o = 2 — 23 = 2/3. Hence
(1) Sy (r) = Cr?/3£2/3,

In particular, the behavior in r is like 72/3, or

- log Sy (r) 2

r—0 logr 3

It is common to observe in (sophisticated enough) experiments that the log-
log plot of S (r) has a plateau of approximate slope % As we said, this is still
now one of the two best statistical laws compared to experiments (the other
one is concerned with boundary layers).

We have just remarked that in experiments a slope close to % is observed
along a plateau of the curve, but not along the whole curve. So the previous
argument has to be made a little more precise about the range of r where
it is expected to be true. Going back to the mental image described in the
previous section, we have seen that we may expect an energy cascade up
to some dissipation scale 1 only; and the universal behavior that we try to
describe with the structure function Sp () refers to scales r in such a range
where the cascade takes place, called inertial range. So the prescription of
K41 theory is that the law (1) holds true in a range r € [n, ro]. We have now
to determine 7.

Let us find n again by a dimensional argument. Assume that 1 depends
only on € and the viscosity v, as a power law. [Notice that these assumptions
are a very strong idealization but they are reasonable: the rate of energy
injection or dissipation & has to play a role in the quantitative laws; for Sy (r)
there should be also an obvious dependence on r, while for 7 there should be
a dependence on v, as already remarked in the previous section.]

So we assume

n = Cvoeh.
The dimension of n is [L] and the dimension of ¢ is [L]2 [T]_3. The dimension
6 of v could be found from the relation e = vE {|Du (0) 2}
(777", so from [L]*[T]7% = 0[]~ we deduce 6 = [L]* |
power relation imposes
)= () (P )

= (L e

|“|: Du has dimension
2 T]_l. Therefore the

B
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The only solution is a = 3/4 and 8 = —1/4. Thus the law for 7 is
n=Cv3/te=1/4,

There are more refined arguments which support the power laws given
here, but all of them are in any case based on unproved assumptions, never
deduced from the Navier—Stokes equations.

In the sequel we give a rigorous definition of the K41 scaling law and
prove some necessary and some sufficient conditions for it, with the hope to
throw some light on this problem. The presentation is based on the work
by Flandoli, Gubinelli, Hairer and Romito [37], but, to simplify, we avoid
anomalous exponents and restrict ourselves to K41 theory. It is necessary to
say that we do not believe K41 is exactly true for the Navier—Stokes equations.
Neverthless, understanding necessary and/or sufficient conditions for K41 may
help to start a rigorous investigation of such scaling laws.

The arguments just presented rely on some assumptions, namely the de-
pendence of S () and 7 only on certain variables in the form of a power law,
that are unjustified. They may look natural:

e it is clear that S3 (r) should depend on 7 and that n should depend on v
(we have lim,_,on = 0);

e it can be intuitively clear that both of them should depend on e: by anal-
ogy with queuing theory, in the stationary regime, independently of the
complexity of the queuing network, the rate of input is equal to the rate
of output, and such rate is a basic parameter that affects several main
quantities of the system;

e hut it is not clear why no other quantity should be involved.

The agreement of K41 prediction with experimental results is good but
not perfect. The same dimensional argument described above may be applied
to 2D fluids (thin layers of fluids), where on the contrary the experiments do
not confirm the K41 prediction. Essentially the explanation has something to
do with the additional conservation law for 2D fluids, that is the conservation
of enstrophy (for zero viscosity).

Another failure of the scaling argument above is when it is applied to the
structure function of order p: here it is better to work with the longitudi-
nal structure function to appreciate also the case of odd numbers (especially
p=23)

Szl7 (r) = E[{u(re) — u(0),e)"].

For even p the behavior in 7 is expected to be the same as that of
Sp (r) = E[Ju(re) — u(0)[|].

If we believe that the assumptions of K41 theory apply to SIlJ (r) as well, by
the same dimensional analysis we would find

1 3
S, (r) ~ rP/3,
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On the contrary, if we “define” the numbers (, as those for which
Szl) (r) ~ ror
there is experimental evidence that the function
P Gp

is strictly concave for large p’s, not equal to the line p — p/3. For p = 3 it
seems both from the experimental viewpoint and from some heuristics that
the correct value is really (3 = 3/3 = 1. For p = 2 the experiments give
values (o very close to 2/3, but possibly slightly larger. But for large p the
experimental values of ¢, although not coinciding from one experiment to the
other, is definitely smaller that p/3.

5.3 Definitions and Examples

Given the unitary torus 7 = [0, l]d, d = 2,3, recall the definitions of H and
D(A). We denote by P the class of all probability measures g on H (with the
Borel g-algebra) such that u (D(A)) = 1, p is space homogeneous and partial

isotropic, and
m U Du(x)|2dx} < 0.
T

Since H? (7)) € C(7) by Sobolev embedding theorem, the elements of D(A)
are continuous (have a continuous element in their equivalence class). Conse-
quently, given xg € 7, the mapping u — u (x) is well defined on D(A), with
values in R?. In particular, any expression of the form

plf (u () s e u(zn))]

is well defined for given x1,...,x, € T, given p € P, and suitable f : R"® —
R (for instance measurable non negative). It will follow that S§ (r) is well
defined (possibly infinite) for every p € P. On the contrary we cannot evaluate
pointwise Du and D?u, but we may use the quantities

MUT||Du(x)||2d4, ,u[/THDQu(m)HQd:U}

the first of which is finite by assumption for p € P, while the second one is
either finite or equal to +oc.
For every pu € P we introduce the second order structure function

(2) St () = [lu(r-e) = u (0)]]

for some coordinate unitary vector e, with > 0 (the results proved below
extend to the so called longitudinal structure function; we consider (2) to
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fix the ideas). The symmetries in P imply that S5 (r) is independent of the
coordinate unitary vector e, and the velocity difference could be taken at any
other point x: u (x + 7€) — u (x) gives us the same result.

We are going to define K41 scaling law for a set M C P x R. The reason
is that equation (1) may have (a priori) more than one stationary measure
for any given v and in certain claims it seems easier to consider a set of
measures for a given v. Given v > 0 we use the notation M, for the set
section {p € P : (u,v) € M}.

Given (u,v) € P x Ry, we define the mean energy dissipation rate as

e=cu) =] [ 10w as]

In the sequel, to simplify the exposition, we impose on families M C P x R
the following condition (constant mean energy dissipation rate as the viscosity
goes to zero):

(3) e (u,v) = gq for every (u,v) € M.

This is true if we consider the finite dimensional models of Section 3 (with the
identification of € (i, v) with v - (HH%,)) It remains true for the stochastic

Navier—Stokes equation (1), if the dimension is d = 2. Unfortunately, in 3D,
it is an open problem, as illustrated in the section on Galerkin stationary
measures. So, in a sense, we impose here an assumption that we do not know
whether it is satisfied by our main example, the 3D case. We do this for
simplicity of exposition: in [37] the assumption is partially removed.

Given (u,v) € P x Ry, we also define the quantity

n=n(p,v) = v (u)

Under the assumption (3) we simply have

0 (p,v) = v

where, for shortness, we have used the symbol 7y = g0~ V4,

Let us come to the definition of K41 scaling law. See [37] for a more general
version, including also a correction to the 2/3 exponent.

Definition 5.1. We say that a scaling law of K41 type holds true for a set
M C P xRy if there exist vy > 0, C' > ¢ >0, rg > 0 such that the bound

c~r2/3§5’§‘(7")§0-r2/3

holds for every pair (p,v) € M and every r such that v € (0,1 and n (u,v) <

r < ro, namely

3/4

vong <r <rp.
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This is the mathematical formulation of K41 theory that we analyze. We
shall prove some necessary conditions and some sufficient conditions for it.
Let us insist on the fact that we do not claim that K41 is true. Presumably
a version with an exponent larger than 2/3 exponent is true. The reason to
state a definition is to attempt a rigorus investigation of this scaling property.

Before going into some rigorous results about this definition, let us ask
ourselves a few preliminary apparently easy questions: can we give examples

of functions f(v,r) (we have the association in mind f(v,r) = Sg('/) (r)) such
that

c 13 < f(u,r) < C-r*3 for v3/* < r <1 and small v?

It is important to realize that our usual way of thinking in mathematics is
about limit properties. The previous property is not a limit one, but it is a
property in an intermediate range, with some kind of uniformity as a para-
meter goes to a limit (v — 0).

The easiest way to answer the previous question is by the example

fw,r) =723 for all (r,v).

But such an example cannot be related to our models. Indeed, we shall see
below that, due to the property p (D(A)) = 1, we must have a regular behavior
in r — 0, for every given v:

f(v,r) ~ 1% asr — 0, for every v.

More precisely, we shall see that essentially we have

2
fly,r) = " for sufficiently small r.
v

So let us refine our question and ask whether we may:
e find examples of functions f(v,r) such that
(4) Cy -3 < fv,r) < Oy - r?/?
for C53/4 < r <1 and
(5) C4~r2§f(1/,r)§C5-r2
for r < Cer?/4.
This is not easy (unless we artificially define piecewise f(v,r)).

Ezample 5.1 (Negative example). Let us preliminary understand better the
function

folvyr) = —

14



132 F. Flandoli

which certainly satisfies the second part of the requirement. We have
4/3
folorr) =728 (1=91)
so we have
C, - < fly,r)y <Cy- 7?3 for Cy’/* < r < CyP/*

for suitable constants. Apparently we get a property very close to the re-
quired one, but it holds true only on an interval of r» whose boundary values
are infinitesimal of the same order. This is a basic point: to have a meaningful
definition of a scaling law we must ask its validity on an interval whose bound-
ary points diverge one w.r.t. the other. What is meaningless in the previous
2/3 property on Cy¥/* < r < C§V3/4 is simply that a similar property holds
true replacing 2/3 with any other exponent a € (0,2). Indeed we have

1

2—a
folv,r) =1r° (TV_E)
hence ) )
Cl-1* < fo(v,r) < Ch-r* for Chrz—= <r < Cjrz—.

Summarizing, fo(v,r) = % clearly does not have any interesting non-integer
scaling law, as we see from its definition, and it shows in addition that in the
definition of a scaling law it is necessary to impose that the range of r has
boundary points that diverge one from each other.

Ezample 5.2 (Positive example). This example arose in the computations
made of a random vortex model of Flandoli and Gubinelli, see [36]. Consider

the function ) )
IAT\" dl
_ 12/3 -

Fr) / ( : ) l

with n = v3/%. We have
! 2dl 3
r —
rgn:>f(u,r):/ i (5 =22 )
n
which gives us (5). On the other hand,

T adl ! r\2 dl
_ 2/3 b 2/3 (T\= at
renl = fr) /l l+/,.l (l) 7

n
9 3 3
223 _ 202 0

2
1 2 1"

which is bounded above and below by the order r2/3 gince r € [V?’/‘l, 1] (u1/2 <
72/3). This implies (4).
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5.4 Brownian Eddies and Random Vortex Filaments

Before entering into some rigorous results around K41 scaling law for the
stochastic Navier—Stokes equations, let us get more intuition from a phenom-
enological model. This model is a priori given, in the sense that it does not
come from the Navier—Stokes equations, but it is nevertheless defined in rigor-
ous mathematical terms and it is an attempt to describe some of the numerical
observations of vortex filaments obtained in the last 15 years. The main source
of motivation has been the book of Chorin [19], where discrete vortex filaments
based on paths of self-avoiding walk are investigated. Other related works are
[10], [37].

Let (W;),~, be a 3D Brownian motion. Let p : R®> — R be the function

p(x) =exp (— ||13H2> (there is a lot of freedom in the choice of p, this is just

a convenient example). Given ¢ > 0, rescale p as

2
X X
pe(x) =p (Z) = exp ( ”KQH ) :
Let K¢(x) : R® — R3 be the field
1 r—y
Ky(z) = E/Rs Pz(y)mdy-

Remark 5.1. If v : R — R3 is the curve ~ (t) = (0,0,t), then the vector field
(interpret it as a velocity field)

“+ o0
UBurgers ((E) = Kf(x - (t)) A Y (t) dt
—0o0
is called a Burgers vortex, and is easily seen to be a rotating field around the
z-axis, with some decay at infinity. It is also given by the Biot-Savart law with
respect to the “vorticity” field £ (z):

1 T —
uBuTgers(x) = E /]R3 ﬁ A 5BUTQGTS (y) dy

+o0 ]
SBurgers (y) = / pg(y - (t)) Ay (t) dt.

— 00

The number ¢ is a measure of the “cross section” of the vortex “tube”.

We repeat the mathematics of the previous example but starting from the
Brownian motion (W;),~, in place of the line .

Definition 5.2. Let us call Brownian eddy at scalel > 0 the following random
field (W) (x):
I
(W) (@)= | Kele=W)ndW,  zeR’
0
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Remark 5.2. We use the notation ()J‘ because the field (W), (x) is somewhat
orthogonal to the trajectory of the Brownian motion.

Remark 5.3. Let us explain the rigorous use of the notation. Given a stochas-
tic process (X) = (X¢);s(, if the stochastic integral is well define we may
introduce the associated random field
1 (e
(X); (z) = = Ko(x— X)) ANdX;  x€R3.

Such an integral is well defined for instance for every semimartingale (X). The
notation ()L,l denotes a mapping from processes to random fields; for instance,
if we write

(Xo+ W) ()
where X is a 3D random variable, we understand the vector field associated
to the process Xy + W, that is a Brownian motion starting from position Xg.

Remark 5.4. It may help the intuition to figure out the shape of a Brownian
eddy. The Brownian motion has sometimes long excursions: along them a
Brownian eddy looks like an irregular Burgers vortex. On the contrary, most
often the trajectory of a Brownian motion is very much folded around itself: in
such a case the Brownian eddy is more blob-like. The number ¢ is a measure
of the size, and also of the smoothness. Notice finally that the typical dis-
placement of a Brownian motion in a time ¢2 is of the order ¢, that is the size
of the kernel K: therefore for most of the trajectories of the Brownian motion
the associated eddy is as long as large, eddy-like more than filament-like.

Remark 5.5. One can verify by stochastic analysis that the field (VV)EL (x) is
very regular (it has C*°-realizations) and

div (W), (z) = 0.

The reason why this field turns out to be interesting is the following scaling
property.

Lemma 5.1. For every A\, ¢ > 0,
L
(W) (Az) £ W)y, (2)

the equality in law being at the level of random fields.

W)y (Az) = ;2/; K, <>\ (:17 - Mf)) Py (T)

Proof.
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since

Ky (Az) = MKy (2) -

The processes (%) and (W;/y2) have the same law, hence
1 c 1 ¢
(W)Z (/\.2?):—2/ Kg/)\ (x_Wt/)\z)/\d(Wt/)\Q)
(¢/X)" Jo

where it is not difficult to see that the equality in law is at the level of random
fields (namely jointly in different locations x). Finally, simple arguments on
time change in stochastic integrals show that

(€/2)?
W)k () £ ﬁ / Koy (& — W) Ad (W)

The proof is complete.

Remark 5.6. In particular,
L
W)y (tx) £ W)y ().

This says that the velocities we observe in (W)j‘ are the same as those of
(W)f‘ The energy will be much smaller: the “support” of an ¢-eddy is roughly
of order £3, hence its kinetic energy is roughly of order ¢3 times the kinetic
energy of (W)1L
Remark 5.7. The analogous definition of fractional Brownian eddy at scale
¢ > 0 and Hurst parameter H € (0, 1) would be

o1/ H

(WHY, () = %/O Ko (=W nawf  zeR?

whenever the integral is well defined, where (WtH ) is a fractional Brownian
motion in R? with Hurst parameter H € (0,1). With the same proof one can
show that N . N

(W), () = (WH)Z/A ().

H
Indeed, the only difference in the proof is that now the processes (m)\'—) and

(Wt/Al/H) have the same law.
With the same proof of the previous lemma we have:

Lemma 5.2. Given a non anticipating 3D r.v. X, for every \,£ > 0,

1
Ko x Wi 0w £ (J4W) @

the equality in law being at the level of random fields.
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With the help of the previous objects we may define more complex random

fields. Let {Xén)} . be a sequence of 3D i.i.d. random variables, {W(") }nGN
ne

be a sequence of 3D independent Brownian motions, {£(,)}, _ be a sequence

of positive i.i.d. random variables, with all these objects independent one of
each others. Then define formally the series

241/3 (X(" +W<”>)l (z).

L(n)
Assume formally that

° X (n) are uniformly distributed in ]R3
° é(n) are distributed according to % on (0, co).

Exercise 5.1. Understand intuitively that the natural distribution to have
space filling of eddies of every size is Zf and not dz . The “invariance” below

of the law of (XO €(n)) by homotheties is a techmcal explanation.

These sentences are not rigorous as they stand since they refer to measures
which are only o-finite, but they may be made rigorous by using Poisson point
processes.

The intuitive geometric idea about u(x) is that at every (small) interval of
scales [¢, £ + Al] we see the space filled in of vortex eddies of size in [¢, £ + Al].
And u(z) is the velocity field associated to such a fluid composed of many
eddies of every size.

Let us show formally that

(6) u(Az) £ A3 ().
By the lemma above we have

s [ x§ .
i)

£iny /A

o 1/3 [ +(n) +
=*/32(%”)> (rewe)

n=1 g<n)/,\

)\1/3 ZEI/S ( (n) + W(n))é () = )\1/3u(x)
(n)

where we have used the formal fact that the joint law of (Xén),ﬁ(n)) is in-

variant by homotheties:
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()L Lo Ga)et

f/»%s( et L (5)
L e e -7 )]

Unfortunately all these computations are not rigorous since the series
defining u(z) does not converge! That something is wrong can be immedi-
ately guessed from the fact that (6) implies that either w(x) is identically
zero, or that in some sense it is identically infinite. Indeed as A — 0, if we

E

accept continuity, we get u(0) £9. 1(0); and on the other side u(z) should be

a space homogeneous random field, so u(zx) £ 0-u(z) at every . Even without
continuity, any meaning of stationarity implies that u(z) and u(Ax) should
have certain equal quantities, and this is compatible only with the multiplier
A = 1. In addition, certainly it is not reasonable to believe that the field u
written above is identically zero, so we have to conclude that in a sense it is
infinite everywhere. We do not make this argument rigorous, since the final
result is a negative one and there is no intuitive hope that the behavior is
better than the one just described.

However, having a random field with the self-similarity property (6) would
give us an example of random field with a K41-type property over an infinite
range of r:

S2(r) = E [Ju(r-e) = u(r-0)|*]

—E { r3u(e) — rl/3y (O)HQ] = r1/38, (1),

If S5 (1) where different from zero and finite (but it is infinite) we would get
K41, even without limitations on 7.

All of this is formal but very instructive. One should come back to this
example after having learned more about the scaling transformations that we
shall perform on the stochastic Navier—Stokes equations.

In fact the only problem with the previous objects is that /(,) have dis-
tributions that extend to infinite too much, so that there are arbitrarily large
and intense eddies. It is sufficient to cut-off ¢ and we get a rigorous example
of random field that has the K41 scaling law. But it is not exactly self-similar:
only “at small distances” (see Kupiainen [50]).

Theorem 5.1. Given a positive real number ly.x, consider the o-finite mea-
sure %he(o,zmx]- Assume that the r.v. () are distributed according to this
measure. Then the random field u(x) above is well defined, it has all finite
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moments, it is space homogeneous and isotropic, and its second order struc-
ture function Sa (r) is bounded above and below (uniformly in r € (0,1), say)

by the function
! Enr\?de
= V275 ISR Rt
o= [ er (S0 5

The proof is very technical (based on Burkholder-Davis-Gundy inequality,
strong Markov property, arguments of potential theory similar to those of the
theory of the Brownian sausage) and may be found in [36]. The meaning of
the r.v.’s distributed according to only o-finite measures is rigorously given
in [36] by means of Poisson point processes, as we have already said; this is a
quite technical issue so we do not give the details here.

The following modification of the previous theorem, again proved in [36],
which includes a cut-off at viscous scales, may also be of interest.

and therefore by r2/3.

Theorem 5.2. For cvery v € (0,lmax) consider the o-finite measure

1 L1 (n,tumax] Where

n=n)=v"
Assume that the r.v. £,y are distributed according to this measure. Then the
same conclusions of the previous theorem hold but with the function

1 2
f(u,r):/ s <“7r> <
n

and therefore satisfies K41 scaling law (see section 5.2).

Is it the idealization proposed by this Brownian eddies model close to
reality?” We do not know the answer, simply it looks like the mental image
described by Kolmogorov [46]. Let us only mention that other models give
the same result. We may introduce more filament-like random vortices of the
form

single

U 7
y X0 6T.0) (z) = 6_2/0 Ky (x — Xo — Wy) A dWs.

If T is larger than £ the displacement of the Brownian trajectory is typically
longer than the cross-section ¢. With these fields as building objects one may
still construct random field with K41 law but not eddy-like. Notice that nu-
merical simulations in the last 15 years have often shown that a turbulent
fluid is rich of elongated vortex filaments (but their relevance for the statistics
is not proved).

In favor of the previous model of Brownian eddies we may quote the local
self-similarity, which seems to be one of the observed features of turbulent flu-
ids and is also related to the scaling properties of the stochastic Navier—Stokes
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equations, as we shall see. In this respect, if we believe that more filament like
objects are also present in the fluid, they could constitute a secondary object,
but maybe important to explain certain intermittent features and corrections
to K41.

5.5 Necessary Conditions for K41

Let us leave random vortex filaments and go back to the rigorous analysis of
K41 property. We give some general results and then their application to the
stochastic Navier—Stokes equations.

The first results of this subsection apply to suitable families of probabil-
ity measures, without any use of the Navier—Stokes equations. They will be
applied to stochastic Navier—Stokes equations at the end of the section.

Given a measure pu € P, u # &g, we introduce the number 6 = 6 (1) defined
by the identity

o oy 1D @) o]

(7)
K [f[o,l]d ID2u ()| dyc}

with the understanding that 6 = 0 when pu [f[o 14 HD2u (m)H2 dx} = oo and

0 =1 when p = dg. 0 has the dimension of a length and we interpret it as an
estimate of the length scale where dissipation is more relevant. Indeed, very
roughly, from

2 2~ 112
D2 @) de X I (1K (k) )
2 ~ 2~ N2
J7 IIDu (2)|” dw > |k [ (k)
we see that 6 (u)f2 has the meaning of typical square wave length of dissi-

pation (looking at |k|*|@ (k)|® as a sort of distribution in wave space of the
dissipation).

Lemma 5.3. For every p € P such that 6 (1) > 0 we have
1 S
(8) Zd . 7”2 S 2 (’I") .
[ |1Du (@) da]
Proof. We have to use Taylor formula, but the measures y are concentrated a

priori only on W22 vector fields. For sake of brevity, we give the proof under
the additional assumption that

0
<r? for every r € (0, —==2].

w (D) N (7)) = 1

for all the measures u involved. In [37] one may found the proof in the general
case, performed by mollification.
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By space homogeneity of u
2 ! 2
pllutre) = u @] <7 [ [1Dutoe) ] ao
0
2
= 2w | Dul’]

and thus the right-hand inequality of (8) is proved for every r > 0.
On the other side, for smooth vector fields we have

u(re) —u(0) = Du(0)re + 72 /01 D?u(ce) (e, e) do
and thus
10w rel?] < 20 [|ju(re) - u (0]

1
+2u r2/ D?u (ce) (e, e) do
0

|

B

Again from space homogeneity of p,

|

and from discrete isotropy we have (see the appendix of [37])

R
r /0 D*u(oe) (e, e) do

pIDu-el?] = Zu [I0ul?].

Therefore
p lutre) = uO)1) = o [IDul?] v D20l

Therefore, by definition of 6 (),

Sy (r) > <2—1d - %) I {||Du||2} 2,

This implies the left-hand inequality of (8) for r € (0, %}. The proof is
complete.

Theorem 5.3. Let M C P xRy be a set with the following scaling property:
there is a function 17 : M — R (the length scale of the scaling property), with

lim sup 7 (u,v) =0,
v—0 HEM,,
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a scaling exponent o € (0,2) and constants Cy > Cy > 0, vy > 0, rg > 0 such
that

(9) Cr-r* <8y (r) < Cp-r® forr €[i(p,v),ro

for every v € (0,1v9) and every p € M,. Let 0 (u) be the dissipation length
scale defined above.

Then the two length scales 0 (u) and 1 (p,v) are related by the following
property: there exist C' > 0, v1 > 0 such that

(10) 0(u) < C - ()
for every v € (0,v1) and every p € M,,.

For the proof we address to [37]; we do not repeat it here since it is in-
tuitively rather clear that (8) is in contradiction with (9) if the ranges of r
where the two properties hold overlap, so we need the bound (10).

Remark 5.8. The divergence of the range of 7’s in the definition (9) of a scaling
law is essential to have a non trivial definition. If, on the contrary, we simply
ask that the scaling law holds on a bounded interval r € [C3n,,, Cyn,], we have
a definition without real interest, as it is explained by the example of section
5.1.

Let us finally state two general consequences of the previous theorem, that
we shall apply to stochastic Navier—Stokes equations.

Corollary 5.1. Given a family M C P x Ry, if

inf 6 >0
(n,v)eM (1)

then no scaling law in the sense of the previous theorem may hold true.

Corollary 5.2. Let M C P xRy be a family with the K41 scaling law, in the
sense of definition 5.1. Then there exists vy > 0 and C' > 0 such that

w10t | > ey v
T

for every v € (0,vy) and every p € M,,.
Proof. From (10), the definition of 1 (i, ) and the definition of 62 (1) we have

[ Jr 1Du (@) de|

[ 107 @) dar]

Thus, from the definition of ¢,

Cu3/277§

| fr 1D2u (@) da|

This implies the claim of the Corollary. The proof is complete.

< Cl/5/2’l7%.
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Remark 5.9. Dimensional analysis says that v has dimension [L]* [T]™", ¢ has
dimension [L]* [T]*, so 58/2 - v=5/2 has dimension [L]™*[T]™?, the correct
dimension of {fT | D?u (x)H2 dx}.

Remark 5.10. The previous and next corollaries are based only on the scaling
exponents of 1 (i, v), not on the exponent 2/3 in definition 5.1. Therefore,
any other a € (0,2) in place of 2/3 would give us the same result.

Let us first apply the general results to disprove K41 in the 2D case. The
following result is well known.

Lemma 5.4. Let 1 be an invariant measure of (1) (d =2) such that

u[/TDu(xﬂde} < .
u| [ 1D as] -

v u[/ | Deurlu (z)]| dm} = Za‘ﬂ

Since [, HDZUH2 da = [, | Deurlul|® dz, we readily have:

Then p € Py and

DO =

oo
2

P

=1

Corollary 5.3. In 2D, there exists a positive constant 0y, independent of v,
such that
0 () = 0o

for every invariant measure p € P of (1). Hence a family of invariant mea-
sures M C P x Ry of (1) cannot have any scaling law (in the sense of (9).

Remark 5.11. Under our assumptions on the noise, invariant measures of (1)
that belong to P certainly exist. In principle there could be others not in P,
but this cannot happen in all those cases when uniqueness of the invariant
measure is known (see [53] and the references therein).

Remark 5.12. Consider equation (1) without the nonlinear term (called Stokes
equations):

du(t) + vAu(t)dt = i oihidB; (t)

in dimension d = 2,3. Let M C P x R, be a family of invariant measures for
it. Then the same results of the previous theorem hold true. The proof is the
same. Alternatively, one may work componentwise in h; and prove easily the
claims.
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Let us treat now the 3D case. Recall the concept of Galerkin stationary
measures introduced at the end of Section 3 and the notations PG& e " (1)
for the set of all such measures and 8™ (v) for the invariant measures of the
approximating Galerkin system (we underline here the dependence on v).

Given u € V, let S, be the tensor with L? (7)) components

S, = % (Du + DuT)
(called stress tensor). The scalar field
Sy (x) curlu (z) - curlu (x)
describes the stretching of the vorticity field. If we set & = curlu, then formally
we have

29

o + (u-V)E=vAE+ S+ ;(77 (curlh;) B; (t).

A formal application of It6 formula yields the inequality

1 oo
(11) v- ,u/ | Deurlu|)® dz < u/ Sycurlu - curlu dz + 3 Zaf)\i.
T T

i=1

for p € PGYerkin (v) (in fact formally the identity). Along with the general
results proved above we would get

(12) 1 {/T Sy () curlu (z) - curlu (x) dx} > 053/21/*3/2.

This would be the final result of this section, having an interesting physical
interpretation. However, we cannot prove this result in this form, without
further assumptions. We give, without proof (see [37]), two results around
(12): theorem 5.4 reformulates it for the coarse graining scheme given by
Galerkin approximations; theorem 5.4 expresses the most natural statement
directly for p € PGUe " () but it requires an additional unproved regularity
assumption.

Theorem 5.4. Let M C P x Ry, with M,, C PGE™ " (v), be a family with
the K41 scaling law. Then there exists vy > 0 and C' > 0 such that

likm infrip, [/ Sycurly - curludz| > C63/2V73/2
— 00 T

for every v € (0,vp), every u € M, and every sequence i, € S* (v) such
that py, converges to p on H.
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Lemma 5.5. If p € PSU™ M (1) is the weak limit of a sequence ji,, €
Skn (V) such that pun, {HH?/H] < C for somee,C > 0, then

vop [/T|Du(x)|2dx} - ;202

If in addition fin,, {H||?/+E] < C' then (11) holds true.

Corollary 5.4. Let M C P x Ry, with M,, C PGY™*™ (v), be a family with
the K41 scaling law. Assume that every v in M is the weak limit of a sequence
n, € Sk (V) such that
3+
oy [IH] < €

for some €,C > 0. Then there exists vy > 0 and C > 0 such that (12) holds
for every v € (0,vy) and every pn € M,,.

Remark 5.13. If K41 scaling law holds then vortex stretching must be intense.
Heuristically, no geometrical depletion of such stretching may occur (in con-
trast to the 2D case where the stretching term is zero because curlu () is

aligned with the eigenvector of eigenvalue zero of S, (z)): indeed, if we ex-
trapolate the behavior F [|Du\2} ~ 1 as Du~ %7 curlu ~ %, then we get
E [S,curlu - curlu] ~ V—\lﬁ if there is no help from the geometry. Another way

to explain this idea is the following sort of generalized Hélder inequality (for
the proof, see [37]).

Corollary 5.5. Let M C P x Ry, with M,, C PSGHer*™ (1), be a family with
the K41 scaling law, fulfilling the assumptions of theorem 5.4. Then there
exists vg > 0 and C > 0 such that

1/2 1/3
(,u/ | Du||® dm) <C (u [/ || Swcurlu - cur|u||2dac]>
T T

for every v € (0,19) and every u € M,.

5.6 A Condition Equivalent to K41

We continue with the notations and concepts just introduced in the last section
on the 3D case. Let u(t, ) be a solution of equation (1) on the unitary torus
(L =1). We analyze the K41 property for it. Given L > 0, consider the new
fields (see Kupiainen [50])

L (tx) = LY3u(L23, L™ a)

and py, (t,2) = L*/?p (L*Z/gt,L*I:E). To help the intuition, think that L is
large so we blow-up the solution u. Formally, these fields satisfy the equations
on the torus of size L
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(13) %+(u -V)ur + Vpr =vpAu —i—ia'h-(g)ﬁL(t)
ot L L pL—LLiZIZZLi

where h; were the eigenfunctions of the Stokes operator on the unitary torus,
BE (t) are the independent Brownian motions

BE (1) = L8, (L72/%)

and
v = vL*3.

The heuristic proof of this fact is a simple exercise: all terms ag—tL, (ur, - V)ug,

1/3 times the analogous terms 2%, (u-V)u, etc., and

etc. are equal to L~ ot

formally
L _ .
Bi (1) = LB, (L2/00) L7200 = L7402, (L7
The same computation can be performed for the more general transformation

U(r,a) (t,z) = \%u ()\O“th, /\x) s POva) (t,z) = A2%p (/\O‘Jrlt7 )\x)

but the previous choice of exponents is the only one such that the energy
input per unit time and space is the same for every L, or A (no coefficient
depending on the scale parameter appears in front of the noise). Heuristically,
if we believe in a uniform (not spiky, not intermittent) cascade picture of the
energy (without essential inverse cascade), this invariance of the energy input
should imply that the small scale properties of (1) (on the unitary torus) and
(13) are the same, namely that they are invariant under this transformation;
so we should expect that in the stationary regime uy, (z) and wu (z) have ap-
proximatively the same law. But this would imply that L'/3u(L~'2) and u (z)
have approximatively the same law, namely u (Lz) ~ L'/3u(x). Such scaling
property would imply K41.

Let us stress again that not only we cannot prove claims like u(Lx) ~
LY/ 3u(x) but we do not believe they are exactly true. Presumably the correct
result is closer to u(Lx) ~ LY/3 Fy(z) for some k > 0.

Let us denote by PG# e " (1) the family of Galerkin stationary measures
for (1) on the unitary torus. Similarly, given L and a number 7 (not necessar-
ily equal to vL%/3), let us denote by PG ™ (7, L) the family of Galerkin
stationary measures for equation (13) on the torus of size L, where we replace
the symbol vy, by .

Let us denote by PG4k xR, the set of all pairs (u,v) such that p €
PGaerkin(y). Similarly, let us denote by ﬁﬁ‘gle"kmei the set of all triples
(j1, 7, L) such that g € ﬁﬁasl”km (7,L).

Let P be the set of measures of the previous sections relative to the unitary
torus. Let P for the set of probability measures analogous to P, but on
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the torus [0, L]3. Denote by P x R3 the set of all triples (72,7, L) such that
(7,L) € R% and g € Pr. In the next definition and later on we use the
notation f [||u (e) — u(0)||2} when i € Py, (and other similar mean values):

this means

where Hy, is the usual space H but on the torus [0, L]*.

The following condition seems interesting since it looks rather qualitative,
in contrast to the definition of the K41 law, and shows that the exponent
2/3 arises from the scaling properties of the stochastic Navier—Stokes equa-
tions. Also the exponent in the range of r’s arises spontaneously from this
transformation.

Condition. A subset M C P x Rf_ is said to satisfy Condition A if there
exist vg > 0, Lo > 0, C > ¢ > 0 such that

(14) ¢ < i [Jlule) -~ u(©)]?] <C

for every (i, 7, L) € M with v < iy, L > L.

Theorem 5.5. The set ﬁg‘g”kmei satisfies Condition A if and only if the
set PYYerkin xR, has a scaling law of K41 type, in the sense of Definition 5.1.

Proof. Step 1 (preparation). The proof is simple but notationally non trivial.
The statement of K41 property involves two parameters, (v, ), subject to the
following constraints:

14 S o, e [770”3/47T0]'

Hence we deal with the region
Kyyry = {(1/,7“) € Rﬁ_ v<uyy,rE [(1701/3/4,7"0)}

It is not restrictive to assume rg = 1/3/ 47]0, so the region K, ,, looks like a
right-angled triangle with a round hypotenuse (we suggest the reader to draw
a picture of this set in the plane v —r).
Condition A involves two other parameters, (7, L), subject to the con-
straint
U < Iy, L > L.

Hence, in condition A, we deal with the region

DDO,LO = {(D,L) S Ri U< vy, L > Lo} .
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Such a region is a vertical semi-strip open upwards. Let us introduce the
transformation f : R? — R% defined as

flvr)= (Vr’4/3’7ﬁ71>

which is invertible, with inverse given by
FU@,L) = (ﬂL*4/3,L*1) .

We have
f (Kuoyro) = DDO,LO

if iy = na4/3, Ly = 7“0_1. The piece of the curve r = nyr3/* pertaining to the
boundary of K, ,, is mapped into the vertical half-line o = 0y, L > L of the
boundary of Dy, r,. The horizontal boundary segment of K, ,, is mapped
into the horizontal boundary segment of Dy, r,. The vertical boundary seg-
ment of K, ,, is mapped into the vertical half-line v = 770_4/3,L > Ly of
Dy, 1o

Given any L > 0, let us also consider the mapping Sy, : Hy — H defined
by (see the scaling transformation above)

u(x) = L7Y3%0 (L) .
It is possible to prove rigorously (see [37]) that

S (rﬁﬁ%lerkin (17’ L)) _ P]C\?;’glerkin (V)

for every (v,7,L) € R3 such that v = pL=43,

The heuristic has been given above before the theorem.

Step 2 (Condition A implies K41). Given 7y, Lo in the definition of Con-
dition A, choose vy, ry such that f(K,, ) C Dp, .- Given (v,1) € K, r,
and p € PGYe™ i (v), let (#7,L) = f (v,7), so that v = 7L ™%/ and denote
by gt the measure in ﬁﬁ%l”’”" (7, L) such that p = S,-11. We have

Si(r) = /H Ju (re) — u(0) | dye (w)
— [ e~ u(ro)|?d(, 47 (0
H
-, Ireto-reso o

=0 [ o) - wo) | dii (a).

r

By Condition A, [,  [u(e) — %(0)||* di (@) is bounded between two con-
stants, hence we get K41.

Step 3 (K41 implies Condition A). The proof proceeds like step 2 but in
the opposite direction and is left to the reader.
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