Preface

The goal of this text is to provide a self-contained guide to Monte Carlo
and quasi-Monte Carlo sampling methods. These two classes of methods
are based on the idea of using sampling to study mathematical problems
for which analytical solutions are unavailable. More precisely, the idea is to
create samples that can be used to derive approximations about a quantity of
interest and its probability distribution. In the former case, random sampling
is used, while in the latter, low-discrepancy sampling is used.

Quasi-Monte Carlo sampling methods are typically used to provide ap-
proximations for multivariate integration problems defined over the unit hy-
percube. They do so by creating sets or sequences of vectors (uq,...,us),
with each u; taking values between 0 and 1, that sample the s-dimensional
unit hypercube more regularly than random samples do, hence mimicking
in a better way — with less discrepancy — the uniform distribution over
that space. For this reason, most of the theory that underlies these construc-
tions has been developed for problems that can be described as integration
problems over the s-dimensional unit hypercube.

On the other hand, random sampling — via the use of Monte Carlo meth-
ods — has been developed and used in a variety of situations that do not
necessarily fit the formulation above, which makes use of a function defined
over the unit hypercube. In particular, stochastic simulation models are usu-
ally constructed using random variables defined over the real numbers, the
nonnegative integers, or other domains that are not necessarily the unit inter-
val between 0 and 1. However, the computer implementation of such models
always relies, at its lowest level, on a source of (pseudo)random numbers that
are uniformly distributed between 0 and 1. Therefore, at least in principle, it
is always possible to reformulate a simulation model using a vector of input
variables defined over the s-dimensional unit hypercube.

Being able to perform this “translation” — between the more intuitive sim-
ulation formulation and the one viewing the simulation program as a function
f transforming input numbers uq,...,us into an observation of the output
quantity of interest — is extremely important when we want to successfully
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replace random sampling by quasi-random sampling in such problems. For
this reason, we will be discussing this translation throughout the book, re-
ferring to it as the “integration versus simulation” formulation, with the un-
derstanding that by “integration” we mean the formulation of the problem
using a function defined over the unit hypercube.

Because integration is the main area for which quasi-random sampling
has been used so far, a large part of this text is devoted to this topic. In
addition, simulation studies are often designed to estimate the mathematical
expectation of some quantity of interest. In such cases, the translation of this
goal into the formulation that uses a function f, as described in the preceding
paragraph, means we wish to estimate the integral of that function. Hence
these problems also fit within the integration framework.

A number of books have been written on the Monte Carlo method and
its applications (especially in finance) [120, 121, 137, 145, 165, 211, 236, 293,
314, 386, 391, 418, 424], stochastic simulation [45, 175, 217, 218, 243, 389],
and quasi-Monte Carlo methods [128, 308, 339, 441]. The purpose of this
text is to present all these topics together in one place in a unified way,
using the “integration versus simulation” formulation to help tie everything
together. After reading this book, the reader should be able to apply random
sampling to a wide range of problems and understand how to correctly replace
it by quasi-random sampling. The selection of topics has been done in that
perspective, and I certainly do not claim to be covering all aspects of Monte
Carlo and quasi-Monte Carlo methods or surveying all possible applications
for which these methods have been used. A very good source of information
that contains the most recent advances in this field is the biannual Monte
Carlo and Quasi—-Monte Carlo Methods conference proceedings by Springer.

This book is organized as follows. The first chapter introduces the Monte
Carlo method as a tool for multivariate integration and describes the in-
tegration versus simulation formulation using several examples. The more
general use of Monte Carlo as a way to approximate a distribution is also
studied. The second chapter gives an overview of different methods that can
be used to generate random variates from a given probability distribution,
a task that needs to be done extensively in any simulation study. This ma-
terial comes early in the text because of its relevance in understanding the
integration versus simulation formulation. Chapter 3 contains information on
random number generators, which are essential for using random sampling on
a computer. Methods for improving the efficiency of the Monte Carlo method
that fall under the umbrella of variance reduction techniques are discussed in
Chapter 4. A description of quasi-Monte Carlo constructions and the qual-
ity measures that can be used to assess them is done in Chapter 5. Several
connections with random number generators are done in that chapter, which
is the reason why their presentation precedes our discussion of quasi-Monte
Carlo methods. Chapter 6 discusses the use of quasi-Monte Carlo methods
in practice, including randomized quasi-Monte Carlo and ANOVA decom-
positions. The last two chapters are devoted to applications, with Chapter 7
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focused on financial problems and Chapter 8 discussing more complex prob-
lems than those typically tackled by quasi-Monte Carlo methods.

This text can be used for a graduate course on Monte Carlo and quasi—
Monte Carlo methods aimed either at statistics, applied mathematics, com-
puter science, engineering, or operations research students. It may also be
useful to researchers and practitioners familiar with Monte Carlo methods
who want to learn about quasi-Monte Carlo methods.

The level of this text should be accessible to graduate students with var-
ied backgrounds, as long as they have a basic knowledge of probability and
statistics. There is an appendix at the end explaining a few key concepts in
algebra required to understand some of the quasi-Monte Carlo constructions.
Problem sets are provided at the end of each chapter to help the reader put
in practice the different concepts discussed in the text.

There are several people whom I would like to thank for their help with
this work. Radu Craiu, Henri Faure, Crystal Linkletter, Harald Niederreiter,
and Xiaoheng Wang were kind enough to read over some of the material
and make useful comments and suggestions. The anonymous reviewers from
Springer also made suggestions that greatly improved this text. The students
in my “Monte Carlo methods with applications in finance” course at the
University of Calgary in the winter of 2006 used the preliminary version of
some of these chapters and also tested some exercises. Lu Zhao worked on
the solutions to the exercises for a subset of the chapters. Although their help
allowed me to fix several mistakes and typos, I am sure I have not caught
all of them, and I am entirely responsible for them. If possible, please report
them to clemieux@uwaterloo.ca.

I would also like to thank various persons who helped me get a better
understanding of the topics discussed in this book. These include Carole
Bernard, Mikolaj Cieslak, Radu Craiu, Clifton Cunningham, Arnaud Doucet,
Henri Faure, David Fleet, Alexander Keller, Adam Kolkiewicz, Frances Kuo,
Fred Hickernell, Regina Hee Sun Hong, Pierre L’Ecuyer, Don McLeish, Harald
Niederreiter, Dirk Ormoneit, Art Owen, Przemyslaw Prusinkiewicz, Wolf-
gang Schmid, Tan Sloan, Ilya Sobol’, Ken Seng Tan, Felisa Vazquez-Abad,
Stefan Wegenkittl, and Henryk WozZniakowski. In addition, I would like to
thank John Kimmel at Springer for his patience and support throughout
this process. The financial support of the Natural Sciences and Engineering
Research Council of Canada is also acknowledged.

Finally, I would like to thank my family for their support and encourage-
ment, especially my husband, John, and my two wonderful children, Anne
and Liam. Also, I am very grateful for all the wisdom that my father has
shared with me over the years in my academic journey. He has been my
greatest source of inspiration for this work.

Waterloo, Canada, October 2008 Christiane Lemieux
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