
2. Integral Calculus

The problems of characterizing the class of functions that are Riemann
integrable and of discussing discontinuous functions, in particular of un-
derstanding for which functions the fundamental theorem of calculus is
valid, as well as the need of integrating new functions, led to a new defini-
tion of integral due to Henri Lebesgue (1875–1941). Though the main ideas
of Lebesgue’s integration theory go back to Henri Lebesgue (1875–1941)
and Giuseppe Vitali (1875–1932) at the beginning of the 1900’s, applica-
tions as well as generalizations and extensions followed each other during
the past century giving measure and integration theory a fundamental role
in mathematical analysis.

Here we follow the approach of first introducing Lebesgue’s measure
and accordingly Lebesgue’s integral. In Section 2.1.1 we collect the main
results of the theory without proofs,1 and in the following sections we
develop its basic features.

2.1 Lebesgue’s Integral

2.1.1 Definitions and properties: a short
summary

The area of the subgraph of a nonnegative function can be computed in at
least two different ways, see Figure 2.1. We compute the area of trapezoidal
approximations determined by subdivisions of the x axis and then we pass
to the limit when the lengths of the intervals of the subdivision tend to
zero: this leads to Riemann’s integral, compare [GM1]. Alternatively, we
may subdivide the y axis and proceed similarly. In this second case, by
taking equidistributed subdivisions, we may define

1 The reader may find these proofs in, e.g., M. Giaquinta, G. Modica, Mathematical
Analysis: Foundations and Advanced Techniques for Functions of Several Variables,
Birkhäuser, to which in the sequel we shall refer to as [GM5].

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2009

M. Giaquinta and G. Modica, Mathematical Analysis: An Introduction to Functions
of Several Variables, DOI: 10.1007/978-0-8176-4612-7_2,

67



68 2. Integral Calculus

Figure 2.1. The integral: on the left Riemann’s approach and on the right Lebesgue’s
approach.

∫ b

a

f(x) dx := lim
N→∞

1
2N

∞∑
k=1

|Ef,k 2−N |, (2.1)

where
Ef,t :=

{
x
∣∣∣ f(x) > t

}
, t ∈ R,

and |Ef,t| denotes the “measure” of Ef,t. Since t → |Ef,t| is nondecreasing,
(2.1) defines Lebesgue’s integral of f via Cavalieri’s formula as

Lebesgue
∫ b

a

f(x) dx := Riemann
∫ ∞

0

|Ef,t| dt. (2.2)

However, in order to proceed this way, we need a “good” notion of “mea-
sure” in Rn that allows us to measure rather wild sets as the sets Ef,t may
be. This is the role of Lebesgue’s measure.

a. Lebesgue’s measure
An interval I in Rn, n ≥ 1, is the product of n intervals, which for conve-
nience we take left-open and right-closed, I =

∏n
i=1]ai, bi]. The elementary

n-dimensional volume of the interval I is by definition |I| :=
∏n

i=1(bi−ai).
The outer or external measure of an arbitrary subset E of Rn is defined
by

Ln∗(E) := inf
{ ∞∑

k=1

|Ik|
∣∣∣ Ik intervals, E ⊂

∞⋃
k=1

Ik

}
. (2.3)

Of course, Ln∗ defines a map Ln∗ : P(Rn) → R+. It is easy to see that
Ln∗ extends the elementary volume, in the sense that for every interval I
we have Ln∗(I) = |I|. Intuitively Ln∗(E) is computed by covering E in an
“optimal” way with intervals {Ik} and computing the sum of the series of
the volumes of these intervals.

At this point, we would be done were if not for the fact that the outer
measure Ln∗ is not additive: there exist disjoint subsets E, F of Rn such
that Ln∗(E ∪ F ) < Ln∗(E) + Ln∗(F ).2 We avoid this by selecting a class
of special subsets, the class of Lebesgue measurable sets, and we define
Lebesgue’s measure as the restriction of Ln∗ to measurable sets.

2 Banach’s paradox : We can divide a ball in two parts each of the measure of the
entire initial ball.
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2.1 Definition. A subset E ⊂ Rn is said to be Lebesgue’s measurable or
simply measurable if, given ε > 0, there exists a set Pε that is the union
of at most a denumerable set of intervals such that

Pε ⊃ E and Ln∗(Pε \ E) < ε.

The class of all Lebesgue measurable subsets of Rn will be denoted by M.
The exterior measure of a measurable set E is its (Lebesgue) measure and
denoted by Ln(E) or simply by |E|.

Intervals and countable union of intervals, as well as sets for which
Ln∗(E) = 0, are clearly in M. One can also easily see that the interior and
the closure of an interval, as well as the countable union of open or closed
intervals, are measurable sets. Since every open set is the denumerable
union of disjoint intervals, we then infer that open sets are measurable.
Moreover, though we can show that there exist nonmeasurable sets, see,
e.g., [GM5], one shows that M has the following closure properties and
that Lebesgue’s measure is well behaved on measurable sets.

2.2 Theorem. We have

(i) M is a σ-algebra, i.e., if E, F ∈ M, then E∪F , E \F and E∩F are
in M and, if {Ek} is a sequence of measurable subsets, then ∪kEk e
∩kEk are measurable.

(ii) Ln is σ-additive, i.e., if E, F ⊂ Rn are measurable, then |E ∪ F | +
|E ∩F | = |E|+ |F | and, if {Ek} is a sequence of measurable pairwise
disjoint subsets of Rn, then∣∣∣ ∞⋃

k=1

Ek

∣∣∣ = ∞∑
k=1

|Ek|.

(iii) Ln is continuous on nondecreasing sequences of measurable sets, i.e.,
if {Ek} is a sequence of measurable sets in Rn such that Ek ⊂ Ek+1

∀k, then |Ek| → | ∪h Eh| as k → ∞.
(iv) Ln is continuous on nonincreasing sequences of measurable subsets

with finite measure, i.e., if {Ek} is a sequence of measurable subsets
such that Ek ⊃ Ek+1 ∀k and if |E1| < +∞, then |Ek| → | ∩h Eh| as
k → ∞.

For arbitrary sequences of subsets {Ek}, one shows:

(i) Ln∗(∪kEk) ≤∑∞
k=1 Ln∗(Ek),

(ii) if Ek ⊂ Ek+1 ∀k, then Ln∗(Ek) → Ln∗(∪kEk).

Since open sets are measurable, Theorem 2.2 (i) yields that closed
sets are measurable, too. Finally, one shows that a measurable set is the
countable intersection of open sets except for a set of zero measure. One
also shows that it is a countable union of closed sets union a set of zero
measure, compare [GM5].
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Figure 2.2. Henri Lebesgue (1875–1941) and Giuseppe Vitali (1875–1932).

b. Measurable functions

Starting from Lebesgue’s measure in Rn and from the class of Lebesgue’s
measurable sets M we are now able to build a theory of integration for
functions f : E ⊂ Rn → R, where E is a measurable set and R = R ∪
{+∞,−∞}.

We begin by selecting the class of measurable functions, with respect
to the Ln Lebesgue measure.

A function f : Rn → R is said to be Ln-measurable, in short measurable
when the measure is understood, if for every t ∈ R the set

Ef,t := f−1(]t, +∞]) =
{
x ∈ Rn

∣∣∣ f(x) > t
}

is Ln-measurable. We then say that f : E ⊂ Rn → R is measurable on E if
E is measurable and the extension of f to R as −∞ outsides E produces a
function f̃ : Rn → R that is measurable. Of course, a continuous function
in Rn is measurable, and actually, if E ⊂ Rn is measurable, a function
f : E → R continuous in E is measurable.

As there exist nonmeasurable sets, there also exist nonmeasurable func-
tions. However, on the ground of the fact that measurable sets form a σ-
algebra, one shows that all algebraic operations on measurable functions as
well as taking pointwise limits of measurable functions produce measurable
functions.

Finally, the possibility of approximating in measure a Lebesgue mea-
surable set from inside with closed sets and from outside with open sets
yields the following characterization of Lebesgue measurable functions, see,
e.g., [GM5].

2.3 Theorem (Lusin). Let f : E → R be a function defined on a mea-
surable set E ⊂ Rn. Then f is Ln-measurable if and only if for any ε > 0
there exists a closed set Fε ⊂ Rn such that |E \Fε| < ε and the restriction
of f to Fε is continuous.
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c. Lebesgue’s integral
We are now ready to define Lebesgue’s integral of a measurable nonneg-
ative function via Cavalieri’s formula (2.2), using Riemann’s integral and
Lebesgue’s measure:∫

E

f(x) dx :=
∫ +∞

0

Ln({x | f(x) > t}) dt.

However, we prefer to follow a more direct approach and recover Cavalieri’s
formula later.

Recall that the characteristic (or indicator) function of a subset A of
a set X is defined by

χA(x) :=

{
1 if x ∈ A,

0 if x ∈ X \ A.

A simple function is a measurable function that assumes only a finite
number of values all of which are finite. We denote the class of simple
functions by S. If a1, a2, . . . , ak are the distinct values of a simple function
ϕ, we can write

ϕ(x) =
k∑

j=1

ajχEj (x), Ej :=
{
x
∣∣∣ϕ(x) = aj

}
where the Ej are measurable and pairwise disjoint sets. If ϕ is a simple
nonnegative function, as suggested by intuition, the integral of ϕ is

I(ϕ) :=
k∑

j=1

aj |Ej |

with the agreement that aj |Ej | = 0 if aj = 0 and |Ej | = +∞. The Lebesgue
integral of a generic measurable and nonnegative function f : E → R is
then defined by∫

E

f(x) dLn(x) (2.4)

:= sup
{
I(ϕ)
∣∣∣ϕ ∈ S, ϕ(x) ≤ f(x)∀x ∈ E, ϕ(x) = 0 ∀x ∈ Ec

}
.

We also write when necessary
∫

E
f(x) dLn(x) instead of

∫
E

f(x) dx.
Finally, if f : E → R is measurable (but not of a constant sign) we

decompose f as difference of its positive and negative parts, f(x) = f+(x)−
f−(x) where

f+(x) := max(f(x), 0), f−(x) := max(−f(x), 0),

and we set the following.
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Figure 2.3. Beppo Levi (1875–1962) and Guido Fubini (1879–1943).

2.4 Definition. Let f : E → R be measurable on the measurable set
E ⊂ Rn. We say that f is (Lebesgue-)integrable if at least one of the
two integrals

∫
E f+(x) dx and

∫
E f−(x) dx is finite. If f is integrable, its

Lebesgue integral is defined by∫
E

f(x) dLn(x) :=
∫

E

f+(x) dLn(x) −
∫

E

f−(x) dLn(x).

When no confusion may arise, we write∫
E

f(x) dx instead of
∫

E

f(x) dLn(x).

Finally, we say that f is (Lebesgue-)summable if both the integrals of f+

and of f− are finite. We denote the class of summable functions in E by
L1(E).

Of course,
∫

Rn ϕ(x) dx = I(ϕ) if ϕ ∈ S. Also, notice that the difference
in the definitions of the Riemann and Lebesgue integrals consists merely
in the choice of the class of simple functions: finite combinations of charac-
teristic functions of intervals in Riemann’s theory, finite combinations of
characteristic functions of Lebesgue’s measurable sets in Lebesgue’s theory.

2.5 ¶. Let f : E ⊂ Rn → R be integrable, and let ef : Rn → R denote its extension
with zero values outside E. Show thatZ

E
f(x) dx =

Z
Rn

ef(x) dx.

d. Basic properties of Lebesgue’s integral
The basic properties of Lebesgue’s integral are easily inferred from the
analogous properties of the integral of simple functions using the denumer-
able additivity of the Lebesgue measure and the following approximation
lemma.
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2.6 Lemma. Let f : Rn → R be a nonnegative and measurable function.
Then, there exists an increasing sequence {ψk} of simple functions such
that

ψk → f pointwise, and
∫

Rn

ψk(x) dx →
∫

Rn

f(x) dx.

In this way we can prove the following.

2.7 Theorem. We have

(i) (Monotonicity) If f and g are integrable on E, and f ≤ g, then∫
E

f(x) dx ≤
∫

E

g(x) dx.

(ii) (Linearity) L1(E) is a real vector space, and the integral as a map
from L1(E) into R is a linear operator,∫

E

(αf(x) + βg(x)) dx = α

∫
E

f(x) dx + β

∫
E

g(x) dx

for all α, β ∈ R and all f, g ∈ L1(E).
(iii) (Continuity) If f is integrable on E, then∣∣∣ ∫

E

f(x) dx
∣∣∣ ≤ ∫

E

|f(x)| dx.

(iv) (Beppo Levi Theorem) Let E be a measurable set, let fk : E → R+

be an increasing sequence of nonnegative and measurable functions in
E, and let f(x) := limk→∞ fk(x) be the pointwise limit of {fk}. Then
we have ∫

E

f(x) dx = lim
k→+∞

∫
E

fk(x) dx.

Beppo Levi’s theorem is also referred to as the monotone convergence
theorem for nonnegative functions.

The following claims are easy consequences of the above.

(i) If f is integrable on E, |f(x)| ≤ M for all x ∈ E and |E| < +∞, then
f is summable on E and

∫
E |f(x)| dx ≤ M |E|.

(ii) f ∈ L1(E) if and only if f is measurable and
∫

E |f(x)| dx < +∞.
(iii) If E and F are measurable sets, and f is integrable in E ∪ F , then∫

E

f(x) dx +
∫

F

f(x) dx =
∫

E∪F

f(x) dx +
∫

E∩F

f(x) dx.
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e. The integral as area of the subgraph
The Lebesgue integral can be equivalently defined as the area of the sub-
graph or via Cavalieri’s formula. In fact the following holds.

2.8 Theorem. Let f : E ⊂ Rn → R be a nonnegative function. Then, f
is measurable on E if and only if its subgraph

SGf,E :=
{

(x, t)
∣∣∣ x ∈ E, 0 < t < f(x)

}
⊂ Rn+1

is a measurable subset of Rn+1. Moreover,∫
E

f(x) dx = Ln+1(SGf,E). (2.5)

2.9 Theorem (Cavalieri’s formula). Let f : E ⊂ Rn → R be a non-
negative measurable function. Then∫

E

f(x) dx =
∫ +∞

0

Ln({x ∈ E | f(x) > t}) dt.

f. Chebyshev’s inequality
Let f : E → R be measurable in E ⊂ Rn and nonnegative. Set Ef,t :=
{x ∈ E | f(x) > t}. From the monotonicity of the integral we infer

|Ef,t| ≤ 1
t

∫
Ef,t

f(x) dx ∀t > 0 (2.6)

which for its wide use in several contexts has got various names: weak esti-
mate, Markov’s inequality, Chebyshev’s inequality. It estimates the “size”
of f in terms of the integral of f . The nondecreasing function t → |Ef,t|
is called the repartition function of f .

g. Negligible sets and the integral
We say that the predicate p(x), x ∈ E ⊂ Rn is true for almost every x ∈ E,
or almost everywhere in E (in short a.e.), if the Lebesgue measure of the
set {

x ∈ E
∣∣∣ p(x) is not true

}
is zero. For instance, if f : E ⊂ Rn → R is a function, we say “f = 0 a.e.
in E” or “f(x) = 0 for a.e. x ∈ E” if Ln({x | f(x) �= 0}) = 0. Similarly,
we say that “|f(x)| < ∞ a.e. in E” or “|f(x)| < +∞ for a.e. x ∈ E” if
Ln({x | |f(x)| /∈ R}) = 0. From the denumerable additivity of the Lebesgue
measure we can easily deduce the following.
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Figure 2.4. The slice Ex of E over x.

2.10 Proposition. We have

(i) If f : E → R is summable, f ∈ L1(E), then |f(x)| < +∞ for a.e.
x ∈ E.

(ii) If f : E → R is nonnegative, then
∫

E
f(x) dx = 0 if and only if

f(x) = 0 for a.e. x ∈ E.

Let f : E ⊂ Rn → R be measurable. The essential supremum of f is
the number (possibly +∞) defined by

||f ||∞,E = ess sup
E

f := inf
{

t ∈ R

∣∣∣ f(x) < t for a.e. x ∈ E
}

. (2.7)

Of course, ||f ||∞,E = supE |f(x)| if f is continuous on E, and∫
E

|f(x)| dx ≤ ||f ||∞,E |E| ∀f ∈ L1(E).

h. Riemann integrable functions

The Lebesgue integral extends the Riemann integral. In fact, (generalized)
Riemann integrable functions are Lebesgue integrable and the Lebesgue
integral and Rieamnn integral of one of these functions agree, see [GM5].
This remark gives us a way to compute the Lebesgue integral of a large
class of functions. For instance,

∫ 1

0

1
x

dx = +∞,

∫ +∞

−∞

1
1 + x2

dx = π, etc.

On the other hand, the long-standing problem of characterizing Riemann
integrable functions was solved by Giuseppe Vitali (1875–1932) in terms of
Lebesgue integral: A bounded function f : [a, b] → R is Riemann integrable
if and only if it is L1-almost-everywhere continuous.

x

Ex

y1

y2

Ex

x x
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2.1.2 Fubini’s theorem and reduction to
iterated integrals

2.11 Example. Let E be a subset of R2 whose coordinates are denoted by (x, y). For
every x ∈ R, we define the slice of E at x (actually the projection of) by

Ex :=
n

y ∈ R

˛̨̨
(x, y) ∈ E

o
.

If E =]a, b]×]c, d], then

Ex :=

8<:]c, d] if x ∈]a, b],

∅ otherwise.

In particular |Ex| = 0 if x /∈]a, b] and |Ex| = d − c if x ∈]a, b]; consequently

L2(]a, b]×]c, d]) = (b − a)(d − c) =

Z b

a
|Ex| dx.

Fubini’s theorem extends the remark of the previous example to arbi-
trary measurable subsets of Euclidean spaces. Split the coordinate vari-
ables in Rn+k in two groups, for instance the first n coordinates and the
remaining ones, which we denote by x ∈ Rn and y ∈ Rk respectively, so
that (x, y) denotes the coordinate variables in Rn+k. Let E be a subset of
Rn+k, and for x ∈ Rn, let

Ex :=
{

y ∈ Rk
∣∣∣ (x, y) ∈ E

}
denote the slice of E over x (projected into the coordinate space Rk), see
Figure 2.4.

2.12 Theorem (Fubini). Let E ⊂ Rn+k be Ln+k-measurable in Rn+k.
Then the following hold:

(i) For a.e. x ∈ Rn the set Ex ⊂ Rk is Lk-measurable.
(ii) The function x → Lk(Ex) is Ln-measurable.
(iii) We have

Ln+k(E) =
∫

Rn

Lk(Ex) dLn(x).

A very useful variant of Fubini’s theorem is the following theorem that
provides a formula that allows us to compute a multiple integral as the
iteration of simple integrals.

2.13 Theorem (Reduction to iterated integrals). Let f : E → R,
E ⊂ Rn+k, be an Ln+k-integrable function. Then

(i) for a.e. x ∈ E the function y → fx(y) := f(x, y) is Lk-integrable in
E,

(ii) the function x → ∫
Ex

f(x, y) dy is Ln-measurable,
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(iii) we have

∫
E

f(x, y) dLn+k(x, y) :=
∫

Rn

(∫
Ex

f(x, y) dLk(y)
)

dLn(x).

We emphasize the fact that the only assumptions in the previous the-
orems are the Ln+k integrability of f in E in Theorem 2.12 and the
Ln+k-measurability of E in Theorem 2.13. We recall once again that f
is integrable in E in each of the following cases:

(i) f is measurable and has constant sign;
(ii) f is summable in E; this happens in particular if f is measurable in

E, |f | is bounded, and |E| < +∞.

We observe that Theorem 2.13 reduces in particular the calculus of a
double integral to successively computing two simple integrals, the order
being irrelevant.

∫∫
E

f(x, y) dx dy =
∫ +∞

−∞

(∫
Ex

f(x, y) dy

)
dx∫∫

E

f(x, y) dx dy =
∫ +∞

−∞

(∫
Ey

f(x, y) dx

)
dy

where

Ex :=
{
y ∈ Rk

∣∣∣ (x, y) ∈ E
}

, Ey :=
{
x ∈ Rn

∣∣∣ (x, y) ∈ E
}
.

Of course, Theorem 2.13 can be used iteratively, thus reducing the calcu-
lus of the integral of an integrable function of n-variables to successively
computing n integrals in one variable, the order of them being irrelevant.
In other words we can also state the following.

2.14 Theorem (Tonelli). Let f : E ⊂ R2 → R be integrable in E. Then,
the three integrals ∫

E

f(x, y) dLn+k(x, y),

∫
Rn

(∫
Ex

f(x, y) dLk(y)
)

dLn(x),
∫

Rk

(∫
Ey

f(x, y) dLn(x)
)

dLn(y)

exist and are equal.
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2.1.3 Change of variables

The exterior Lebesgue measure Ln∗ is invariant under isometries; even
more, if T : Rn → Rn is linear, then T maps Ln-measurable sets into
Ln-measurable sets, and

Ln∗(T (E)) = | detT | Ln∗(E), ∀E ⊂ Rn, (2.8)

in particular, linear maps map set of measure zero into sets of measure
zero. Lipschitz-continuous functions, and consequently C1 functions do
the same, however continuous functions do not; in fact, continuous maps
may map null sets into sets of positive Lebesgue measure.

The formula (2.8) extends to diffeomorphisms, i.e., one-to-one trans-
formations of class C1 with inverse of class C1, as follows.

2.15 Theorem (Change of variables). Let A be an open set in Rn,
and let ϕ : A → Rn be a map of class C1. Then ϕ maps measurable sets
into measurable sets and negligible sets into negligible sets. Moreover, if
E ⊂ A is measurable, and ϕ is injective in E, then:

(i) We have

Ln(ϕ(E)) =
∫

E

| detDϕ(x)| dx.

(ii) If f : ϕ(E) → R is any function, then f is integrable on ϕ(E) if and
only if x → f(ϕ(x)) | detDϕ(x)| is integrable on E and∫

ϕ(E)

f(y) dy =
∫

E

f(ϕ(x)) | detDϕ(x)| dx.

Notice that there is no need to assume detDϕ(x) �= 0, yet another relevant
consequence of the Lebesgue integrability.

2.1.4 Differentiation and primitives

Let f, g : Rn → R be two nonnegative and measurable functions. Of course,∫
A f(x) dx =

∫
A g(x) dx ∀A ⊂ Rn if and only if f(x) = g(x) a.e. x ∈ Rn.

Is there a way to characterize f(x) in terms of integrals, or more precisely
in terms of the map A → ∫

A f(x) dx? The theory of differentiation of
integrals answers this important question in measure theory.

Recall that, if f : R → R is continuous, then the integral mean value
theorem yields

f(x0) = lim
r→0

1
2r

∫ x0+r

x0−r

f(t) dt ∀x0 ∈ R.

We also have the following.
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Figure 2.5. Two classic books on Lebesgue’s integration.

2.16 Theorem (Lebesgue’s differentiation). Let f : Rn → R be such
that
∫ |f |p dx < +∞ for some 1 ≤ p < +∞. Then, for a.e. x ∈ Rn we

have
1

|B(x0, r)|
∫

B(x0,r)

|f(y) − f(x)|p dy → 0 as r → 0+;

in particular, for a.e. x ∈ Rn,

1
|B(x, r)|

∫
B(x,r)

f(y) dy → f(x) for a.e. x ∈ Rn.

Notice that if f ∈ L1(E), E being measurable in Rn, by applying the
previous theorem to the function

f̃(x) =

{
f(x) if x ∈ E,

0 if x ∈ Ec

we get that for a.e. x ∈ E

1
|B(x0, r)|

∫
E∩B(x0,r)

|f(y) − f(x)|p dy → 0 as r → 0+;

in particular, for a.e. x ∈ Rn,

1
|B(x, r)|

∫
E∩B(x,r)

f(y) dy →
{

f(x) for a.e. x ∈ E,

0 for a.e. x ∈ Ec.
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2.17 Example. If f ∈ L1(] − 1, 1[), then for L1-a.e. x ∈] − 1, 1[ we have

lim
r→0

1

2r

Z +r

−r
f(y) dy = f(x).

2.18 Definition. Let f : E ⊂ Rn → R be summable in E. We say that a
point x ∈ E is a Lebesgue point for f if there exists λ ∈ R such that

lim
r→0

1
|B(x, r)|

∫
E∩B(x,r)

|f(y) − λ| dy → 0. (2.9)

The set of Lebesgue points is then denoted by Lf . Moreover, the value
λ = λ(x) such that (2.9) holds is unique and it is called the Lebesgue value
of f at the Lebesgue point x of f . Therefore, we have a map λ : Lf → R

that is called the Lebesgue representative of f and, with these notations,
the Lebesgue differentiation theorem, Theorem 2.16, reads as follows.

2.19 Theorem (Lebesgue’s differentiation). Let f ∈ L1(E) and let
Lf be the set of Lebesgue points of f . Then E \ Lf has zero Lebesgue
measure, Ln(E \ Lf ) = 0.

2.20 Asymmetric differentiation. In the differentiation theorem, The-
orem 2.16, we can replace balls with cubes, and actually differentiate with
respect to bounded sets A such that for instance

A ⊂ B(0, 100), |A| = c|B1|.

For x ∈ Rn and r > 0, we set Ax,r := x + rA. Trivially Ax,r ⊂ B(x, 100r)
and |Ax,r| = rn|A| = crn|B1| = c|B(x, r)|.

Theorem. Let f : E ⊂ Rn → R be measurable with
∫

E |f |p dx < ∞ for
some 0 ≤ p < +∞. Then for a.e. x ∈ E we have

1
|Ax,r|

∫
E∩Ax,r

|f(y) − f(x)|p dy → 0 as r → 0+.

Example. If f ∈ L1(R), then for a.e. x ∈ R we have

lim
r→0+

1

r

Z r

0
f(y) dy = lim

r→0+

1

r

Z 0

−r
f(y) dy = f(x)

and also

lim
r→0+

1

8r

Z 10r

2r
f(y) dy = f(x).

We conclude by collecting a few relevant consequences of the differen-
tiation theorem.
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2.21 Theorem (Vitali). Monotone real-valued functions f : R → R are
a.e. differentiable in the classic sense. Moreover, h′ ∈ L1((a, b)) ∀a, b ∈ R,
h′ is nonnegative if h is nondecreasing and

0 ≤
∫ y

x

h′(t) dt ≤ h(y) − h(x) ∀x < y.

A function f : R → R is said to be absolutely continuous if for any ε > 0
there exists δ > 0 such that

∑∞
k=1 |f(xk) − f(yk)| < ε whenever {xk} and

{yk} are such that
∑∞

k=1 |xk−yk| < δ. Trivially Lipschitz-continuous func-
tions are absolutely continuous, absolutely continuous functions are con-
tinuous, and there exist functions that are continuous but not absolutely
continuous. A celebrated example is the so-called Cantor–Vitali function,
see [GM5]. We have the following.

2.22 Theorem (Vitali). A function f : [a, b] → R is absolutely contin-
uous in [a, b] if and only if f is a.e. differentiable in [a, b], f ′ ∈ L1([a, b])
and ∫ y

x

h′(t) dt = h(y) − h(x) ∀x, y ∈ [a, b], x < y. (2.10)

The above implies that Lipschitz-continuous functions from R into R

are a.e. differentiable and that the equality (2.10) holds for them. For
Lipschitz-continuous functions of several variables we state the following.

2.23 Theorem (Rademacher). Every Lipschitz-continuous function f :
Rn → R is differentiable in the classic sense for a.e. x ∈ Rn. Moreover,
the components of the map x → Df(x) are measurable and

||Df(x)||∞,Rn = Lip (f).

2.2 Convergence Theorems

In many respects and especially for the applications, the main results of
Lebesgue’s integration theory are contained in Beppo Levi’s monotone
convergence theorem, Theorem 2.7 (iv), and in Proposition 2.10. In this
section we discuss some important, useful consequences.

a. Monotone convergence
First we state in a more general form Beppo Levi’s theorem, weakening
the positivity assumption and taking advantage of the fact that a.e. equal
functions have the same integral.
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Figure 2.6. The first page of the paper Sulle funzioni integrali, Acad. Sci. Torino 1905,
by Giuseppe Vitali (1875–1932) and the frontispiece of the paper, again by Giuseppe
Vitali, where for the first time the example of a set that is not Lebesgue measurable is
presented.

2.24 Theorem (Beppo Levi). Let {fk} be a nondecreasing sequence of
integrable functions on E ⊂ Rn such that fk(x) → f(x) for a.e. x ∈ E.
If there exists a function φ ∈ L1(E) such that fk(x) ≥ φ(x) for all k and
a.e. x ∈ E, then ∫

E

f(x) dx = lim
k→∞

∫
E

fk(x) dx.

Proof. We apply Beppo Levi’s theorem to the nondecreasing sequence of nonnegative
functions {fk − φ} to getZ

E
(fk(x) − φ(x)) dx →

Z
E

(f(x) − φ(x)) dx.

The result then follows on account of the fact that φ has finite integral. ��

2.25 ¶. Notice that the assumption fk ≥ φ, φ ∈ L1(E), that is, the assumption that
the lower envelope of the f ′

ks is summable, cannot be omitted, as shown by the sequence

fk(x) :=

8<:−1 if x > k,

0 otherwise.

As a trivial consequence of Beppo Levi’s theorem we can state the
following.

2.26 Corollary (Total convergence of series). Let fk : E → R, k =
1, 2 . . . , be nonnegative measurable functions on E. Then
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Figure 2.7. Frontispiece of the first edition of the treatise on integration by Henri
Lebesgue (1875–1941) and a page from the second edition of 1928.

∫
E

∞∑
k=1

fk(x) dx =
∞∑

k=1

∫
E

fk(x) dx.

2.27 Corollary. Let fk : E → R, k = 1, 2, . . . be measurable functions on
E. If {fk} is nonincreasing and there exists φ ∈ L1(E) such that fk(x) ≤
φ(x) for all k and a.e. x ∈ E, then∫

E

lim
k→∞

fk(x) dx = lim
k→∞

∫
E

fk(x) dx.

2.28 ¶. Notice that the assumption fk ≤ φ, φ ∈ L1(E) cannot be omitted as shown
by the sequence

fk(x) :=

8<:1 if x < −k,

0 otherwise.

2.29 ¶. Let f : E → R be integrable on E and let {Ek}, k = 1, 2, . . . , be a sequence of
denumerable pairwise disjoint measurable subsets such that E = ∪kEk. Show thatZ

E
f(x) dx =

∞X
k=1

Z
Ek

f(x) dx.

b. Dominated convergence
2.30 Lemma (Fatou). Let {fk} be a sequence of nonnegative and mea-
surable functions on E. Then
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∫
E

lim inf
k→∞

fk(x) dx ≤ lim inf
k→∞

∫
E

fk(x) dx.

Proof. The functions gn(x) := infk≥n fk(x), are nonnegative, measurable on E, and
form a nondecreasing sequence; moreover

0 ≤ gn(x) ≤ fk(x), k ≥ n, lim inf
κ→∞ fk(x) := lim

n→∞ gn(x).

Thus
R
E

gn(x) dx ≤ infk≥n

R
E

fk(x) dx, and we infer, using Beppo Levi’s theorem,Z
E

lim inf
k→∞

fk(x) dx = lim
n→∞

Z
E

gn(x) dx ≤ lim
n→∞ inf

k≥n

Z
E

fk(x) dx =: lim inf
k→∞

Z
E

fk(x) dx.

��

As previously, we can weaken the positivity condition to get the fol-
lowing result.

2.31 Corollary (Fatou lemma). Let {fk} be a sequence of integrable
functions on E and let φ ∈ L1(E).

(i) If fk(x) ≥ φ(x) for all k and a.e. x ∈ E, then∫
E

lim inf
k→∞

fk(x) dx ≤ lim inf
k→∞

∫
E

fk(x) dx.

(ii) If fk(x) ≤ φ(x) for all k and a.e. x ∈ E, then

lim sup
k→∞

∫
E

fk(x) dx ≤
∫

E

lim sup
k→∞

fk(x) dx.

2.32 Theorem (Lebesgue dominated convergence theorem). Let
{fk} be a sequence of measurable functions on E ⊂ Rn. If

(i) fk(x) → f(x) for a.e. x ∈ E,
(ii) there exists φ ∈ L1(E) such that |fk(x)| ≤ φ(x) for all k and a.e.

x ∈ E,

then ∫
E

|fk(x) − f(x)| dx → 0,

in particular ∫
E

fk(x) dx →
∫

E

f(x) dx.

Proof. By the assumptions |fk(x)−f(x)| → 0 for a.e. x ∈ E and |fk(x)−f(x)| ≤ 2φ(x)
for all k and a.e. x ∈ E. Fatou’s lemma, Corollary 2.31 (ii), then yields

lim sup
k→∞

Z
E
|fk(x) − f(x)| dx ≤

Z
E

lim sup
k→∞

|fk(x) − f(x)| dx =

Z
E

0 dx = 0.

The second part of the claim follows since˛̨̨̨ Z
E

fk(x) dx −
Z

E
f(x) dx

˛̨̨̨
=

˛̨̨̨ Z
E

(fk(x) − f(x)) dx

˛̨̨̨
≤
Z

E
|fk(x) − f(x)| dx.

��
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2.33 ¶. Notice that the assumption (ii) amounts to requiring that the envelope of the
functions |fk|, defined as φ(x) := supk |fk(x)| is a summable function on E. Notice that
(ii) cannot be omitted as it is shown by the sequence

fk(x) =

8<:k if 0 < x < 1/k,

0 otherwise.

Finally, we state the following important convergence theorem for series
of functions.

2.34 Theorem (Lebesgue). Let {fn} be a sequence of measurable func-
tions on E such that

∞∑
k=0

∫
E

|fn(x)| dx < +∞.

Then the series of functions
∑∞

k=0 fn(x) converges absolutely for a.e. x ∈
E to a function f ∈ L1(E) and∫

E

∣∣∣f(x) −
p∑

k=0

fk(x)
∣∣∣ dx → 0 p → ∞. (2.11)

In particular, ∫
E

f(x) dx =
∞∑

k=0

∫
E

fk(x) dx.

Proof. For all x ∈ E, we let g(x) ∈ R+ be the sum of the series
P∞

k=0 |fk(x)| with
positive terms. From Beppo Levi’s theorem and the assumptions we haveZ

E
g(x) dx =

∞X
k=0

Z
E
|fk(x)| dx < +∞.

Hence g is summable on E. Proposition 2.10 yields g(x) < +∞ for a.e. x ∈ E. Therefore,
for these x the series

P∞
k=0 fk(x) converges absolutely to a real-valued function f(x) :=P∞

k=0 fk(x) and for all integers p ≥ 1 we have˛̨̨ ∞X
k=p

fk(x)
˛̨̨
≤

∞X
k=p

|fk(x)|, (2.12)

hence

|f(x)| ≤
∞X

k=0

|fk(x)| = g(x)

for a.e. x ∈ E. This yields f ∈ L1(E). Integrating (2.12) we also inferZ
E

˛̨̨
f(x) −

p−1X
k=0

fk(x)
˛̨̨
dx =

Z
E

˛̨̨ ∞X
k=p

fk(x)
˛̨̨
dx ≤

Z
E

∞X
k=p

|fk(x)| dx =
∞X

k=p

Z
E
|fk(x)| dx,

hence the first part of the claim, when p tends to infinity. The second part easily follows
as ˛̨̨̨ Z

E
f(x) dx −

p−1X
k=0

Z
E

fk(x) dx

˛̨̨̨
≤
Z

E

˛̨̨
f(x) −

p−1X
k=0

fk(x)
˛̨̨
dx → 0 as p → ∞.

��
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c. Absolute continuity of the integral
2.35 Theorem (Absolute continuity of the integral). Suppose f ∈
L1(E). Then for every ε > 0 there exists δ > 0 such that for every mea-
surable subset F ⊂ E with |F | < δ we have

∫
F
|f | dx < ε. Equivalently∫

E

f(x) dx → 0 as |E| → 0.

Proof. Let ε > 0. We set

fk(x) =

8>><>>:
k if f(x > k,

f(x) if − k ≤ f(x) ≤ k,

−k if f(x < −k.

Trivially |fk(x) − f(x)| → 0 for every x ∈ E as k → ∞, and |fk(x) − f(x)| ≤ 2|f(x)| ∈
L1(E); the theorem of dominated convergence, Theorem 2.32, then yields that there
exists N = Nε such that Z

E
|f(x) − fN (x)| dx < ε/2.

We now choose δ := ε/(2N); clearly for any F ⊂ E with |F | ≤ δ we findZ
F
|fN (x)| dx ≤ N |F | ≤ N

ε

N
= ε/2

hence Z
F
|f(x)| dx ≤

Z
F
|fN (x)| dx +

Z
E
|f − fN | dx ≤ ε

2
+

ε

2
= ε.

��

2.36 ¶. Let f be summable in R
n. Show that the function

F (x, r) :=

Z
B(x,r)

f(t) dt, x ∈ R
n, r ≥ 0,

is continuous on Rn × [0, +∞[.

d. Differentiation under the integral sign
Let E be a measurable set in Rn and let A be an open set in Rk. If f(t, x)
is a function defined in A × E and integrable on E for each fixed t ∈ A,
we may consider the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A.

2.37 Proposition. Let A ⊂ Rk be open and E ⊂ Rn measurable. If f :
A × E → R is such that

(i) for a.e. x ∈ E the function t → f(t, x) is continuous on A,
(ii) ∀t ∈ A the function x → f(t, x) is summable on E,
(iii) there exists φ ∈ L1(E) such that

|f(t, x)| ≤ φ(x) for all t ∈ A and a.e. x ∈ E, (2.13)
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then the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A,

is continuous on A.

Proof. Let t0 ∈ A and let {tk} be a sequence in A converging to t0. If gk(x) := f(tk , x),
then gk(x) → f(t0, x) as k → ∞ for a.e. x ∈ E and |gk(x)| ≤ φ(x) ∈ L1(E) for all k
and a.e. x ∈ E. The dominated convergence theorem, Theorem 2.32, then yields

F (tk) =

Z
E

f(tk , x) dx =

Z
E

gk(x) dx →
Z

E
f(t0, x) dx = F (t0),

i.e., the conclusion since the point t0 and the sequence {tk} were arbitrary. ��

2.38 ¶. Notice the following:

(i) The hypotheses of Proposition 2.37 hold if A and E are bounded domains and

f ∈ C0(A × E).
(ii) Consider the family of functions x → ft(x) := f(t, x) when t varies in A. The

estimate (2.13) amounts to the summability of the envelope h(x) := supt∈A |ft(x)|
of the family {|ft(x)|}t∈A.

(iii) The assumption (2.13) cannot be omitted. Indeed, if

f(t, x) =

8<: |t|−|x|
t2

if |x| < t,

0 if |x| ≥ t,

we have F (t) = 1 for t �= 0 and F (0) = 0.

The following claim is a simple extension of Proposition 2.37.

2.39 Proposition. Let A ⊂ Rk be open and let f : A×]c, d[→ R be a
function such that

(i) x → f(t, x) is summable for all t ∈ A,
(ii) t → f(t, x) is continuous on A for a.e. x,
(iii) there exists φ ∈ L1(]c, d[) such that |f(t, x)| ≤ φ(x) for all t ∈ A and

a.e. x ∈]c, d[,

Then the function F : A×]c, d[×]c, d[→ R defined by

F (t, r, s) :=
∫ s

r

f(t, x) dx

is continuous on A×]c, d[×]c, d[.

Proof. Let t, t0 ∈ A and r, s, r0, s0 ∈]c, d[. According to Proposition 2.37 we have

F (t, r0, s0) − F (t0, r0, s0) = o(1) as t → t0

while

|F (t, r, s) − F (t, r0, s0)| ≤
˛̨̨̨ Z r

r0

|f(t, x)| dx

˛̨̨̨
+

˛̨̨̨ Z s

s0

|f(t, x)| dx

˛̨̨̨
≤
˛̨̨̨ Z r

r0

φ(x) dx

˛̨̨̨
=

˛̨̨̨ Z s

s0

φ(x) dx

˛̨̨̨
= o(1),
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uniformly in t as r → r0 and s → s0 by the absolute continuity of the integral, Theo-
rem 2.35. Therefore we conclude

|F (t, r, s) − F (t0, r0, s0)|
≤ |F (t, r, s) − F (t, r0, s0)| + |F (t, r0, s0) − F (t0, r0, s0)| → 0

as (t, r, s) → (t0, r0, s0). ��

Now let us state the theorem of derivation under the integral sign.

2.40 Theorem. Let A ⊂ Rk be open and E ⊂ Rn be measurable. Denote
by t = (t1, t2, . . . , tk) and x = (x1, x2, . . . , xn) the coordinates in A and
E respectively. Suppose that f : A × E → R, f = f(t, x), satisfies the
following:

(i) x → f(t, x) is Ln-summable on E for all t ∈ A,
(ii) f has a partial derivative in the variable tj at (t, x) for all t and for

a.e. x ∈ E,
(iii) there exists φ ∈ L1(E) such that∣∣∣ ∂f

∂tj
(t, x)
∣∣∣ ≤ φ(x) for all t ∈ A and a.e. x ∈ E. (2.14)

Then the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A,

has a partial derivative with respect to tj at t for all t ∈ A and

∂F

∂tj
(t) =

∫
E

∂f

∂tj
(t, x) dx ∀t ∈ A.

Proof. Let t0 ∈ A and let tk → t0. Since A is open, we assume without loss of generality
that tk ∈ B(t0, δ) for some δ > 0. We have

F (tk) − F (t0)

tk − t0
=

Z
E

f(tk , x) − f(t0, x)

tk − t0
dx.

Also
f(tk , x) − f(t0, x)

tk − t0
→ ∂f

∂tj
(t0, x) as k → ∞

for a.e. x ∈ E, thus ∂f
∂tj

(t0, x) is measurable on E. Applying Lagrange’s theorem and

the assumption (iii), we find ξk ∈ A such that˛̨̨f(tk , x) − f(t0, x)

tk − t0

˛̨̨
=
˛̨̨∂f

∂t
(ξk, x)

˛̨̨
≤ φ(x)

for all k and for a.e. x ∈ E. Therefore, the dominated convergence theorem yields that

x → ∂f
∂t

(t0, x) is summable on E and that

F (tk) − F (t0)

tk − t0
=

Z
E

f(tk , x) − f(t0, x)

tk − t0
dx →

Z
E

∂f

∂t
(t0, x) dx,

i.e., the conclusion, since the point t0 and the sequence {tk} were arbitrary. ��
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2.41 Corollary. Let A ⊂ Rk be open and let f : A×]c, d[→ R be a con-
tinuous function such that

(i) for all t ∈ A, x → f(t, x) is summable on ]c, d[,
(ii) t → f(t, x) is of class C1(A) for a.e. x ∈]c, d[,
(iii) there exists φ ∈ L1(]c, d[) such that

k∑
j=1

∣∣∣ ∂f

∂tj
(t, x)
∣∣∣ ≤ g(x) for all t and a.e. x ∈]c, d[,

Then the function

F (t, r, s) :=
∫ s

r

f(t, x) dx

is of class C1(A×]c, d[×]c, d[). In particular, if α, β ∈ C1(A) take value in
]c, d[, then the map

G(t) :=
∫ β(t)

α(t)

f(t, x) dx

is of class C1(A) and, for j = 1, . . . , k we have

∂G

∂tj
(t) =

∫ β(t)

α(t)

∂f

∂tj
(t, x) dx + f(t, β(t))

∂β

∂tj
(t) − f(t, α(t))

∂α

∂tj
(t).

Proof. Theorem 2.40 yields the existence of the partial derivatives of F (t, r, s) with
respect to the t’s variables, which are continuous by Proposition 2.39. On the other
hand, by the fundamental theorem of calculus,

∂F

∂s
(t, r, s) = f(t, s),

∂F

∂r
= −f(t, r)

that are continuous by assumptions. Thus F (t, r, s) is of class C1(A×]c, d[×]c, d[). The
chain rule yields the second part of the claim, since

G(t) = F (t, α(t), β(t)), ∀t ∈ A.

��

2.3 Mollifiers and Approximations

a. C0-approximations and Lusin’s theorem
From Theorem 2.3 and Tietze’s extension theorem, see [GM3], we readily
infer the following.
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2.42 Theorem (Lusin). Let f : E ⊂ Rn → R be measurable on E. For
every ε > 0 there exists a continuous function gε : Rn → R such that

Ln
({

x ∈ E
∣∣∣ f(x) �= gε(x)

})
< ε and ||g||∞,E ≤ ||f ||∞,E .

Moreover, if f = 0 outside an open set Ω of finite measure, then for every
ε > 0 there exists a function g ∈ C0

c (Ω) such that

|{x ∈ Ω | f(x) �= g(x)}| < ε, and ||g||∞,Ω ≤ ||f ||∞,Ω.

Proof. Theorem 2.3 yields a closed set C ⊂ E such that f|C is continuous and Ln(E \
C) < ε. By Tietze’s theorem f|C admits a continuous extension g : Rn → R with

||g||∞,Rn ≤ sup
x∈C

|f(x)| = ||f ||∞,C ≤ ||f ||∞,E

and, since {x ∈ E | f(x) �= g(x)} ⊂ E \ C, we have˛̨̨n
x ∈ E

˛̨̨
f(x) �= g(x)

o˛̨̨
< ε.

The second part of the claim can be proved similarly. Since Ω has finite measure,
Lusin’s theorem, Theorem 2.3, yields a compact set K ⊂⊂ Ω such that |Ω \K| < ε and
f|K is continuous. If ε0 > 0 is such that K ⊂⊂ Ωε0 , where

Ωε0 :=
n

x ∈ Ω
˛̨̨
dist (x, ∂Ω) > ε0

o
,

the function f : K ∪ Ωc
ε0

→ R defined by

f(x) =

8<:f(x) x ∈ K,

0 se x ∈ Ωc
ε0

is continuous on the closed set K ∪ Ωc
ε0

, hence by Tietze’s extension theorem admits a
continuous extension to the whole of Rn with

||g||∞,Rn ≤ ||f ||∞,Ωc
ε0

∪K ≤ ||f ||∞,Ω.

Clearly g ∈ C0
c (Ω) and, since {x ∈ Ω | f(x) �= g(x)} ⊂ Ω \ K, we conclude that˛̨̨n

x ∈ A
˛̨̨
f(x) �= g(x)

o˛̨̨
< ε.

��

As a consequence we find the following.

2.43 Theorem. Let Ω be an open set in Rn and let f : Ω → R be
summable on Ω. There exists a sequence {ϕn} of functions of class C0

c (Ω)
such that ∫

Ω

|f(x) − ϕn(x)| dx → 0 as n → ∞.
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Proof. It suffices to show that for any ε > 0, there exists g ∈ C0
c (Ω) such that

R
Ω |f−g| <

2ε. Given ε > 0 we choose N large so that, by setting

fN (x) :=

8>>>>><>>>>>:
N if f(x) > N and |x| ≤ N,

f(x) if |f(x)| ≤ N and |x| ≤ N,

−N if f(x) < −N and |x| ≤ N,

0 if |x| > N,

we have
R
Ω
|f − fN | dx < ε. This can be done since

R
Ω
|f − fN | dx → 0 as N → ∞ by

the dominated convergence theorem.
According to Theorem 2.42 there exists a function g ∈ C0

c (Ω) such that

||g||∞ ≤ ||fN ||∞ ≤ N and |{x ∈ Ω | g(x) �= fN (x)}| <
ε

2N
.

Consequently we findZ
Ω
|f − g| dx ≤

Z
Ω
|f − fN | dx +

Z
Ω
|fN − g| dx ≤ ε + 2N

ε

2N
= 2ε.

��

2.44 Proposition (Mean continuity). Let f ∈ L1(Rn). Then∫
Rn

|f(x + h) − f(x)| dx → 0 as h → 0.

Proof. (i) If f ∈ C0
c (Rn), spt f ⊂ B(0, R), and |h| < 1, we have

|f(x + h) − f(x)| → 0 for all x ∈ E

|f(x + h) − f(x)| ≤ 2||f ||∞χB(0,R+1)(x).

Therefore, in this case, the claim follows from the dominated convergence theorem.

(ii) In the general case we proceed by approximation. Given ε > 0, there exists g ∈
C0

c (Rn) such that
R

Rn |f − g| dx < ε. SinceZ
Rn

|f(x + h) − f(x)| dx ≤
Z

Rn
|g(x + h) − g(x)| dx + 2

Z
Rn

|f − g| dx

when h → 0, by (i) we conclude

limsup
h→0

Z
Rn

|f(x + h) − f(x)| dx ≤ 2ε.

��

b. Mollifying in Rn

A function k(x) ∈ C∞(Rn) such that

k(x) = k(−x), k(x) ≥ 0, k(x) = 0 if |x| ≥ 1 and
∫

Rn

k(x) dx = 1,

is called a mollifying (or regularizing) kernel. The family

kε(x) := ε−nk
(x

ε

)
, ε > 0,
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1−1 1 − δ 1 + δ

Figure 2.8. The function
R

R
χ[−1,1](y)χ[−δ,δ](x − y) dx, δ ≤ 1.

is the family of mollifiers generated by k. Clearly kε(x) = kε(−x), kε(x) ≥
0 and kε(x) = 0 outside B(0, ε). Moreover, by the change of variables
y = x/ε, ∫

Rn

kε(y) dy = 1 ∀ε > 0.

2.45 Example. The function ϕ(x) := g(|x|), x ∈ Rn, where

ϕ(x) :=

8<:exp
“
− 1

1−|x|2
”

if |x| < 1,

0 otherwise

is symmetric, nonnegative, of class C∞(B(0, 1)), and nonzero exactly on B(0, 1). Con-
sequently, if

C :=

Z
Rn

ϕ(x) dx,

the function k(x) := 1
C

ϕ(x) is a mollifying kernel in Rn.

A function f : Rn → R is locally summable and we write f ∈ L1
loc(R

n),
if f ∈ L1(A) for any bounded set A ⊂ Rn. If f is locally summable in Rn,
the function

fε(x) = f ∗ kε(x) :=
∫

Rn

kε(x − y)f(y) dy

is called the ε-regularized, or ε-mollified, of f , and the operators Sε(f) := fε

are called the regularizing operators associated to k. Notice that

f ∗ kε(x) =
∫

Rn

kε(x − y)f(y) dy =
∫

B(x,ε)

f(y)kε(x − y) dy

=
∫

B(0,ε)

f(x − z)kε(z) dz

−1 1

Figure 2.9. A convolution kernel and a regularized of f(x) = χ[−1,1](x).
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since kε vanishes outside B(0, ε); the last inequality follows by changing y
into z := x − y.

Finally, given Ω ⊂ Rn and ε > 0, we define

Ωε :=
{
x ∈ Ω

∣∣∣dist (x, ∂Ω) > ε
}
, Ω−ε :=

{
x ∈ Rn

∣∣∣ dist (x, Ω) < ε
}
.

Of course Ωε is nonempty for ε small if and only if Ω has nonempty interior.

2.46 Proposition. Let f : Rn → R be a summable function. Then

(i) For any ε > 0, the function fε(x) := f ∗ kε(x), x ∈ Rn, is of class
C∞(Rn). If f is constant in Ω, f(x) = c, then fε(x) = c in Ωε. In
particular, if f vanishes outside Ω, then fε vanishes outside Ω−ε.

(ii) We have∫
Rn

|fε(x)| dx ≤
∫

Rn

|f(x)| dx and
∫

Rn

|fε − f | dx → 0.

(iii) For every compact K ⊂ Rn we have

sup
x∈K

|fε(x)| ≤ ||f ||∞,K−ε .

Proof. (i) The theorem of differentiation under the integral sign yields that f ∗ kε(x)
has continuous partial derivatives and for i = 1, . . . , n,

Di(f ∗ kε)(x) =

Z
Rn

f(y)Dikε(x − y) dy.

By induction we conclude that fε = f ∗ kε ∈ C∞(Rn). The second part of the claim

follows since kε has support in B(0, ε).

(ii) Changing the order of integration, Fubini’s theorem, we inferZ
Rn

|gε(x)| dx ≤
Z

Rn
dx

Z
Rn

|g(y)| kε(x − y) dy =

Z
Rn

|g(y)|
„Z

Rn
kε(x − y) dx

«
dy.

Since
R

Rn kε(x − y) dx = 1 ∀y ∈ Rn, we conclude thatZ
Rn

|gε(x)| dx ≤
Z

Rn
|g(y)| dy.

To prove the second part of the claim, first, we notice that we have

|fε(x) − f(x)| =

˛̨̨̨ Z
Rn

f(y)kε(x − y) dy − f(x)

˛̨̨̨
=

˛̨̨̨ Z
Rn

(f(y) − f(x))kε(x − y) dy

˛̨̨̨
≤
Z

Rn
kε(z)|f(x − z) − f(x)|, (2.15)

and, integrating we concludeZ
Rn

|fε(x) − f(x)| dx ≤
Z

Rn
kε(z)

„Z
Rn

|f(x − z) − f(x)| dx

«
dz.

Given σ > 0, by Proposition 2.44 there exists ε0 > 0 such thatZ
Rn

|f(x − z) − f(x)| dx < σ
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for all z with |z| < ε0. Therefore, for every ε < ε0 we haveZ
Rn

kε(z)

„Z
Rn

|f(x − z) − f(x)| dx

«
dz ≤ σ

Z
Rn

kε(z) dz = σ.

(iii) For all x ∈ R
n we have

|fε(x)| ≤
Z

B(x,ε)
|f(y)|kε(x − y) dy ≤ ||f ||∞,K−ε

Z
B(x,ε)

kε(x − y) dy = ||f ||∞,K−ε
.

��

c. Mollifying in Ω
Let Ω ⊂ Rn be an open set and let f : Ω → R be summable. We can
extend f as a function f defined on all of Rn and summable on Rn in
several ways, for example as

f(x) =

{
f(x) if x ∈ Ω,

0 if x ∈ Ωc.
(2.16)

The mollified of f , a priori depend on the value of f on Ωc; however, for
every ε > 0, if Ωε �= ∅, the value of the ε-mollified of f at point x ∈ Ωε

depends merely on f , since f = f on B(x, ε) and

f ε(x) =
∫

B(x,ε)

f(y)kε(x − y) dy =
∫

Ω

f(y)kε(x − y) dy. (2.17)

We therefore define the ε-mollified, or ε-regularized, of f in Ω by setting
for x ∈ Ωε

fε(x) :=
∫

Ω

f(y)kε(x − y) dy =
∫

B(x,ε)

f(y)kε(x − y) dy

so that (2.17) writes also as fε(x) = f ε(x) ∀x ∈ Ωε.

2.47 Proposition. Let Ω be an open set in Rn and let f : Ω → R be a
summable function. For all ε > 0, the ε-mollified fε := f ∗kε is well defined
in Ωε and we have the following.

(i) If Ω̃ ⊂⊂ Ω, then∫
eΩ

|fε| dx ≤
∫

Ω

|f | dx, ||fε||∞,eΩ ≤ ||f ||∞,Ω ∀ε < dist (Ω̃, ∂Ω)

and ∫
eΩ

|fε(x) − f(x)| dx → 0 as ε → 0.

(ii) If f ∈ C0(Ω), then fε → f uniformly on compact sets of Ω.
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(iii) If f ∈ Ck(Ω), then for every α, |α| ≤ k,

Dα(f ∗ kε)(x) = (Dαf) ∗ kε(x) ∀x ∈ Ωε,

and Dαfε → Dαf uniformly on compact sets of Ω.
(iv) If f ∈ Lip(Ω), then fε is Lipschitz-continuous in Ωε and

sup
x,y∈Ωε

|fε(x) − fε(y)|
|x − y| ≤ Lip (f, Ω).

(v) If ϕ : E → R, ||ϕ||∞,E < +∞ and sptϕ ⊂ Ω2ε, then fϕε and fεϕ are
summable on Ω and∫

Ω

f(x)ϕε(x) dx =
∫

Ω

fε(x)ϕ(x) dx.

Proof. Let f be as in (2.16).

(i) Trivially, it follows from Proposition 2.46.

(ii) Let K be compact and let ε0 := dist (K, ∂Ω). The set Kε0/2 is again a compact in

Ω, and using (2.15) we infer

|fε(x) − f(x)| = |fε(x) − f(x)| ≤ sup
z∈B(0,ε)

|f(x − z) − f(x)|

= sup
z∈B(0,ε)

|f(x − z) − f(x)| ≤ sup
x∈K,y∈Kε0/2

|x−y|<ε

|f(y) − f(x)| (2.18)

for all ε < ε0/2. The uniform continuity of f on Kε0/2 yields, for σ > 0, a δ > 0 such

that |f(x) − f(y)| < σ if x, y ∈ Kε0/2 and |x − y| < δ. Therefore we find

|fε(x) − f(x)| ≤ σ ∀ε ≤ min(δ, ε0/2) and ∀x ∈ K,

i.e., fε → f uniformly on K.

(iii) Changing variables, z = x − y, we find

fε(x) =

Z
B(0,ε)

f(x − z)kε(z) dz,

and differentiating under the integral sign,

Di(f ∗kε)(x) =

Z
B(0,ε)

Dif(x−z)kε(z) dz =

Z
B(x,ε)

Dif(y)kε(x−y) dy = (Dif)∗kε(x).

From (ii) we then infer that Difε → Dif uniformly on the compact sets of Ω.

(iv) In fact, if x, y ∈ Ωε, then

|fε(x) − fε(y)| =

˛̨̨̨ Z
B(0,ε)

(f(x − z) − f(y − z))kε(z) dz

˛̨̨̨
≤
Z

B(0,ε)
|f(x − z) − f(y − z)|kε(z) dz ≤ Lip (f, Ω)|x − y|.

(v) Using (i) we find
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Z
Ω
|f(x)| |ϕε(x)| dx =

Z
Ωε

|f(x)| |ϕε(x)| dx ≤ ||ϕε||∞,Ωε

Z
Ω
|f | dx

≤ ||ϕ||∞,Ω

Z
Ω
|f | dx < +∞

and Z
Ω
|fε(x)| |ϕ(x)| dx =

Z
Ω2ε

|fε(x)| |ϕ(x)| dx ≤ ||ϕ||∞,Ω

Z
Ω
|f | dx < +∞.

The function f(x)ϕ(y)kε(x − y), (x, y) ∈ Ω × Ω, is summable; therefore, by changing
the order of integration, we findZ

Ω
f(x)ϕε(x) dx =

Z
Ω

f(x)

„Z
Ω

ϕ(y)kε(x − y)dy

«
dx

=

Z
Ω

dx

Z
Ω

f(x)ϕ(y)kε(x − y) dy

=

Z
Ω

ϕ(y)

„Z
Ω

f(x)kε(x − y) dx

«
dy

=

Z
Ω

ϕ(y)

„Z
Ω

f(x)kε(y − x) dx

«
dy

=

Z
Ω

ϕ(y)fε(y) dy.

��

2.4 Calculus of Integrals

The aim of this section is to familiarize the reader with the calculus of
multiple integrals and with the theorem of derivation under the integral
sign.

2.4.1 Calculus of multiple integrals

As we have seen, the calculus of a double integral, i.e., of the integral of
a function of two independent variables, can be reduced to the successive
calculus of two simple integrals, i.e., of a function of one variable, and
this can be done in two different ways that are equivalent. Moreover, if
it is useful, we may at each stage change variables. For the calculus of a
triple integral, i.e., the integral of a function of three variables, there are
12 different ways of using the formula of reduction of integrals, a priori all
praticable, and at each step we can change variables. In short, any strategy
that uses all possible combinations of Fubini’s theorem in one of its forms
and of the theorem of change variables, even the most unlikely, is possible
as long as it leads to the end.
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β(x)

x b

α(x)

x

y

a

Ex

Figure 2.10. A normal subset in R2.

The aim of exercises is that of learning how to choose an optimal strat-
egy for the calculus of integrals on the basis, for instance, of symmetries
of the domain of integration and/or of the function to be integrated.

We recall that, for the formula of reduction of integrals to be valid, see
Tonelli’s theorem, Theorem 2.14, the summability of the involved functions
is required.

2.48 ¶. Show that the assumption of integrability in Tonelli’s theorem is essential. For
instance, show that the following iterated integralsZ 1

0
dy

Z ∞

1
(e−xy − 2e−2xy) dx,

Z ∞

1
dx

Z 1

0
(e−xy − 2e−2xy) dy

both exist and are different.

We repeat that f is integrable on E in each of the following two cases.

(i) f is measurable on E and has constant sign, for instance if E is mea-
surable and f is a.e. continuous on E and nonnegative. This applies
in particular for |f |.

(ii) f is summable in E, f ∈ L1(E), in particular if |E| < +∞ and f is
bounded on E; for instance if E is compact and f is continuous on
E.

In other cases the measurability of f and the application of the reduc-
tion formula to |f | or to f+ and f− (that are nonnegative) suffice to decide
on the integrability of f .

a. Normal sets
2.49 Normal sets in R2. We say that a set E ⊂ R2 is normal with
respect to the y axis if E can be written as

E := {(x, y) | a < x < b, α(x) < y < β(x)}
where α, β :]a, b[→ R are functions with α(x) < β(x) ∀x ∈]a, b[, see Fig-
ure 2.10. What makes normal sets useful is the fact that the slice of E over
x is a possibly empty interval
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Ex := {y ∈ R |α(x) < y < β(x)} =

{
]α(x), β(x)[ if x ∈ A,

∅ otherwise.

If E is measurable in R2 and f : E → R is an integrable function on E,
Fubini’s theorem yields that x → ∫ β(x)

α(x) f(x, y) dy is measurable on ]a, b[
and∫∫

E

f(x, y) dx dy =
∫

R

(∫
Ex

f(x, y) dy

)
dx =

∫
A

dx

∫ β(x)

α(x)

f(x, y) dy.

Notice that one also proves that E is measurable if α, β : A → R are
measurable functions, for instance if α and β are continuous, see, e.g.,
[GM5].

2.50 Normal sets in Rn. Similarly, we say that a set E ⊂ Rn is normal
with respect to a coordinate axis, say xn, if E can be written as

E :=
{
x = (x′, xn) ∈ Rn−1 × R

∣∣∣x′ ∈ A, α(x′) < xn < β(x′)
}

.

where A ⊂ Rn−1 and α, β : A → R are functions with α(x) < β(x) ∀x ∈ A.
The slice of E over x′ ∈ Rn−1 is a possibly empty interval

Ex′ := {t ∈ R |α(x′) < t < β(x′)} =

{
]α(x′), β(x′)[ if x′ ∈ A

∅ otherwise.

If E is Ln-measurable and f : E → R is an integrable function on E,
Fubini’s theorem then yields that x′ → ∫ β(x′)

α(x′) f(x′, t) dt is measurable on
A and∫

E

f(x) dx =
∫

Rn−1
dx′
(∫

E′
x

f(x′, t) dt

)
=
∫

A

dx′
∫ β(x′)

α(x′)
f(x′, t) dt.

Notice that one also proves that E is Ln-measurable if A is Ln−1-
measurable and α and β are measurable functions on A, see, e.g., [GM5].
A typical case would be the one in which A is an open or closed set in
Rn−1 and α, β are continuous functions on A.

2.51 Example. Compute
R
T

x2 dxdy where T is the triangle in R2 of vertices (0, 0),
(0, 2), and (1, 0).

The function x2 is continuous and nonnegative, the domain T is compact, thus x2

is summable on T so that we can use the reduction formulas. The domain T is normal
both with respect to the x-axis and the y-axis, as

T =
n
0 ≤ x ≤ 1, 0 ≤ y ≤ −2x + 2

o
=
n
0 ≤ y ≤ 1, 0 ≤ x ≤ −y/2 + 1

o
.

Since the function to be integrated, x2, depends only on the variable x, it is convenient
to leave integration in x as the last, and look at T as a normal domain with respect to
the x-axis to obtainZZ

T
x2 dxdy =

Z 1

0
dx

Z −2x+2

0
x2 dy =

Z 1

0
x2(−2x + 2)dx =

1

6
.
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1

(1, 1)

1

1

3

1

x2

√
x

(5, 0)

(3, 0)

2

x(x − 1)

Figure 2.11. Some normal sets or union of normal sets in R2.

2.52 ¶. Integrate f(x, y) = x2 on each of the domains E ⊂ R2 in Figure 2.11.

b. Rotational figures
2.53 Rotational solids. Let f :]a, b[⊂ R → R+ be a nonnegative and
measurable (for example, continuous) function. By rotating in R3 the graph
of x = f(z) around the z-axis we find the solid

E :=
{
(x, y, z)

∣∣∣x2 + y2 < f2(z)
}
.

The slice of E by the plane through (0, 0, z) and orthogonal to the z-axis
is

Ez :=

{
{(x, y) ∈ R2 |x2 + y2 < f2(z)} if a < z < b,

∅ otherwise,

i.e., Ez is the disk on the plane (x, y) of radius f(z) around the origin if
z ∈]a, b[ and the empty set otherwise. If E is measurable and g is integrable
on E, Fubini’s theorem yields that z → ∫∫Ez

g(x, y, z) dz is measurable and∫
E

g(x, y, z) dxdydz =
∫ b

a

dz

∫∫
Ez

g(x, y, z) dx dy. (2.19)

Notice that, since x2 + y2 − f2(z) is measurable on R3 if f is measurable
on ]a, b[, E is L3-measurable if f :]a, b[→ R+ is measurable.

If g = 1 we get in particular that z → L2(Ez) is measurable and

L3(E) =
∫

E

1 dxdydz =
∫ +∞

−∞
L2(Ez) dz =

∫ b

a

πf2(z) dz = π

∫ b

a

f2(z) dz.
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a

b

z

x

x = f(z)

x

z

x2 + y2 < f2(z)

y

Ez

Figure 2.12. A rotational solid and Ez.

Formula (2.19) is particularly convenient when g depends only on z,
g(x, y, z) := g(z), as∫

E

g(z) dxdydz =
∫ b

a

g(z)
∫∫

Ez

1 dxdy

=
∫ b

a

g(z)L2(Ez) dz = π

∫ b

a

g(z)f2(z) dz.

c. Changes of coordinates
2.54 Polar coordinates in R2. The map ϕ(ρ, θ) := (ρ cos θ, ρ sin θ) is
of class C1(R2) with | detDϕ(ρ, θ)| = ρ and is injective on the set A :=
]0, +∞[×]0, 2π[. Moreover L2(∂A) = 0 and L2(ϕ(∂A)) = 0. Therefore, for
every measurable E ⊂ A = [0×+∞[×[0, 2π] and every integrable function
f on ϕ(E) we have∫

ϕ(E)

f(x, y) dx dy =
∫

E

f(ρ cos θ, ρ sin θ)ρ dρ dθ.

Since ϕ is injective on each interval ]0, +∞[×]a, a + 2π[, a ∈ R, the same
conclusion holds for E measurable, E ⊂]0,∞[×[a, a + 2π[.

2.55 Polar coordinates in R3. The map φ : R3 → R3 given by

φ(ρ, θ, ϕ) :=

⎧⎪⎪⎨⎪⎪⎩
x = ρ sinϕ cos θ,

y = ρ sinϕ sin θ,

z = ρ cosϕ

is of class C1(R3) with | detDφ(ρ, θ, ϕ)| = ρ2 sin ϕ and injective on
A :=]0, +∞[×]0, 2π[×]0, π[. Moreover L3(∂A) = 0 and L3(ϕ(∂A)) = 0.
Therefore, for every measurable set E ⊂ A = [0×+∞[×[0, 2π]× [0, π] and
every integrable function f on φ(E) we have
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∫
φ(E)

f(x, y) dx dy dz

=
∫

E

f(ρ sin θ cosϕ, ρ sin θ sin ϕ, ρ cos θ)ρ2 sin ϕ dρ dθ dϕ.

2.56 Cylindrical coordinates in R3. The map φ : R3 → R3 given by⎧⎪⎪⎨⎪⎪⎩
x = ρ cos θ,

y = ρ sin θ,

z = z

is of class C1(R3) with | detDφ(ρ, θ, z)| = ρ and injective on A :=
]0, +∞[×]a, a+2π[×R. Moreover, L3(∂A) = 0 and L3(ϕ(∂A)) = 0. There-
fore, for every measurable set E ⊂ A = [0×+∞[×[a, a+2π]×R and every
integrable function f on φ(E) we have∫

φ(E)

f(x, y, z) dx dy dz =
∫

E

f(ρ cos θ, ρ sin θ, z)ρ dρ dθ dz.

2.57 Example. Compute
RR

E

p
x2 + y2 dx dy where E ⊂ R2 is the disk of radius 1

around (1, 0).

We notice that E is compact and
p

x2 + y2 is summable on E, therefore we can
use both Fubini’s and the change of variables theorems. The disk E has equation (x −
1)2 + y2 ≤ 1 that is, x2 + y2 − 2x ≤ 0, and in polar coordinates, we get

ρ ≥ 0, θ ∈ [−π,π], ρ2 − 2ρ cos θ ≤ 0,

i.e.,
ρ ≥ 0, θ ∈ [−π/2, π/2], ρ ≤ 2 cos θ.

If ϕ denotes the polar coordinates map and

F :=
n
(ρ, θ)

˛̨̨
− π/2 ≤ θ ≤ π/2, 0 ≤ ρ ≤ 2 cos θ

o
,

then the set F is contained in a strip of periodicity of ϕ and E = ϕ(F ). Therefore by a
change of variables and taking into account that F is normal with respect to ρ, we findZZ

E

p
x2 + y2 dx dy =

ZZ
F

ρ2 dρ dθ =

Z π/2

−π/2
dθ

Z 2 cos θ

0
ρ2 dρ

=
8

3

Z π/2

−π/2
cos3 θ dθ =

32

9
.

2.58 Example (Rotational solids). Let f : [a, b] → R+ be a measurable function
and let E be the set obtained by rotating the subgraph of f in the plane (y, z) around
the z-axis,

E :=
n
(x, y, z)

˛̨̨
a ≤ z ≤ b, x2 + y2 ≤ f2(z)

o
.

By parameterizing E with the cylindrical coordinates,

φ(r, θ, z) :=

8>><>>:
x = ρ cos θ,

y = ρ sin θ,

z = z
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Figure 2.13. Conical coordinates.

so that E \ {(0, 0, z)} is the one-to-one image of the set

F :=
n
(ρ, θ, z)

˛̨̨
0 ≤ θ < 2π, a ≤ z ≤ b, 0 < ρ ≤ f(z)

o
and changing variables, we find that E is measurable and

L3(E) = L3(E \ {(0, 0, z)}) =

Z
F
| detDφ| dρdθdz

=

Z b

a
dz

Z 2π

0
dθ

Z f(z)

0
ρ dρ = π

Z b

a
f2(z) dz.

2.59 Example (Guldin’s formula). Let f, g : [a, b] → R+ be measurable functions
with g ≤ f . The set

E :=
n
(x, y, z)

˛̨̨
z ∈ [a, b], g(z) ≤

p
x2 + y2 ≤ f(z)

o
,

obtained by rotating the set

A :=
n
(x, y, z)

˛̨̨
x = 0, z ∈ [a, b], f(z) ≤ y ≤ g(z)

o
around the z-axis, has as volume

L3(E) = π

Z b

a
(g2(z) − f2(z)) dz.

The center of mass, or barycenter, of A (the density is assumed to be one) is the point
(x, y) ∈ R2 given by

y :=
1

L2(A)

Z
A

y dydz, z :=
1

L2(A)

Z
A

z dydz.

Guldin’s formula writes as: The volume of the rotational solid E is the product of
section A times the length of the circle of revolution of the barycenter of section A, i.e.,

L3(E) = L2(A) 2π y.

In fact, we have

2πyL2(A) = 2π

Z
A

y dydz =

Z b

a
dz

Z g(z)

f(z)
ydy = π

Z b

a
(g2(z) − f2(z)) dz = L3(E).
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2.60 Conical coordinates in R3. Consider R2 as the coordinate plane
z = 0 of R3, R2 = {(x, y, z) | z = 0}, let A be an open set in R2 and let
P0 := (x0, y0, z0). By definition, a point P is in the cone C(P0, A) of vertex
P0 and basis A if there are (α, β, 0) ∈ A and t ∈ [0, 1] such that

⎛⎝x

y

z

⎞⎠ = (1 − t)

⎛⎝α

β

0

⎞⎠+ t

⎛⎝x0

y0

z0

⎞⎠ .

The function φ(α, β, t) : R3 → R3 defined by⎧⎪⎪⎨⎪⎪⎩
x = (1 − t)α + t x0,

y = (1 − t)β + t y0,

z = t z0

is a map of class C1(R3) with detDϕ(α, β, t)| = (1 − t)2 and one-to-one
from A × [0, 1[ onto C(P0, A) \ {P0}. Consequently,∫

C(P0,A)

f(x, y, z) dx dy dz =
∫

A×[0,1]

f(φ(α, β, t))(1 − t)2 dα dβ dt

=
∫ 1

0

(1 − t2)
(∫

A

f(φ(α, β, t)) dα dβ

)
dt.

In particular, if f = 1, we get the 3-dimensional measure of the cone
C(P0, A),

L3(C(P0, A)) =
z0

3
L2(A).

2.61 Example. Suppose we want to compute the measure of

E :=
n
(x, y) ∈ R

2
˛̨̨
0 < x < y < 2x, 1 < xy < 2

o
.

We set u = xy and v = y/x; then we have

E = ϕ(F )

where ϕ(u, v) := (
p

u/v,
√

uv) and

F :=
n
(u, v) ∈ R

2
˛̨̨
1 < u < 2, 1 < v < 2

o
.

Since detDϕ = 1
2v

> 0 on F , we find

L2(E) = L2(ϕ(F )) =

Z
F

1

2v
du dv =

1

2

Z 2

1
du

Z 2

1

dv

v
=

1

2
log 2.
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d. Measure of the n-dimensional ball
Let ωn be the n-dimensional measure of the n-dimensional ball

ωn := Ln(Bn(0, 1)), Bn(0, 1) := {x ∈ Rn
∣∣∣ |x| ≤ 1}.

2.62 Proposition. We have

ω2k =
πk

k!
, ω2k+1 =

2k+1πk

(2k + 1)!!
. (2.20)

Proof. We split the coordinates x = (x1, x2, . . . , xn) of Rn as x = (y, t) where y :=
(x1, x2, . . . , xn−1) ∈ Rn−1 and t = xn ∈ R. The unit ball is then described as

Bn(0, 1) := {(y, t) ∈ R
n−1 × R

˛̨̨
|y|2 + t2 < 1}.

Now we slice Rn−1 × R with (n − 1)-planes perpendicular to the t-axis. The slice of
Bn(0, 1) at the level t is then

Et :=
n

y ∈ R
n−1

˛̨̨
|y|2 < 1 − t2

o
=

8<:Bn−1(0,
√

1 − t2)) if t ∈ [−1, 1],

∅ if |t| > 1.

By homogeneity Bn−1(0,
√

1 − t2) = ωn−1(1 − t2)(n−1)/2, and, since Bn(0, 1) is open,
Fubini’s theorem yields

ωn =

Z +∞

−∞
Ln−1(Et) dt = ωn−1

Z 1

−1
(1 − t2)

n−1
2 dt = 2ωn−1

Z 1

0
(1 − t2)

n−1
2 dt.

Since
R 1
0 (1 − t2)

n−1
2 dt =

R π/2
0 cosn(t) dt, andZ π/2

0
cosn(t) dt =

n − 1

n

Z π/2

0
cosn−2(t) dt,

we find, see [GM2],Z π/2

0
cos2k(t) dt =

(2k − 1)!!

(2k)!!

π

2
,

Z π/2

0
cos2k+1(t) dt =

(2k)!!

(2k + 1)!!
.

As ω1 = 2 and ω2 = π, we get the result. ��

As a curiosity, notice that ωn → 0 as n → ∞. On the other hand the
measure of the n-dimensional cube of side 2 that circumscribes the unit
ball is 2n and tends to infinity as n → ∞.

The measure of the n-ball is tied to Euler’s Γ function, see Exam-
ple 2.67.

2.63 ¶. Let a > 0. Compute the measure of the n-dimensional set

E :=
n

x = (x1, x2, . . . , xn)
˛̨̨ nX

i=1

xi ≤ a, xi ≥ 0 ∀i
o

.
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e. Isodiametric inequality
2.64 Proposition (Isodiametric inequality). Let E be a measurable
bounded set in Rn. Then

Ln(E) ≤ ωn

(diamE

2

)n

.

Notice that, whereas in R every set E is contained in an interval of radius
half the diameter of E, this is not true anymore if n ≥ 2: think of the
equilateral triangle in R2. Of course every set E is contained in a ball of
radius the diameter of E so that

Ln(E) ≤ ωn(diamE)n. (2.21)

But proving the isodiametric inequality requires some effort. However, it is
trivial for special sets. For instance, if E is symmetric with respect to the
origin, that is x ∈ E iff −x ∈ E, then we have 2|x| = |x− (−x)| ≤ diamE,
hence E ⊂ B(0, diamE/2) which yields the isodiametric inequality.

For generic sets, we shall use Steiner’s symmetrization method. Given
a direction a ∈ Sn−1, we denote by P (a) the (n− 1)-dimensional subspace
of Rn orthogonal to a so that every x ∈ Rn writes uniquely as x = y + ta
with y ∈ P (a) and t ∈ R. For every y ∈ P (a) we then set

Ea,y =
{
t ∈ R

∣∣∣ ta + y ∈ E
}

e �a(y) := L1(Ea,y)

and define the Steiner symmetrization of E in the direction a by

Sa(E) :=
{

(y, t) ∈ Rn−1 × R

∣∣∣ |t| ≤ �a(y)
2

}
.

We have

2.65 Lemma. If E is bounded and measurable, then

(i) Sa(E) is measurable,
(ii) if E is symmetric with respect to a k-plane orthogonal to a, 1 ≤ k ≤

n − 1, then Sa(E) has the same symmetry,
(iii) |Sa(E)| = |E|,
(iv) diam (Sa(E)) ≤ diam (E).

Proof. After a rotation that does not change the measurability, the measure, and the
diameter of E, see (2.8), we can assume a = (0, 0, . . . , 1). Consequently P (a) = {x =
(y, 0), y ∈ Rn−1}, every point x ∈ Rn writes as x = (y, t), and Ea,y is the slice
of E over y. Fubini’s theorem then yields that Ea,y is measurable for a.e. y ∈ Rn−1

and y → �a(y) := L1(Ea,y) is a measurable function, hence Sa(E) is measurable, see
Theorem 2.8, and

|E| =

Z
Rn−1

L1(Ea,y) dy =

Z
Rn−1

„Z 	a(y)/2

−	a(y)/2)
1 dt

«
dy = |Sa(E)|.

A symmetry of E with respect to a k-plane orthogonal to (0, 0, . . . , 1) yields a
similar symmetry for the function �a(y) hence of Sa(E). Finally, from the elementary
inequality

L1(I1) + L1(I2) ≤ diam (I1 ∪ I2)

for subsets of R, we readily infer that diam (Sa(E)) ≤ diam (E). ��
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Proof of Proposition 2.64. Let (e1, e2, . . . , en) be the standard basis of Rn and let
E1 := Se1 (E), E2 := Se2 (E1), . . . , En := Sen (En−1). Applying iteratively Lemma 2.65,
we deduce that

|E| = |E1| = . . . |En|, diam (En) ≤ diam (En−1) ≤ · · · ≤ diamE,

and E1 is symmetric with respect to the plane perpendicular to e1, E2 is symmetric
with respect to the plane perpendicular to e1 and e2,. . . , En is symmetric with respect
to the coordinate axes, hence with respect to the origin. Therefore, En is contained in
a ball of radius diam En/2, thus concluding

|E| = |En| ≤ ωn

“diam En

2

”n ≤ ωn

“diam E

2

”n
.

��

f. Euler’s Γ function

2.66 Example. We have Z +∞

−∞
e−x2

dx =
√

π. (2.22)

In fact, since e−x2−y2
is integrable on R2, using Fubini’s theorem and passing to

polar coordinates, we find„Z +∞

−∞
e−x2

dx

«2

=

Z ∞

−∞
e−x2

dx

Z ∞

−∞
e−y2

dy =

ZZ
R2

e−x2−y2
dx dy

=

Z 2π

0
dθ

Z ∞

0
e−ρ2

ρ dρ = 2π
1

2

Z ∞

0
e−σ dσ = π.

If we change variable in (2.22), we also getZ +∞

−∞
e−λx2

dx =

r
π

λ
, λ > 0. (2.23)

2.67 Example (Euler’s Γ function and the measure of Bn(0, 1)). The function
Γ was defined by Euler in 1729,

Γ(α) :=

Z ∞

0
tα−1e−t dt, α > 0, (2.24)

It is an important special function that surprisingly appears in many contexts.
Trivially Γ(1) = 1 and, on account of Example 2.66,

Γ(1/2) = 2

Z ∞

0
e−s2

ds =
√

π.

Integrating by parts we see that

Γ(α + 1) = α Γ(α) ∀α > 0.

It follows by induction

Γ(n + 1) = n!, Γ(n + 1/2) =
(2n − 1)!!

2n
Γ(1/2) =

√
π

(2n − 1)!!

2n
=

√
π

(2n)!

4nn!
,

that, by comparison with (2.20) yields

ωn = Ln(Bn(0, 1)) =
πn/2

Γ
“

n
2

+ 1
” ∀n ≥ 1. (2.25)

We presented some of the properties of the Γ-function in [GM2]. Further properties
of the Γ-function will be discussed in the following Example 2.68 and Section 2.4.3.
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2.68 Example (Euler’s Beta function). Euler’s Beta function is defined by

B(p, q) :=

Z 1

0
xp−1(1 − x)q−1 dx, p, q > 0.

Changing variables y = 1 − x, we see that

B(p, q) = B(q, p) ∀p, q > 0, (2.26)

while, writing

xp−1 =
xp+q−2

xq−1
, xp+q−2 = D

xp+q−1

p + q − 1

and integrating by parts, we find

B(p, q) =
q − 1

p + q − 1
B(p, q − 1) ∀p > 0, q > 1, (2.27)

and, because of the symmetry,

B(p, q) =
p − 1

p + q − 1
B(p − 1, q) ∀p > 1, q > 0. (2.28)

Changing variables, x = z/(1 + z), we also find

B(p, q) =

Z ∞

0

zp−1

(1 + z)p+q
dz. (2.29)

We can compute the B-function in terms of the Γ-function as

B(p, q) =
Γ(p)Γ(q)

Γ(p + q)
, p, q > 0. (2.30)

To prove this, we begin by noticing that if we change variables x = λz, λ > 0, then

Γ(α)

λα
= λ−α

Z ∞

0
xα−1e−x dx =

Z ∞

0
zα−1e−λz dz, α > 0. (2.31)

Now, applying Fubini’s theorem, changing variables (λ, y) → x = λy, y = y, and taking
into account (2.31) and (2.29), we find

Γ(p)Γ(q) =

Z ∞

0

Z ∞

0
xp−1yq−1e−(x+y) dx dy

=

Z ∞

0
λp−1

„Z ∞

0
yp+q−1e−(1+λ)y dy

«
dλ

=

Z ∞

0
λp−1 Γ(p + q)

(1 + λ)p+q
dλ = Γ(p + q)B(p, q).

The beta function is useful when computing several interesting integrals. For in-
stance, if

Iα :=

Z 1

−1
(1 − x2)α dx, α > −1,

and we change variables, we find

Iα =

Z 1

0
(1 − t)αt−1/2 dt = B(1/2, α + 1) =

√
π

Γ(α + 1)

Γ(α + 3/2)
. (2.32)
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Figure 2.14. A tetrahedron.

2.69 Example. Let p ≥ 1 and ||x||p :=
“Pn

i=1 |xi|p
”1/p

, x ∈ Rn. We want to com-

pute γn,p := Ln({x | ||x||p ≤ 1}.
By slicing with planes orthogonal to a chosen coordinate axis, we find the following

recursive relation for γn,p,

γn,p = γn−1,p · 2
Z 1

0
(1 − tp)(n−1)/p dt.

By (2.32) we get

γn,p

γn−1,p
=

2

p
B
“n + p − 1

p
,
1

p

”
=

2

p
Γ
“1

p

” Γ
“

n−1+p
p

”
Γ
“

n+p
p

” ,

hence, since γ1 = 2,

γn,p = γ1,p
γ2,p

γ1,p
. . .

γn−1,p

γn−2,p

γn,p

γn−1,p
= γ1,p

nY
i=1

γi,p

γi−1,p

= 2
“2

p

”n−1
Γ
“ 1

p

”n−1
nY

i=2

Γ
“

i−1+p
p

”
Γ
“

i+p
p

” = 2
“ 2

p

”n−1
Γ
“ 1

p

”n−1 Γ
“

p+1
p

”
Γ
“

n+p
p

”
= 2
“2

p

”n−1
Γ
“ 1

p

”n−1
1
p
Γ
“

1
p

”
n
p
Γ
“

n
p

” =
p

n

“2

p

”n Γ(1/p)n

Γ(n/p)
.

g. Tetrahedrons

2.70 Example (Tetrahedrons, I). Consider the tetrahedron T ⊂ R3 of vertices
(0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 2, 2), see Figure 2.14. Let us computeZ

T

z

1 + z
dz.

A face of the tetrahedron is on the plane z = 0 and, if we slice the tetrahedron with
planes parallel to the basis, we get slices that are congruent to the basis; moreover, the
function to be integrated depends only on the variable z. Therefore, we decide to slice
with planes orthogonal to the z-axis. If Tz is the slice of T at the level z, we see that
Tz �= ∅ if and only if 0 ≤ z ≤ 2. Since T is measurable and z/(1 + z) is continuous on

T , Fubini’s theorem yields

x y

z
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Z
T

z

1 + z
dz =

Z 2

0

z

1 + z
L2(Tz) dz.

Since, by Thales theorem, L2(Tz) = L2(T0)( 2−z
2

)2, we concludeZ
T

z

1 + z
dz =

1

8

Z 2

0

z(2 − z)2

1 + z
dz = . . .

2.71 Example (Tetrahedrons, II). Consider the tethrahedron T ⊂ R3 of Exam-
ple 2.70 and let us compute Z

T

xz

1 + z
dz

that is well defined since T is compact and the integrand is continuous on T . We slice
as in Example 2.70 and, with the same notation, we findZ

T

xz

1 + z
dz =

Z 2

0

z

1 + z

ZZ
Tz

x dxdy.

Now we compute
RR

Tz
x dxdy. The domain Tz is a triangle in R2 congruent to the

basis of T . Its vertices P (z), Q(z), R(z) are the projections on the (x, y)-plane of the
intersections of the plane perpendicular to the z-axis through (0, 0, z) and the straight
line respectively through (0, 2, 2) and (0, 0, 0), (0, 2, 2) and (1, 0, 0), and (0, 2, 2) and
(0, 1, 0). Again by Thales theorem, the coordinates x(z) and y(z) of P (z) depend linearly
on z, i.e., 8<:x(z) = mz + q,

x(0) = 0, x(2) = 0,

8<:y(z) = mz + q,

y(0) = 0, y(2) = 2,

hence P (z) = (0, z). Similarly, one computes Q(z) = (1−z/2, z) and R(z) = (0, 1+z/2).
Points P (z) and R(z) have the same abscissa, hence the triangle Tz is normal with
respect to the x-axis. Writing the equation for the straight line through P (z) and Q(z),
and R(z) and Q(z) respectively,

αz(x) = z, βz(x) = −(x + z/2 − 1) + z = 1 + z/2 − x,

we find

Tz :=
n
(x, y) ∈ R

2
˛̨̨
0 ≤ x ≤ 1 − z/2, αz(x) ≤ y ≤ βz(x)

o
Z

Tz

xdxdy =

Z 1−z/2

o
x dx

Z βz(x)

αz(x)
dy =

Z 1−z/2

0
x(1 − z/2 − x) dx =

1

6

“
1 − z

2

”3
.

In conclusion Z
T

z

1 + z
dx dy dz =

1

6

Z 2

0

z(1 − z/2)3

1 + z
dz = . . .

We may proceed differently. We regard the tetrahedron as a cone over a face and
let the formula of change of variables operate the details. The map ϕ(t, a, b) : R3 → R3

given by 8>><>>:
x = ta + (1 − t) 0,

y = tb + (1 − t) 2,

z = t · 0 + (1 − t) 2

maps the prism T0 × [0, 1] onto the cone-tetrahedron T with basis T0 defined by the
vertices (0, 0, 0), (1, 0, 0), (0, 1, 0) and vertex (0, 2, 2). It is easily seen that ϕ is one-to-one
from T0×]0, 1] onto T \ {(0, 2, 2)} and that det Dϕ(t, a, b) = −2t2. Thus,Z

T

xz

1 + z
dx dy dz =

Z
T0×[0,1]

2ta(1 − t)

1 + 2(1 − t)
2t2 da db dt =

Z 1

0

4t3(1 − t)

3 − 2t

ZZ
T0

a da db

=

Z 1

0

4t3(1 − t)

3 − 2t

Z 1

0
a

„Z 1−a

0
db

«
da =

2

3

Z 1

0

t3(1 − t)

3 − 2t
dt = . . .
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Figure 2.15. Pierre Fatou (1878–1929) and Felix Hausdorff (1869–1942).

2.4.2 Monte Carlo method

Suppose we want to evaluate

fQ :=
∫

Q

f(x) dx, Q = [0, 1]n

for a function f ∈ C0(Q). We may use the analog of the one-dimensional
Simpson’s rule, see [GM2]. We subdivide the cube Q into kn subcubes
of side 1/k, on each of those cubes we choose a point xi and then com-
pute 1

kn

∑kn

i=1 f(xi); in particular, we need to compute f in kn points: an
enormous value already if k = 100 and n = 4.

During the Second World War, Enrico Fermi (1901–1954), John von
Neumann (1903–1957), and Stanislaw Ulam (1909–1984) invented a proba-
bilistic method, nowadays known as the Monte Carlo method. This method
with probability close to 1 allows us to compute the value of the integral
except for a small error by means of relatively few cubes.

Notice that Lebesgue’s measure Ln on Q is a probability measure on
Q and actually the equidistributed probability measure. Let {Xk} be a
sequence of points that are equidistributed and independently chosen on
Q, i.e., a sequence on independent random variables on Q. If f : Q → R,
then the expectation and the variance are defined respectively by

E (f(Xj)) =
∫

Q

f(x) dLn(x) = fQ, Var (f(Xj)) =
∫

Q

|f(x) − fQ|2 dx

for all integers j. Since the variables {Xj} are independent

Var
( k∑

j=1

f(Xk)
)

=
k∑

j=1

Var (f(Xj)) = k

∫
Q

|f(x) − fQ|2 dx ≤ 4kM2

where M := ||f ||∞. Hence∫
Qk

( 1
k

k∑
j=1

f(xj) − fQ

)2
dx1 . . . dxk = Var

(1
k

k∑
j=1

f(Xj)
)
≤ 4

k
||f ||2∞.
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If A ⊂ Q × · · · × Q = Qk is the event

A :=
{

(X1, . . . , Xk)
∣∣∣ ∣∣∣1

k

k∑
i=1

f(Xi) − fQ

∣∣∣ > ε
}

then Chebyshev’s inequality yields

P (Ak) := Lnk(Ak) ≤ 1
ε2

∫
Qk

( 1
k

k∑
j=1

f(xj) − fQ

)2
dx1 . . . dxk ≤ 4M2

ε2 k
,

i.e., the probability that, choosing randomly k equidistributed points {Xi},
the event that 1

k

∑k
i=1 f(Xi) has distance from fQ more than ε has a

probability to happen less than 4M2/kε2. For instance, if M ≤ 1 and we
choose k = 106, in 99% of the cases we find an error less than 2%.

2.4.3 Differentiation under the integral sign

2.72 Example. Let us compute

F (t) :=

Z +∞

0
exp (−x2 − t2/x2) dx, t ∈ R.

It is easily seen that F is even, F (0) =
R∞
0

e−x2/2 dx =
√

π/2, see Example 2.66, and
we have

|f(t, x)| ≤ e−x2 ∀t ∈ R, ∀x ≥ 0.

Therefore F (t) is continuous in R, see Proposition 2.37. Moreover, for t > 0 we have

˛̨̨∂f

∂t
(t, x)

˛̨̨
=

2e−x2

t

t2

x2
e−t2/x2 ≤ 2

t
e−x2

sup
R+

(se−s) =
2

e t
e−x2

,

thus ˛̨̨∂f

∂t
(t, x)

˛̨̨
≤ 2

e ε
e−x2 ∈ L1(R+)

for all t > ε > 0 and x ≥ 0. Theorem 2.40 then yields that F (t) is differentiable for all
t > ε, and therefore for all t > 0, since ε is arbitrary, and

F ′(t) =

Z ∞

0

∂f

∂t
(t, x) dx = −2t

Z ∞

0

1

x2
exp (−x2 − t2/x2) dx = −2 t F (t) ∀t > 0,

where the last equality follows by changing variables y = t/x. It follows

F (t) = F (0)e−2t, t > 0,

i.e.,

F (t) =

√
π

2
e−2 |t|.
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2.73 Example. We shall write in terms of elementary functions the following oscilla-
tory integral

g(ω) =

Z +∞

−∞
e−x2/2 cos(ωx) dx, ω ∈ R.

As usual, it is convenient to use the complex notation. SinceZ +∞

−∞
e−x2/2 sin(ωx) dx = 0,

we have

g(ω) =

Z +∞

−∞
e−x2/2e−iωx dx.

Since ˛̨̨ ∂

∂ω
(e−x2/2e−iωx)

˛̨̨
=
˛̨̨
− ixe−x2/2e−iωx

˛̨̨
≤ |x| e−x2/2 ∈ L1(R),

the function g(ω) is differentiable and

g′(ω) = −i

Z +∞

−∞
xe−x2/2e−iωx dx.

Writing −xe−x2/2 = D(e−x2/2) and integrating by parts, we find

g′(ω) = −ω g(ω),

hence, by integration,

g(ω) = g(0) e−ω2/2 =
√

2π e−ω2/2.

Alternatively, we may also proceed as follows. Since

cos(ωx) =
∞X

n=0

(−1)n (ωx)2n

(2n)!
, x ∈ R,

we consider the functions

fn(x) := (−1)n ω2nx2n

(2n)!
e−x2/2

and compute

(−1)n

Z +∞

−∞
fn(x) dx =

ω2n

(2n)!
2

Z ∞

0
e−x2

x2n dx = (by changing variables y = x2)

=
√

2 ω2n Γ(n + 1/2)

(2n)!
= ω2n

√
2π

(2n − 1)!!

(2n)!

=
√

2π
(ω2/2)n

n!
.

We infer ∞X
n=0

Z +∞

−∞
|fn(x)| dx < +∞

and, on account of Lebesgue’s theorem,Z +∞

−∞
e−x2/2 cos(ωx) dx =

Z +∞

−∞

∞X
n=0

fn(x) dx =
∞X

n=0

Z +∞

−∞
fn(x) dx

=
∞X

n=0

(−1)n
√

2π
(ω2/2)n

n!
=

√
2π

∞X
n=0

(−ω2/2)n

n!

=
√

2π e−ω2/2.
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2.74 Example (Derivatives of Γ). We already observed, see Examples 2.66 and 2.67,
that for Euler’s Γ-function

Γ(α) =

Z ∞

0
tα−1 e−t dt, α > 0,

we have 8>><>>:
Γ(α + 1) = αΓ(α) ∀α > 0,

Γ(n + 1) = n!,

Γ(1/2) =
√

π.

Moreover, we discussed some characteristic properties of Euler functions in [GM2]. Here
we want to compute the derivatives of Γ.

We prove that Γ is of class C∞ in its domain E := {α |α > 0}. Choose α0 > 0

and set h(t) := max(1, tα0/2−1, t2α0−1), t > 0. For k = 0, 1, . . . , the functions
h(t)| log t|ke−t are summable on E and, for all α ∈]α0/2, 2α0[, we have

tα−1 ≤ h(t) ∀t > 0, ∀α, α0/2 < α < 2α0.

If follows for f(α, t) := tα−1e−t, t > 0, that˛̨̨ ∂f

∂α
(α, t)

˛̨̨
≤ h(t) | log t| e−t

and by induction ˛̨̨ ∂kf

∂αk
(α, t)

˛̨̨
≤ h(t)| log t|k e−t

for all t > 0 and for all α ∈]a0/2, 2α0[. Applying the theorem of differentiation under
the integral sign, we conclude that Γ has derivatives of any order at α0, and

Γ(k)(α0) =

Z ∞

0
tα0−1(log t)ke−t dt, (2.33)

consequently,

Γ′(α) =

Z ∞

0
tα−1 log t e−t dt ∀α > 0.

Since Γ′(α) > 0 for α ≥ 2, Γ is increasing for α ≥ 2. Since Γ(n) → +∞ as n → ∞,
also Γ(α) → +∞ as α → +∞. On the other hand, from Γ(α + 1) = α Γ(α) we infer
that Γ(a) ∼ 1/a as α → 0+. Moreover,

Γ′′(α) =

Z ∞

0
tα−1(log t)2e−t dt > 0 ∀α > 0,

thus Γ is strictly convex on [0,∞[. Since Γ(1) = Γ(2) = 1, we conclude that Γ has a
unique minimum point and it is contained in the interval ]1, 2[. Moreover, as | log t| ≤
1 + log2 t ∀t > 0, we also get (Γ′)2(x) ≤ Γ(x)Γ′′(x), that is, log Γ(x) is convex.

2.75 Example. We have

Γ(α)Γ(1 − α) =
π

sinπα
, 0 < a < 1. (2.34)

In fact, in terms of the Beta function, see (2.29)(2.30), for 0 < α < 1 we have

Γ(α)Γ(1 − α) = Γ(1) B(α, 1 − α) =

Z ∞

0

Z ∞

0

tα+1

1 + t
dt.

On the other hand, if α := (2m + 1)/(2n), n, m ∈ N, we find by changing variables
t = x2n Z ∞

0

t
2m+1

2n
−1

(1 + t)
dt = 2n

Z ∞

0

x2m

1 + x2n
dx =

π

sin
“

2m+1
2n

π
” ,

see, e.g., [GM2, 5.36]. This yields (2.34) when α = (2m+1)/2n for some n, m ∈ N. The
claim now follows for all α ∈]0, 1[ since the numbers of type (2m + 1)/(2n) are dense in
[0, 1] and both functions on the left and on the right side of (2.34) are continuous.
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2.5 Measure and Area

We are interested in computing not only volumes of n-dimensional objects
in Rn but also the “k-dimensional area” of “k-dimensional surfaces” in Rn,
k < n, as for example the two-dimensional area of the graph of a function
f : R2 → R+.

This is a question that can be treated at various levels of difficulty find-
ing formulas that apply to more or less general objects, or using measure
theory to define the k-measure of a subset of Rn, k < n. In fact, in contrast
with the n-dimensional measure that is essentially unique (one can show
that the Ln Lebesgue measure is the only measure that is invariant under
rotations and translations, is homogeneous of degree n, and for which the
unit cube has measure 1), there are several k-measures suited to measure
subsets of Rn, k < n: they are different on nonregular subsets but agree
on “regular surfaces”. Among these measures, the Hausdorff k-dimensional
measure appears as the most suited in many contexts.

2.5.1 Hausdorff’s measures

It is convenient to define Hausdorff s-dimensional measure Hs(E) of a set
E ⊂ Rn also for noninteger s ≥ 0. For s ∈ R, s ≥ 0, we set

ωs :=
πs/2

Γ(1 + s/2)
,

recalling that, if s is an integer, then ωs is the Ls measure of the s-
dimensional ball B(0, 1) ⊂ Rs, ωs = Ls(B(0, 1)). For E ⊂ Rn and δ > 0,
we define

Hs
δ(E) := inf

{
ωs

∞∑
j=1

(diamEj

2

)s ∣∣∣E ⊂ ∪jEj , diam(Ej) ≤ δ
}

and, since Hs
δ is nondecreasing in δ > 0, we set

Hs(E) := lim
δ→0

Hs
δ(E).

The set-function Hs : P(X) → R+ is by definition the (exterior) s-
dimensional Hausdorff measure in Rn. We then say that a set E ⊂ Rn

is Hs-measurable if E satisfies the Carathéodory criterion for measurabil-
ity: for any set A ⊂ Rn we have

Hs(A) = Hs(A ∩ E) + Hs(A \ E).

Methods of measure theory, see [GM5], allow us to prove the following.

(i) The class M of Hs-measurable sets is a σ-algebra of sets and Hs is
σ-addditive on M.
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(ii) Open and closed sets of Rn are Hs-measurable.
(iii) In Rn, Hn and the Lebesgue n-dimensional measure Ln agree.

Moreover, it is not difficult to prove the following.

(i) For δ > 0,Hs
δ(E) < +∞ for all bounded sets.

(ii) Hs is not necessarily finite on compact sets. For example, if E ⊂ Rn

has a nonempty interior and s < n, then Hs(E) = +∞.
(iii) In the definition of Hs

δ(E) we may replace the generic sets Ej with
closed, or closed and convex sets, or with open sets without changing
the definition of Hs. However, we cannot replace the Ej ’s by balls.
If we do it, for the new measure Hs

sph(E) we have Hs
sph(E) > Hs(E)

for some subsets E ⊂ Rn.
(iv) H0 is the counting measure, H0(E) = # points of E.
(v) Hs is invariant under orthogonal transformations: if E ⊂ Rn and

RT R = Id, then Hs(R(E)) = Hs(E).
(vi) Hs is positively homogeneous of degree s, i.e., for all λ > 0 and

E ⊂ Rn, we have Hs(λE) = λsHs(E).
(vii) Hs = 0 if s > n.
(viii) If 0 ≤ t < s ≤ n, then Hs ≤ Ht. Moreover, Hs(E) > 0 implies

Ht(E) = +∞ and Ht(E) < ∞ implies Hs(E) = 0.
(ix) If f : Rn → Rk is Lipschitz-continuous, then ∀0 ≤ s ≤ n we have

Hs(f(E)) ≤ (Lip f)s Hs(E).

2.76 Remark. Notice the following:

(i) The claim in (vii) shows that Hs(E), E ⊂ Rn, is finite and nonzero
for at most one value of s, 0 ≤ s ≤ n, which is called the Hausdorff
dimension of E, defined in general as

dimH(E) : = sup
{

s
∣∣∣Hs(E) > 0

}
= sup

{
s
∣∣∣Hs(E) = +∞

}
= inf

{
s
∣∣∣Hs(E) < ∞

}
= inf

{
s
∣∣∣Hs(E) = 0

}
where the equalities follow from (viii).

(ii) The estimate (ix) is useful to estimate from below the Hausdorff
measure of a set. Estimates from above are usually obtained by esti-
mating from above Hs

δ by choosing suitable coverings of E with sets
of diameter less than δ.

Finally, observe that we may construct an integral with respect to
the Haussdorff measure with the same procedure we used to define the
Lebesgue integral from Lebesgue’s measure, compare [GM5]. From now
on, for a given Hs-measurable set of Rn and an Hs-integrable map, the
symbol ∫

E

f(x) dHs(x)

is well-understood.
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2.5.2 Area formula

We did not need any measure theory to define the length of a curve in Rn.
If γ : [a, b] → Rn is a curve, for any subdivision σ := {tj}, a = t0 < t1 <
· · · < tN = b, of [0, 1] we compute

N∑
i=1

|γ(ti−1) − γ(ti)|

and define the length of γ as

L(γ) := sup
{ n∑

i=1

|γ(ti−1) − γ(ti)|
∣∣∣ a = t0 < t1 < · · · < tN = b

}
,

the supremum being taken over all possible subdivisions, see [GM2].
If we want to imitate the previous procedure to define the area of a

C1-image of an open set of R2 into R3, we may think of triangularizing
the space of parameters and, associated to it, considering the polyhedral
surface in R3 with triangular faces whose vertices are the images of the
vertices of the triangulation of the space of parameters. Then, we may
compute the area of these approximating polyhedral surfaces and define the
area of the surface as the supremum of the areas of the inscribed polyhedral
surfaces when the triangulation of the parameters varies. The following
example due to Hermann Schwarz (1843–1921) shows how illusory it is to
imagine being able to come to a reasonable definition of the area in this
way.

2.77 Example (Schwarz). Consider the map ϕ : [0, 2π[×[0, 1] → R3 ϕ(θ, z) :=
(cos θ, sin θ, z) that maps one-to-one the square [0, 2π[×[0, 1] onto a portion of a cylinder
S := {(x, y, z) |x2+y2 = 1, 0 ≤ z ≤ 1}. Trivially the elementary area of S is A(S) = 2π.

We divide the side of the square [0, 2π] × [0, 1] in n and m parts, respectively, then
we divide each rectangle obtained in this way in four triangles by means of its diagonals,
obtaining a triangulation of [0, 2π] × [0, 1] in 4nm triangles. We construct a polyhedral
surface Smn with triangular faces inscribed to the cylinder using the images of the
vertices of the triangulation as vertices. A tedious computation yields the area Amn of
the inscribed polyhedral surface Smn,

Amn = 2n sin
π

2n
+

»
1

4
+

4m2

n4

“
n sin

π

2n

”4
–1/2

· 2n sin
π

n
.

Now, if we choose m = n, then Amn → 2π as suggested by intuition; but, if m = n3,
then Amn → +∞. The supremum of the areas of all polyhedral surfaces obtained by
triangulations on the space of parameters is therefore +∞ and not the area of S. The
intuitive reason for this behavior is the following: If m, the number of subdivisions of
the z-axis, is large with respect to the number of subdivisions of the angle, then the
triangles of the inscribed polyhedral surface to the cylinder tend to become closer to
the orthogonal to the surface of the cylinder. Consequently, the area of the polyhedral
surface is large.
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This example motivated a flourishing of possible definitions (and, conse-
quently, of treatises) for the area of two-dimensional surfaces in R3. Among
those definitions, the most effective, at least for elementary purposes, has
proved to be the one based on Hausdorff measure.

Let Ω ⊂ Rn and f : Ω → RN , n ≤ N , be a map of class C1. For any
measurable set A ⊂ Rn, we say that the image f(A) ⊂ RN is parame-
terized by f , and we think of the area of f(A) as of Hn(f(A)) when f
is injective. An important formula, called the area formula, allows us to
compute Hn(f(A)).

2.78 Theorem. Let Ω ⊂ Rn be an open set and let f ∈ C1(Ω, RN ),
N ≥ n. If A ⊂ Ω is a Ln-measurable set and f is injective on A, then
f(A) is Hn-measurable and∫

A

J(Df(x)) dx = Hn(f(A)) (2.35)

where Jf (x) := J(Df(x)) =
√

detDfT (x)Df(x) is the Jacobian of f .

2.79 Remark. Notice the following:

(i) If n = 1, then Df = f ′ and J(Df) = |f ′|: the area formula (2.35) says
that the length of a curve agrees with the one-dimensional Hausdorff
measure of the trajectory.

(ii) If f is linear, f(x) = Lx, (2.35) simply reads as

Hn(L(A)) = J(L)Ln(A).

Actually, this is the starting point for the proof and follows from the
invariance of the Hausdorff measure under rotations. In fact, using the
polar decomposition of L, and identifying Rn with the n coordinate
plane of the first n coordinates of RN , L writes as L = UΔS where
S ∈ Mn,n is symmetric, U ∈ MN,N is orthogonal, and

Δ =
(

Id
0

)
.

Using the invariance of Hn and the change of variable formula for
Ln, we find

Hn(UΔS(A)) = Hn(ΔS(A)) = Hn(S(A)) = Ln(S(A))
= | detΔS|Ln(A) = | detS|Ln(A) = J(L)Ln(A).

(iii) The area formula implies that the image of the points at which the
linear tangent map is not injective has zero Hn-measure. In fact, for
any T ∈ MN,n N ≥ n, kerT �= {0} if and only if J(T) = 0. Hence
from (2.35) we get Hn(f(A)) = 0 if

A :=
{
x ∈ Ω

∣∣∣ kerDf(x) �= 0
}

=
{

x ∈ Ω
∣∣∣J(Df(x)) = 0

}
.
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(iv) From the area formula we also get the following: Let Ω, Δ be open
sets of Rn and φ : Ω → RN and ψ : Δ → RN be two maps of class C1

that are injective, respectively in A ⊂ Ω and B ⊂ Δ, A and B being
Ln-measurable. If φ(A) = ψ(B), then∫

A

J(Dφ(x)) dx =
∫

B

J(Dψ(y)) dy.

(v) If n = N , then (2.35) is simply the change of variable formula for Ln.

The area formula extends in several ways. First, we can drop the in-
jectivity hypothesis by introducing the multiplicity function or Banach’s
indicatrix

y → N(f, A, y) := H0(A ∩ f−1(y))

which counts the points of A in the inverse image of y. Under the hy-
potheses that f ∈ C1(Ω), one shows that the multiplicity function is HN -
measurable and ∫

A

J(Df) dx =
∫

RN

N(f, A, y) dHn(y). (2.36)

Moreover, we can also relax the regularity of the map f : One can in fact
prove that (2.36) holds also if f is Lipschitz-continuous (recall that, if f is
Lipschitz-continuous, then J(Df) is defined Ln-a.e. since f is differentiable
Ln-almost-everywhere by the Rademacher theorem).

Starting from (2.36), by approximating Ln-measurable functions u by
simple functions and then passing to the limit by means of the monotone
convergence theorem of Beppo Levi, we also get the following.

2.80 Theorem (Change of variables formula). Let Ω ⊂ Rn be open,
let f : Ω ⊂ Rn → RN , n ≤ N , be of class C1(Ω) (or, more generally,
locally Lipschitz-continuous in Ω), and let u : Ω → R be Ln-measurable and
nonnegative, or such that |u| J(Df) is Ln-summable. Then the function

y →
∑

x∈f−1(y)

u(x)

is Hn-measurable and∫
Rn

u(x)J(Df)(x) dx =
∫

RN

( ∑
x∈f−1(y)

u(x)
)

dHn(y). (2.37)

In particular, if v : RN → R is Hn-measurable and nonnegative, then∫
A

v(f(x))J(Df)(x) dx =
∫

RN

v(y)N(f, A, y) dHn(y) . (2.38)
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a. Calculus of the area of a surface
Parameterizing, at least locally, a k-dimensional surface in Rn by a C1

map, we can easily compute its area by means of the area formula (2.35).
In this procedure we need to compute the Jacobian of the parameteri-

zation, and the following information may be useful.

(i) Let A ∈ MN,n. The alternative theorem yields

Rank (AT A) = RankAT = RankA = RankAAT ≤ min(n, N).
(2.39)

It follows that detAAT = 0 if N > n.
(ii) We have kerAT A = kerA, consequently the three claims

(a) J(A) = (detAT A)1/2 = 0,
(b) kerA �= {0},
(c) RankA is not maximal,

are equivalent.
(iii) (Area and metric tensor) Let {A1, A2, . . . , An} denote the

columns of A, A = [A1|A2| . . . |An]. Then

AT A = G, where G = (gij), gij := Ai •Aj .

Consequently, if f : Ω ⊂ Rn → RN , N ≥ n, is of class C1, then

J(Df) =
√

detG, G = (gij), gij = fxi •fxj ,

and the area formula becomes

Hn(f(Ω)) =
∫

Ω

√
g(x) dx, g(x) := detG(x).

(iv) (The Cauchy–Binet formula) Let A ∈ MN,n, N ≥ n. For every
multiindex α = (α1, α2, . . . , αn), 1 ≤ α1 < α2 < · · · < αn ≤ N , let
Aα be the n× n-submatrix of A made of the rows α1, α2, . . . , αn of
A. Then, see, e.g., [GM5], the following Cauchy–Binet formula holds

J(A)2 =
∑

α∈I(n,N)

(det(Aα))2.

2.81 Example (Two-dimensional parameterized surfaces in R3). Let n = 2 and
N = 3. Then

Df :=

0B@a d

b e

c f

1CA
where the columns are the vectors with components the partial derivatives of f with
respect to x and y, fx := (a, b, c)T and fy := (d, e, f)T . If we set

E := |fx|2, F := fx •fy , G := |fy|2,

we find

DfT Df =

 
E F

F G

!
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and

H2(f(Ω)) =

Z
Ω

J(Df) dxdy =

Z
Ω

p
EG − F 2 dxdy.

Alternatively, we can compute J(Df) and the area of u(Ω) by means of the Cauchy–
Binet formula. If

A12 :=

 
a d

b e

!
, A23 :=

 
b e

c f

!
, A13 :=

 
a d

c f

!
,

then
J(Df)2 = (ae − bd)2 + (bf − ec)2 + (af − dc)2.

Notice that the three numbers ae−bd, −(bf −ec), and af −dc are the three components
of the vector product

fx × fy

of the columns of Df , hence

H2(f(Ω)) =

Z
Ω
|fx × fy| dxdy.

2.82 Example (Graphs of codimension 1). Let u : Ω ⊂ Rn → R be a function of
class C1 and

Gu,Ω :=
n
(x, y) ∈ Ω × R

˛̨̨
y = u(x)

o
be its graph. Gu,Ω is the image of the injective map f(x) = (x, u(x)) from Ω into Rn+1.
Since

Df(x) =

0BBB@ Id

Du(x)

1CCCA ,

the Cauchy–Binet formula gives J(Df(x)) =
p

1 + |Du(x)|2, hence

Hn(Gu,Ω) =

Z
Ω

q
1 + |Du(x)|2 dx.

2.83 Example (Parameterized hypersurfaces). Let u : Ω ⊂ R
n → Rn+1 be an

injective map of class C1. The Jacobian matrix of u has n+1 rows and n columns, and
its n × n submatrices can be indexed by the missing row. If

∂(u1, . . . , ui−1, ui+1, . . . , un)

∂(x1, x2, . . . , xn)

denote the determinant of the submatrix obtained by removing the ith row, we then
get

Hn(u(Ω)) =

Z
Ω

„ nX
i=1

“∂(u1, . . . , ui−1, ui+1, . . . , un)

∂(x1, x2, . . . , xn)

”2
«1/2

dx.

2.84 Example (Rotational surfaces). A rotational surface around an axis is well
described by its perpendicular sections to its axis that are circles. We can describe its
points P by means of two parameters: the orthogonal projection of P on the rotational
axis and a parameter describing the points on the circle in the perpendicular plane to
the axis through P . This way, if S is a rotational surface around the axis z, S is the
one-to-one image of

A := [a, b] × [0, 2π[

by a map φ : [a, b] × R → R3 of the type
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φ(z, θ) :=

8>><>>:
x = ρ(z) cos θ,

y = ρ(z) sin θ,

z = z

where ρ(z) is the radius of the section at level z. Assuming ρ(z) ∈ C1([a, b]), we have

Dφ(z, θ) :=

0B@ρ′ cos θ −ρ sin θ

ρ′ sin t −ρ cos θ

1 0

1CA , (z, t) ∈ A := [a, b] × [0, 2π[

hence, by the Cauchy–Binet formula,

J(Dφ)(z, θ) = ρ(z)

q
1 + ρ′2(z);

therefore

H2(S) = H2(φ(A)) =

Z 2π

0

Z b

a
ρ(z)

q
1 + (ρ′(z))2 dz = 2π

Z b

a
ρ(z)

q
1 + (ρ′(z))2 dz.

2.5.3 The coarea formula

Consider a function f : Rn → RN , N ≤ n and, for y ∈ RN its inverse
image f−1(y). When y varies, the family {f−1(y)} yields a sort of foliation
of Rn, for example think of f : R2 → R, f(x, y) = x2 + y2, for which
f−1(t) := {(x, y) = x2 + y2 = t}. As we shall see in Chapter 5, if Df(x)
is of maximal rank N , then the leaf f−1(y) is an (n − N)-dimensional
submanifold of Rn. The coarea formula provides a formula that allows us
to express the Ln-integration on a set A ⊂ Rn as the integration with
respect to y of an Hn−N -integration over f−1(y).

2.85 Theorem (Coarea formula). Let Ω be an open set and A ⊂ Ω
be Ln-measurable, let f : Ω → RN be a map of class C1, and assume
N ≤ n. For LN -a.e. y the set A∩f−1(y) is Hn−N -measurable, the function
y → Hn−N (A ∩ f−1(y)) is LN -measurable and∫

A

J(Df(x)) dLn(x) =
∫

RN

Hn−N (A ∩ f−1(y)) dLN (y); (2.40)

here

Jf (x) := J(Df(x)) =
√

det(Df(x)Df(x)T )

denotes the Jacobian of f .

Actually the previous theorem can be generalized in several ways. First,
it suffices to assume that f be locally Lipschitz-continuous. Moreover, by
approximating measurable maps u with simple functions, one shows the
following.
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2.86 Theorem. Let Ω ⊂ Rn be open, let f : Ω ⊂ Rn → RN , N ≤ n,
be a map of class C1(Ω) (or merely locally Lipschitz-continuous) and let
u : Ω → R be a measurable function on Ω such that |u| J(Df) is Ln-
integrable. Then∫

Ω

u(x)J(Df)(x) dx =
∫

RN

(∫
f−1(y)

u(x) dHn−N (x)
)

dLN (y). (2.41)

2.87 Remark. We notice the following:

(i) If we split Rn as Rn = Rn−N ×RN denoting its coordinates by (x, y),
x ∈ Rn−N , y ∈ RN , and we choose f(x, y) := y, then J(Df)(x, y) =
|Df(x, y)| = 1, A ∩ f−1(y) = {(x, z) ∈ A | z = y} = Ay. Therefore,
Theorem 2.85 simply reduces to Fubini’s theorem.

(ii) Let f : Rn → R. Since

J(Df) =
√

det(Df)(Df)T = |Df |,

we then obtain∫
A

|Df |dx =
∫ +∞

−∞
Hn−1(A ∩ f−1(t)) dt

and ∫
A

g(x)|Df(x)|dx =
∫ +∞

−∞

(∫
A∩f−1(t)

g(z) dHn−1(z)
)

dt

for any measurable A ⊂ Rn and any measurable g : A → R such that
g(x)|Df(x)| is Ln-integrable.

2.88 Example (Measure of the unit sphere in Rn). The volume of the ball of ra-
dius r in Rn is ωnrn where ωn = Ln(B(0, 1)), and the measure of the sphere of radius t,
Hn−1(∂B(0, t)) is positively homogeneous of degree n−1, in particular it is continuous
in t. If we choose f(x) = |x|, then J(Df(x)) = |Df(x)| = 1: from the coarea formulaZ

B(0,r+h)\B(0,r)
dx =

Z r+h

r
Hn−1(∂B(0, t)) dt

and on account of the fundamental theorem of calculus we infer

Hn−1(∂B(0, r)) = lim
h→0

1

h

Z r+h

r
Hn−1(∂B(0, t)) dt = lim

h→0

1

h

Z
B(0,r+h)\B(0,r)

dx

=
dLn(B(0, r))

dr
(r) = nωnrn−1.

2.89 Example. Notice that if f(x) := |x|, then f−1(y) = ∂B(0, y) and Theorem 2.86
yields the well-known formula of integration on polar coordinatesZ

{s<|x|<t}
u dx =

Z s

r

„Z
∂B(0,ρ)

u(y) dHn−1(y)

«
dρ.
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In particular, for h �= 0 we have

1

h

Z
{r<|x|<r+h}

u dx =
1

h

Z r+h

r

„Z
∂B(0,ρ)

u(y) dHn−1(y)

«
dρ,

hence, by the theorem of differentiation of the integral, for L1-a.e. r (for all r if, for
instance, u is continuous),

d

dr

„Z
B(0,r)

u dx

«
=

Z
∂B(0,r)

u dHn−1.

For u = 1 we therefore find again

Hn−1(∂B(0, r)) =
d

dr
(ωnrn) = nωnrn−1.

2.90 Example (Measure of the unit ball in Rn). The coarea formula yields also
an alternative way to compute the measure ωn of the unit ball B(0, 1) of Rn. Using
Fubini’s theorem we findZ

Rn
e−|x|2 dx =

Z +∞

−∞
e−x2

1 dx1

Z +∞

−∞
e−x2

2 dx2 . . .

Z +∞

−∞
e−x2

n dxn = πn/2.

On the other hand, the coarea formula yieldsZ
Rn

e−|x|2 dx =

Z +∞

0

„Z
∂B(0,t)

e−t2dHn−1(t)

«
dt =

n

2
|B(0, 1)|

Z +∞

0
e−t2 tn−1 dt

=
n

2
|B(0, 1)|

Z +∞

0
s

n
2 −1e−s ds =

n

2
|B(0, 1)|Γ

“n

2

”
in terms of Euler’s Γ-function. If follows

ωn = |B(0, 1)| =
2

n

πn/2

Γ
“

n
2

” =
πn/2

Γ
“

n
2

+ 1
” .

2.91 Example. Let f : Rn → R be a function of class C1 (or merely locally Lipschitz-
continuous). From the coarea formula, for any positive h we have

1

h

Z
{t<f<t+h}

|Df | dx =
1

h

Z t+h

t
Hn−1({f = t}) dt

1

h

Z
{t−h<f<t}

|Df | dx =
1

h

Z t

t−h
Hn−1({f = t}) dt

hence, by the theorem of differentiation of integral, for L1-a.e. t ∈ R

d

dt

Z
{f<t}

|Df | dx = − d

dt

Z
{f>t}

|Df | dx = Hn−1({f = t}).

2.6 Gauss–Green Formulas

In this section, we state the Gauss–Green theorem and discuss the diver-
gence theorem. These topics are of fundamental relevance for the devel-
opment of the calculus for functions of several variables. In particular,
Gauss–Green formulas extend the fundamental theorem of calculus
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Figure 2.16. Two pages from the paper by Carl Friedrich Gauss (1777–1855), in which
the Gauss–Green formula appears.

f(b) − f(a) =
∫ b

a

f ′(t) dt

to functions of several variables.

a. Two simple situations
We begin with a very simple situation.

2.92 Proposition. Let A ⊂ Rn be open and f ∈ C1
c (A). Then∫

A

Dif(x) dx = 0 =
∫

∂A

f dHn−1 ∀i = 1, . . . , n.

Proof. We extend f to all Rn as zero outside A; we call it f . It is not restrictive to
assume that its support is contained in the unit cube. Since for every x1, . . . , xi−1,
xi+1,. . . , xn we haveZ 1

−1
Dif(x1, . . . , xi−1, xi, xi+1, . . . , xn) dxi =

= f(x1, . . . , xi−1, 1, xi+1, . . . , xn) − f(x1, . . . , xi−1,−1, xi+1, . . . , xn) = 0,

integrating with respect to the remaining variables we getZ
A

Dif(x) dx =

Z
Q

Dif(x) dx = 0.

��
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Split Rn as Rn−1 × R and let x = (x′, xn), x′ = (x1, x2, . . . , xn−1) ∈
Rn−1, xn ∈ R, be its coordinates. Let Q be a bounded open set in Rn−1

and let α : Q →]a, b[ be a function of class C1; set

A :=
{
x = (x′, xn) ∈ Q × [a, b]

∣∣∣ a < xn < α(x′)
}

.

Since the vector (−∇α(x′), 1) is perpendicular to the plane tangent to the
graph of α at (x′, α(x′)), the exterior normal vector to A at (x′, α(x′)) has
components ν = (ν1, ν2, . . . , νn) given by⎧⎪⎪⎨⎪⎪⎩

νi :=
−Diα√

1 + |Dα(x′)|2 ∀i = 1, . . . , n − 1,

νn :=
1√

1 + |Dα(x′)|2 .

2.93 Proposition. Let f ∈ C1(A) ∩ C0(A) with |Df | ∈ L1(A). Suppose
that f vanishes near ∂(Q × [a, b]) ∩ A, trivially∫

A

Dif(x) dx =
∫

∂A

fνiHn−1.

Proof. Since f vanishes on ∂(Q × [a, b]) ∩ A, triviallyZ
∂A

fνidHn−1 =

Z
Gα,Q

fνidHn−1

and, since the element of area on Gα,Q is dHn−1 =
p

1 + |Dα(x′)|2 dx′, we have

Z
∂A

fνiHn−1 =

8>>><>>>:
−
Z

Q
f(x′, α(x′))

∂α

∂xi
(x′) dx′ if i = 1, . . . , n − 1,

Z
Q

f(x′, α(x′)) dx′ if i = n.

(2.42)

From the fundamental theorem of calculus, since f = 0 near ∂(Q × [a, b]) ∩ A and
|Df | ∈ L1(A), we inferZ

A
Dnf(x′, xn) dx′dxn =

Z
Q

Z α(x′)

a
Dnf(x′, xn) dxndx′

=

Z
Q

(f(x′, α(x′)) − f(x′, a)) dx′ =

Z
Q

f(x′, α(x′)) dx′.
(2.43)

A comparison of (2.42) and (2.43) yields the result for i = n.
Now set

F (x′) :=

Z α(x′)

a
f(x′, xn) dxn, x′ ∈ Q.

Differentiating under the integral sign with respect to xi, we infer

DiF (x′) =

Z α(x′)

a
Dif(x′, xn) dxn + f(x′, α(x′))Diα(x′);

on the other hand
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Z
A

Dif(x′, xn) dx′dxn =

Z
Q

„Z α(x′)

a
Dif(x′, xn) dxn

«
dx′

=

Z
Q

DiF (x′) dx′ −
Z

Q
f(x′, α(x′))Diα(x′) dx′,

(2.44)

and, since f vanishes if x ∈ ∂(Q × [a, b]) ∩ A, F (x′) = 0 if x′ ∈ ∂Q andZ
Q

DiF (x′) dx′ =

Z
Q

DiF (x′) dx1 . . . dxn−1

=

Z Z “Z 1

−1
DiF (x′)dxi

”
dx1 . . . dxi−1 dxi+1 . . . dxn−1

=

Z Z “
F (x1, . . . , xi−1, 1, xi+1, . . . , xn−1) − F (x1, . . . , xi−1,−1, xi+1, . . . , xn−1)

”
dx1 . . . dxi−1 dxi+1 . . . dxn−1

=

Z Z
0 dx1 . . . dxi−1 dxi+1 . . . dxn−1 = 0.

Therefore, (2.44) becomesZ
A

Dif(x′, xn) dx′dxn = −
Z

Q
f(x′, α(x′))Diα(x′) dx′. (2.45)

From (2.45) and (2.42), we infer the result for i = 1, . . . , n − 1. ��

b. Admissible sets
In the sequel we shall limit ourselves to prove Gauss–Green formulas for a
class of sets, which we now introduce, sufficiently large for the applications.
Actually, measure theory would allow us to prove them for a much larger
class.

Let A ⊂ Rn be an open set. In this context, we say that x ∈ ∂A is
a regular point for ∂A if there exists an open cube with center at x and
sides parallel to the axes (that we write as Q× [a, b] where Q is a cube on
Rn−1) and a function α : Q →]a, b[ of class C1(Q) such that

(i) Ux ∩ A = {(x′, xn) | a < xn < α(x′), x′ ∈ Q},
(ii) Ux ∩ ∂A = {(x′, xn) |xn = α(x′), x′ ∈ Q}.

The set r(A) ⊂ ∂A of regular points for ∂A is open relatively to ∂A, and
for every x ∈ ∂A, the exterior unit vector to A at x is given by the vector
ν = (ν1, ν2, . . . , νn) given by

νi :=
−Diα√

1 + |Dα(x′)|2 ∀i = 1, . . . , n − 1, νn :=
1√

1 + |Dα(x′)|2 .

Obviously |ν| = 1, ν is perpendicular to the tangent plane to the graph of α
at x = (x′, α(x′)) and x− tν(x) ∈ A for all t > 0 sufficiently small positive
t. Of course, neither the cube nor the function α are uniquely defined by A;
however, it is not difficult to show, compare Chapter 5, that the exterior
unit normal is uniquely defined at the points x ∈ r(A). Moreover, one sees,
compare Chapter 5, that x ∈ ∂A is regular if and only if there exist an
open cube Q centered at x and a function ϕ : Ux → R of class C1 such
that
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(i) Ux ∩ A = {y ∈ Ux |ϕ(y) < 0},
(ii) Ux ∩ ∂A = {y ∈ Ux |ϕ(y) = 0},
(iii) ∇ϕ �= 0 in Ux ∩ ∂A.

In this case the exterior normal vector at x ∈ r(A) at x ∈ r(A) is

ν(x) =
∇ϕ(x)
|∇ϕ(x)| .

2.94 Definition. We shall say that an open set A ⊂ Rn is admissible if
A is open, Hn−1(∂A) < +∞ and Hn−1(∂A \ r(A)) = 0.

For example, an open set in R2 whose boundary is the union of a finite
number of closed and disjoint piecewise regular curves is an admissible set
of R2. Also a bounded set whose boundary is a polyhedron with a finite
number of faces is an admissible set. Actually, it is easily seen that A is
admissible if A is bounded and ∂A is a finite disjoint union ∂A = ∪N

i=0Γi

where Γ0 is closed with Hn−1(Γ0) = 0, and, for i = 1, . . . , N , Γi is a
(n − 1)-submanifold of Rn, see Chapter 5.

c. Decomposition of unity
The decomposition (or partition) of unity is a useful tool when we want to
transfer local information to global ones.

2.95 Theorem. Let {Vα} be a family of open sets in Rn and Ω := ∪αVα.
There exists a locally finite covering of Ω with balls Bj ⊂⊂ Ω such that for
every j we have Bj ⊂ Vα for some α.

Proof. For all j = 1, 2, . . . , we choose a sequence {Hj} of compact sets contained
in Ω with Hj ⊂⊂ int (Hj+1) and Ω = ∪jHj ; we also set H−1 = H−2 := ∅. For
j := 0, 1, . . . we consider the compact sets Kj := Hj \ int (Hj−1) and the open sets
Aj := int Hj+1 \ Hj−2. We have Kj ⊂⊂ Aj , Ω = ∪jAj and Ai ∩ Aj = ∅ except for
i = j − 1, j o j + 1. Now, for every x ∈ Kj choose λ = λ(x) such that x ∈ Vλ(x) and

a ball B(x, r(x)) with closure in Aj ∩ Vλ(x). The family {B(x, r(x))}x∈Kj
is clearly

an open covering of the compact set Kj from which we can choose a finite covering
{Bj,1, Bj,2, . . . Bj,Nj

}. The family

B :=
n

Bj,i

˛̨̨
j = 0, 1, . . . , i = 1, . . . Nj

o
has the required properties. ��

2.96 Lemma. The function

ϕ(x) :=

⎧⎨⎩exp
(

1
1−|x|2

)
if |x| < 1,

0 if |x| ≥ 1

is of class C∞ and nonzero exactly on B(0, 1).
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2.97 Theorem. Let {Bj} be a locally finite covering of Ω = ∪jBj, Bj

being balls. There exists functions wj : Rn → R of class C∞ such that

(i) 0 ≤ αj(x) ≤ 1 ∀x ∈ Rn,
(ii) αj(x) > 0 if and only if x ∈ Bj,
(iii)
∑∞

j=1 αj(x) = 1 ∀x ∈ Ω.

Proof. For j = 1, 2, . . . , we choose ϕj ∈ C∞(Rn) with ϕj > 0 on Bj and ϕj = 0 outside
Bj . The function

P∞
j=1 ϕj(x) is well defined on Rn since locally it is a finite sum ({Bj}

being locally finite) and positive in Ω, since {Bj} is a covering of Ω. Thus, we readily
see that the functions

αj(x) :=
ϕj(x)P∞

j=0 ϕj(x)

have the desired properties. ��

We notice that the number of functions αj of the decomposition of
unity that are nonzero at each x is finite and that they are exactly the
nonzero functions of the decomposition of unity that are nonzero at y if y
is suffciently close to x. Consequently, we also have

∞∑
j=1

Dαj(x) = D
( ∞∑

j=1

αj(x)
)

= 0 ∀x ∈ Ω

and ∫ ∞∑
j=1

αj(x) dμ =
∞∑

j=1

∫
αj(x) dμ

for μ = Ln or Hn−1.

d. Gauss–Green formulas
2.98 Theorem (Gauss–Green formulas). Let A ⊂ Rn be an admissi-
ble open set and let f be a function of class C1 in a neighborhood of A with
|Df | ∈ L1(A). Denote by ν : r(A) → Rn the field of exterior unit normal
vectors to A. Then ν is defined Hn−1-a.e. on ∂A. We have∫

A

Dif(x) dx =
∫

∂A

fνi dHn−1 ∀i = 1, . . . , n.

Proof. Recall that r(A) is the set of regular points for ∂A. We set s(A) := ∂A \ r(A),

Δ to be an open set so that Δ ⊃ A, and, finally, Ω := Δ \ s(A). Since s(A) is closed, Ω
is open. Now, for x ∈ Ω we can choose an open neighborhood Ux of x so that

(i) if x ∈ Ω \ A, then Ux is a cube centered at x and contained in Ω \ A,
(ii) if x ∈ A ∩ Ω, then Ux is a cube centered at x and contained in Ω ∩ A,
(iii) if x ∈ ∂A ∩ Ω, i.e., x ∈ r(∂A), then we choose Ux as in the definition of regular

points and, without loss of generality, we assume that Ux is small enough so that
Ux ⊂ Ω.

The family {Ux} covers Ω. Therefore, there exists a denumerable locally finite refine-
ment {Bj} of {Ux}, Theorem 2.95, with the associated decomposition of unity {αj},
Theorem 2.97, and we distinguish the following three cases:
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Figure 2.17. Two pages from the Essay by George Green (1793–1841), which appeared
in 1828 and was reprinted in 1850 in Crelle’s Journal where Gauss–Green formulas
appear.

◦ Bj is exterior to A. Then αj = 0 in A henceZ
A

Di(fαj) dx = 0 =

Z
∂A

fνiαj dHn−1.

◦ Bj is interior to A. Then from Proposition 2.92 and αj = 0 in ∂AZ
A

Di(fαj) dx = 0 =

Z
∂A

fνiαj dHn−1.

◦ Bj ∩∂A �= 0, then Bj is contained in some Ux of type (iii) and fαj : Ux → R satisfies
the assumptions of Proposition 2.93. If followsZ

A
Di(fαj) dx =

Z
Ux

Di(fαj) dx =

Z
∂A∩Ux

fνiαj dHn−1 =

Z
∂A

fνiαj dHn−1.

Summing on j = 1, . . . , since
P∞

j=1 αj = 1 in Ω, {Bj} is locally finite and

Hn−1(∂A ∩ Ω) = Hn−1(r(A)) = Hn−1(∂A),

we concludeZ
A

Dif dx =

Z
A∩Ω

Dif dx =

Z
A

∞X
j=1

(Dif)αj dx =
∞X

j=1

Z
A

Di(fαj ) dx

=
∞X

j=1

Z
∂A

fνiαj dHn−1 =

Z
∂A

fνi

∞X
j=1

αj dHn−1 =

Z
∂A∩Ω

fνi dHn−1

=

Z
∂A

fνi dHn−1.

��
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e. Integration by parts
As stated, Gauss–Green formulas may be thought of as the fundamental
theorem of calculus for functions of several variables. Applying them to the
product of two functions f and g, we deduce the formulas of integration
by parts.

2.99 Proposition. Let A be an admissible domain, ν : ∂A → Rn the field
of exterior unit normal vectors to A, and let f, g ∈ C0(A)∩C1(A) be such
that |Df | and |Dg| are summable in A. Then∫

A

Dif(x)g(x) dx =
∫

∂A

f(y)g(y)νi(y) dHn−1(y) −
∫

A

f(x)Dig(x) dx

(2.46)
for i = 1, 2, . . . , n.

f. The divergence theorem
Let A be an admissible domain and E : A → Rn, E = (E1, E2, . . . , En)
a field of class C0(A) ∩ C1(A) with summable Jacobian matrix DE. The
divergence of E at x ∈ A is the number

div E(x) := trDE(x) =
n∑

i=1

∂Ei

∂xi
(x) =

n∑
i=1

DiE
i(x).

Since the functions DiE
i : A → R, i = 1, . . . , n, are summable, if we apply

the Gauss–Green formulas to them, we find in particular∫
A

DiE
i dx =

∫
∂A

Eiνi dHn−1 ∀i = 1, . . . , n

and, summing over i, the divergence theorem∫
A

div E(x) dx =
∫

∂A

E •ν dHn−1. (2.47)

The quantity

φ(E, A) :=
∫

∂A

E •ν dHn−1

is called the flux of E outgoing from A.

g. Geometrical meaning of the divergence
Let E : A → Rn be a field that we assume of class C1(A). For every ball
B(x, r) ⊂⊂ A we denote by φ(E, r) the flux of E outgoing from B(x, r),

φ(E, r) :=
∫

∂B(x,r)

E •ν dHn−1, ν(x) := x/|x|.
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The divergence theorem yields

φ(E, r) =
∫

B(x,r)

div E(x) dx

hence, if we divide by |B(x, r)| = ωnrn and let r → 0, we infer

lim
r→0

φ(E, r)
ωnrn

= lim
r→0

1
|B(x, r)|

∫
B(x,r)

div E(y) dy = div E(x),

because of the continuity of div E(x), or

φ(E, r) = ωndiv E(x)rn + o(rn) as r → 0.

In other words, div E(x) represents the (rescaled) flow outgoing from an
infinitesimal ball centered at x.

h. Divergence and transport of volume
Let A ⊂ Rn be open and F : R × A → Rn be smooth. A curve γ(t) :
I → A satisfying the differential equation γ′(t) = F (t, γ(t)), i.e., a curve
t → (t, γ(t)) with velocity (1, F (t, γ(t))), is called a flux line or an integral
line of F . As we shall see in Chapter 6, for every x ∈ A there exists a
unique flux line defined for small times that at time t = 0 is at x. If we
denote by φ(x, t) these flux lines, i.e.,⎧⎨⎩

∂

∂t
φ(t, x) = F (t, φ(t, x)),

φ(0, x) = x,

and set φt(x) := φ(t, x), then Dφ0(x) = Id, and, for K ⊂⊂ Ω there exists
ε0 such that φ(t, x) is defined on ]− ε0, ε0[×K with detDφt(x) > 0. From
(1.28) with A(t) := Dφt(x), we then infer

∂

∂t
[detDφt(x)](t) = detDφt(x) tr

(
Dφt(x)−1 ∂

∂t
Dφt(x)

)
= detDφt(x) tr

(
Dφt(x)−1D

∂

∂t
φ(t, x)

)
= detDφt(x) tr

(
Dφt(x)−1 DF (t, φ(t, x))Dφt(x)

)
= detDφt(x) trDF (t, φ(t, x))
= detDφt(x) div F (t, φ(t, x)).

If Ω ⊂⊂ A and Ωt := φt(Ω) is the image of Ω at time t transported by
the flow, then the area formula says

Ln(Ωt) =
∫

Ω

| detDφt(x)|dx =
∫

Ω

detDφt(x)dx
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and, differentiating under the integral sign,

dLn(Ωt)
dt

(t) =
∫

Ω

∂

∂t
detDφt(x)dx

=
∫

Ω

detDφt(x) div F (t, φ(t, x)) dx =
∫

Ωt

div F (t, x) dx.

In the so-called autonomous case, F = F (x), and for t = 0, we get

1
Ln(Ω)

dLn(Ωt)
dt

(0) =
1

Ln(Ω)

∫
Ω

div F (x) dx,

i.e., div E(x) is the percentage variation of the infinitesimal volume when
transported by the flow at time t = 0.

2.7 Exercises
2.100 ¶. Let C(A) be the cone of basis A = {(x, y) ∈ R2 |x2 < y < 1}, and vertex
(0, 0, 1). Compute the volume of C \ B((0, 0, 1), 1/2).

2.101 ¶. Prove Schwarz’s theorem, Theorem 1.34, for functions of class C2(Ω) by using
the theorem of differentiation under the integral sign. [Hint: Differentiate at (t0, x0) the
identity

f(t, x0 + h) − f(t, x0) =

Z h

0

∂f

∂x
(t, s)dt

for |t − t0|, |h| small enough, and then use the fundamental theorem of calculus.]

2.102 ¶. Show that Airy’s function φ(t) := 1√
π

R∞
0

cos
“
tx + x3

3

”
dx solves the equa-

tion
ϕ′′(t) − tϕ(t) = 0.

2.103 ¶. Show a sequence {fn} of nonnegative summable functions on [0, 1] such that

lim
n→∞

Z 1

0
fn(x) dx = 0 and lim sup

n→∞
fn(x) = +∞ ∀x ∈ [0, 1].

2.104 ¶. Show that f ′ : [0, 1] → R is measurable if f : [0, 1] → R is differentiable.

2.105 ¶. Show that Z 1

0

x1/3

1 − x
log

1

x
dx =

∞X
n=0

9

(3n + 4)2
,

Z ∞

0
e−x cos

√
x dx =

∞X
n=0

(−1)n n!

(2n)!
,

Z π

0

∞X
n=1

n2 sinnx

an
=

2a(1 + a2)

(a2 − 1)2
∀a > 1.
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2.106 ¶. Show that for p, q > 0 we haveZ 1

0

xp−1

1 + xq
=

∞X
n=0

(−1)n

p + nq
;

infer that π
4

=
P∞

n=0
(−1)n

2n+1
.

2.107 ¶. Show that for |a| < 1,Z 1

0

1 − t

1 − at3
dt =

∞X
n=0

an

(3n + 1)(3n + 2)
;

infer that
π

3
√

3
=

∞X
n=0

1

(3n + 1)(3n + 2)
.

2.108 ¶. Compute
R
D

e−xy

y
dxdy where D := {(x, y) ∈ R2 | x ≥ 0, x2 ≤ y, 0 ≤ y ≤ 2}.

2.109 ¶. Show that Z ∞

0

xα−1

eat − 1
dt =

Γ(α)

aα

∞X
j=0

1

(n + 1)α
,

and Z 1

0

arctan t√
1 − t2

dt =
π

2
log(1 +

√
2).

2.110 ¶. Let A be a positive n × n symmetric matrix. Show thatZ
Rn

exp (−Ax •x ) dx =

r
πn

detA
.

2.111 ¶. Let f : [0, 1] → R be a continuous function. Show that L2(Gf,[0,1]) = 0.

2.112 ¶. Let E ⊂ Rn. Show that E is measurable if Ln∗(∂E) = 0.

2.113 ¶. Compute

lim
t→+∞

Z 4

−1

t2 +
p|x|

1 + t2x2
dx, lim

t→0+

Z 1

0

x +
√

tx

t + x
dx.

2.114 ¶. Show that for α > 0

lim
n→∞

Z n

0

“
1 − x

n

”n
xα−1 dx =

Z ∞

0
e−xxα−1 dx.

2.115 ¶ Astroid. Compute the area and the length of the boundary of the astroid

A :=
n
(x, y) ∈ R

2
˛̨̨
x2/3 + y2/3 ≤ 1

o
.

2.116 ¶. If S2 := {(x, y, z) |x2 + y2 + z2 = 1}, computeZ
S2

x2 dH2.
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2.117 ¶. Let T be the triangle in R3 with vertices (1, 0, 0), (0, 1, 0) and (0, 0, 1). Com-
pute Z

T
x dH2.

2.118 ¶. If G ⊂ R
3 is the graph of the function f : [0, 1]×[−1, 1] → R, f(x, y) = x2+y,

compute Z
G

x dH2.

2.119 ¶. For a, L > 0, let C ⊂ R3 be the truncated cone

C :=
n
(x, y, z) ∈ R

3
˛̨̨
z2 = a (x2 + y2), 0 ≤ z ≤ L

o
.

Compute the volume of C and the area of the boundary of C.

2.120 ¶ The Viviani solid. Let

V :=
n
(x, y, z)

˛̨̨
x2 + y2 + z2 ≤ 1, x2 + y2 ≤ x

o
be the intersection of the unit ball in R3 with the vertical cylinder {(x, y, z) ∈ R3 |x2 +
y2 − x ≤ 0}.

(i) Compute the colume of V .
(ii) Show that S := ∂V = S1 ∪ S2 where

S1 :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 + z2 = 1, x2 + y2 ≤ x

o
,

S2 :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 + z2 ≤ 1, x2 + y2 = x

o
,

and compute the area of S1 and S2.
(iii) Show that the curve s(α) := (cos2 α, cos α sinα, sinα) maps the interval ] − π, π[

onto S1 ∩ S2, and compute the length of S1 ∩ S2.

2.121 ¶. Compute Z
Rn−1

1

(1 + |x|2)n
dx.

2.122 ¶. Compute Hn−1(Σn−1) where

Σn−1 :=
n

x ∈ R
n,
˛̨̨ nX

i=1

xi = 1, 0 ≤ xi ≤ 1 ∀i
o

.

2.123 ¶ Feynman’s formula. Let a ∈ Rn be a point with positive coordinates. Show
that Z

Sn−1
+

1

a •x
dHn−1(x) =

1

(n − 1)!
Q

1≤j≤n aj
.

2.124 ¶. Let f : Rn \ {0} → R be positively homogeneous of degree d, f(tx) = tdf(x)
∀x ∈ Rn \ {0} ∀t > 0. Prove thatZ

B(0,1)
Δf(x) dx = d

Z
∂B(0,1)

f(x) dHn−1(x).

In particular, if x = (x1, . . . , xn), show that ∀j = 1, . . . , n

Ln(B(0, 1)) =

Z
Sn−1

x2
j dHn−1.
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2.125 ¶. If BR ⊂ Rn denotes the ball of radius R around 0 in Rn, show that for every
f ∈ C1(BR) we haveZ

BR

“ nX
i=1

xiDif(x) + nf(x)
”

dx = R

Z
∂BR

f(x) dHn−1(x).

2.126 ¶. If f ∈ C3(Ω) and ∇f = 0 on ∂Ω, show thatZ
Ω

(Δf)2 dx =

Z
Ω

X
1≤i,j≤n

(DiDjf)2 dx.

2.127 ¶. Compute the outgoing flux from the unit ball in R3 centered at 0 of the field
E := (2x, y2, z2).

2.128 ¶. Compute the outgoing flux from the lateral surface of the cylinder

C :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 ≤ 1, −1 ≤ z ≤ 1

o
of the field E = (xy2, xy, y).

2.129 ¶. Let Ω be an open admissible set. Then

Ln(Ω) =
1

n

Z
∂Ω

x •νΩ dHn−1.
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