Chapter 2

Closed Convex Processes

Introduction

Naturally, the first question which arises is: What are the set-
valued analogues of continuous linear operators?

Since the graph of a continuous linear operator A € L(X,Y) is
a (closed) vector subspace of X x Y, it is quite natural to regard
set-valued maps, with closed convex cones as their graphs, as these
set-valued analogues. Such set-valued maps are called closed convez
processes' and the maps the graph of which are vector subspaces are
called linear processes.

The main class of examples of closed convex processes is provided
by derivatives of set-valued maps which are introduced and studied
exhaustively in Chapter 5.

We shall prove that closed convex processes enjoy (almost) all
properties of continuous linear operators, including Banach’s Open
Mapping and Closed Graph Theorems (Section 2) and the Uniform
Boundedness Theorem (Section 3.)

As continuous linear operators, closed convex processes can be
transposed and the Bipolar Theorem can be adapted to closed convex
processes. They thus enjoy the benefits of a duality theory exposed
in Section 5. For instance, a duality criterion of invariance by a

!The term “process” has been coined by R.T. Rockafellar for denoting maps
the graph of which are cones in a study of economic “processes” (with constant
return to scale.)
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56 2- Closed Convex Processes

closed convex process is given in this section for linear processes and
in Chapter 4 (Section 2) in the general case.

We shall also provide in Chapter 3 a theorem on existence of
eigenvectors of closed convex processes (Theorem 3.6.2.)

For proving these results, we recall in Section 4 the Bipolar Theo-
rem for continuous linear operators, the Closed Range Theorem and
the properties of support functions. The latter allow characterization
of closed convex subsets by an (infinite) family of linear inequalities
thanks to a version of the Hahn-Banach Separation Theorem. It also
enables one to deal with the class of upper semicontinuous convex
positively homogeneous functions instead of handling closed convex
subsets.

We conclude the chapter with a short section on upper hemicon-
tinuous set-valued maps, characterized by the upper semicontinuity
of the support functions of their values, a more familiar property.
This characterization is mainly useful for set-valued maps with closed
convex images.

2.1 Definitions

Let us introduce the set-valued analogues of continuous linear oper-
ators, which are the closed convex processes.

Definition 2.1.1 (Closed Convex Process) Let F : X ~ Y be
a set-valued map from a normed space X to a normed space Y. We
shall say that F is

— convex if its graph is convex

— closed if its graph is closed

— aprocess (or positively homogeneous) if its graph is a cone
— a linear process if its graph is a vector subspace.

Hence a closed convex process is a set-valued map whose graph
s a closed convex cone.

We shall see that most of the properties of continuous linear op-
erators are enjoyed by closed convex processes.

Let us begin with the following obvious statements.
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Lemma 2.1.2 A set-valued map F is convez if and only if

YV, z2 € Dom(F), VX € [0,1],
AF(z1) + (1 = A)F(z2) € F(Az1+ (1= N)zg)
It is a process if and only if
Ve € X,VA>0, \F(z) = F(Az) and 0 € F(0)
and a convez process if and only if it is a process satisfying
Vi, 20 € X, F(x1)+ F(z2) C F(x1 + z2)

We observe that the domain and the image of a closed convex
process are convex cones (not necessarily closed.)

The main examples of closed processes are provided by contingent
derivatives of set-valued maps that we shall introduce in Chapter 5.

We associate with a closed convex process its norm defined in the
following way.

Definition 2.1.3 (Norm of a Closed Convex Process) Let F :
X ~Y be a closed convex process. Its norm ||F|| is equal to

IEll = sup epom(r) 40, F(2))/ ||
= Sup,Dom(r) IMfver() lVIl/ I (2.1)
= SUP,Dom(r)nB Pver(z) (V]
2.2 Open Mapping and Closed Graph The-

orems

The Banach Open Mapping Theorem can be extended to closed con-
vex processes:

Theorem 2.2.1 (Open Mapping) Let X, Y be Banach spaces.
Assume that a closed convex process F : X ~ Y is surjective (in the
sense that Im(F) =Y). Then F~! is Lipschitz:
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There exists a constant | > 0 such that, for all z; € F~1(y) and
for any y2 € Y, we can find a solution xo € F~1(y2) satisfying:

llzr — z2| < Ulyr — w2l

Actually, this theorem holds true for closed convex maps:

Theorem 2.2.2 (Robinson-Ursescu) Let X, Y be Banach spaces,
F: X ~Y be a closed convex set-valued map. Suppose that yy be-
longs to the interior of the image of F and let zo € F~1(yo).

Then there exist positive constants | and v such that for any y €
yo+B, there exists a solution x to the inclusion F(zx) > y satisfying

llz = zoll < Iy — ol

Proof — For simplicity, we prove this theorem only when the
Banach space X is reflezive?.

Let us introduce the function p defined by

ply) == inf lz—zo| = d(zo, F'(y)) (2.2)
z€F~(y)
(It takes the value +o0o0 when y does not belong to Im(F').)
Since the set-valued map F' is convex, this function is obviously
convex. Assume for a while it is lower semicontinuous.
Then, Baire’s Theorem implies that p is continuous® on the inte-
rior of Im(F'), which is not empty by assumption. Since continuous
convex functions are locally Lipschitz, there exists a ball of radius

~ > 0 centered at yp and a constant I’ > 0 such that for all y in this
ball,

loll = lle(y) — plyo)ll < Vlly — woll

2See for instance [35, Theorem 3.3.1] for the nonreflexive case and the original
papers of Robinson and Ursescu.
3Let us recall this result: The domain of p is the union of the sections

Sn = {y| ply) <n}

which are closed because p is lower semicontinuous. Since the interior of the
domain of p is not empty, the interior of one of these sections is not empty. So,
the convex function p being bounded on an open subset Int(S,) for some n, it is
continuous (and even, locally Lipschitz) on the interior of its domain.
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because p(yo) = 0. Therefore

d (0, F'(¥)) < Ully—woll

By setting [ = 2I’ we end the proof. It remains to check that the
function p is lower semicontinuous. 0O

Lemma 2.2.3 Let us consider a reflexive Banach space X, a Ba-
nach space Y, a closed convex process F : X ~ Y.
Then the function p defined by (2.2) is lower semicontinuous.

Proof — It is enough to prove that nonempty sections

{vln(y) < A}

are closed. Let us consider a sequence of elements y, of such a
section converging to some y. Then, by reflexivity of X, there exists
z, € F~Y(y,) satisfying ||z, — zo|| = p(yn) < X. Hence the elements
T, remain in the ball zo + AB. Since X is reflexive, there exists a
(weak) cluster point z of the sequence z,. Then (z,y) is a weak
cluster point of the sequence (zn,yn), which thus belongs to the
graph of F because, being closed and convex, it is closed in X x Y
when X is supplied with the weak topology and Y with the norm
topology. Since the elements z, belong to the ball zg + AB, which is
weakly closed, the cluster point & belongs also to this ball, so that

p(y) < llz—zol < A DO

Proof of Theorem 2.2.1 — We take 29 = 0, yo = 0 in
Theorem 2.2.2. To say that 0 belongs to the interior of the cone
Im(F) amounts to saying that Im(F) is equal to Y, i.e., that F is
surjective. By Theorem 2.2.2 for a constant [ > 0 we have:

Yy € Y,3z € F'(y) such that |z|| < Iy

Fix y1, y2 € Y and let us choose any solution z; € F~(y;) and
e € F~l(y2 — y1) satisfying |le|]| < l|jy1 — y2|- Then z2 := z1 + e
belongs to F~!(ys,), since F is a convex process and satisfies the
estimate

llzr —x2ll = llell < Ulyr —well O
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Corollary 2.2.4 Let us consider Banach spaces X, Y, a continuous
linear operator A € L(X,Y) and a closed convex subset K C X. Let
us assume that there exists zg € K such that Azg € Int(A(K)).

Then there exist positive constants | and v such that for any y €
A(zo) + vB, there ezists a solution x € K to the equation Az =y
satisfying ||z — zo|| < l|ly — A(zo)]l-

Remark —  Actually, Corollary 2.2.4 is equivalent to Theo-
rem 2.2.2; we apply it with K := Graph(F) and A:=7y. O

Since the restriction F' := A|g of a continuous linear operator
A € L(X,Y) to a closed convex cone is a closed convex process, we
obtain the following consequence:

Corollary 2.2.5 Let us consider Banach spaces X, Y, a continu-
ous linear operator A € L(X,Y) and a closed convex cone K C X
such that A(K) =Y. Then the set-valued map y ~ A~ (y) N K is
Lipschitz: there exists a positive constant | such that,

Vy, 2 €Y, A7) NK C A () NK + l|y1 —v2||B

As in the case of continuous linear operators, the Open Mapping
Theorem is equivalent to the Closed Graph Theorem, which can be
stated as follows.

Theorem 2.2.6 (Closed Graph Theorem) A closed convez pro-
cess F' from a Banach space X to another Y whose domain is the
whole space is Lipschitz: there exists a (Lipschitz) constant | > 0
such that

Vi, z2 € X, F(z1) C F(z2) + l||z1 — z2||B (2.3)

Thus, the norm of F' is finite whenever Dom(F) = X.

Proof — It is sufficient to apply the Open Mapping Theo-
rem 2.2.1 to the closed convex process F~!. O
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2.3 Uniform Boundedness Theorem

We can now adapt the Uniform Boundedness Theorem to the case
of closed convex processes.

Theorem 2.3.1 (Uniform Boundedness) Let X and Y be Ba-
nach spaces and Fy, be a family of closed convex processes from X to
Y, “pointwise bounded” in the sense that

Vz € X, Jy, € Fp(x) such that sup|ynl| < +o0  (2.4)
h

Then this family is “uniformly bounded” in the sense that

sup || Fl] < 400
h

Hence we can speak of bounded families of closed convex pro-
cesses, without specifying whether it is pointwise or uniform.

Proof — Let us consider the positively homogeneous convex
lower semicontinuous functions py defined by

pr(a) = inf [yl = d(0, Fu(a)

(which are lower semicontinuous because the closed convex processes
F}, are Lipschitz) and the function p defined by

Vz € X, p(z) := suppn(z)
h

Assumption (2.4) implies that this function p is finite. Since it is also
positively homogeneous, convex and lower semicontinuous (being the
supremum of such functions), it is continuous at 0. Hence there
exists a constant ! such that sup, d(0, Fr(z)) = p(z) < I||z||, ie.,
|[Fp]| <l<oo. O

The following consequence of Theorem 2.3.1 extends to closed
convex processes the following useful convergence result.

Theorem 2.3.2 (Crossed Convergence) Consider a metric space
U, Banach spaces X, Y and a set-valued map associating to each
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u € U a closed convex process F(u) : X ~ Y. Let us assume that
the family of closed convex processes F'(u) is pointwise bounded.
Then the following conditions are equivalent:

i)  the map u~> Graph(F(u)) is lower semicontinuous
it) the map (u,x)~ F(u)(z) is lower semicontinuous

Proof —  For proving that ) implies 7)), let us consider a
sequence of elements (uy,z,) converging to (u,z) and an element
y € F(u)(x). We have to approximate it by elements y, € F(uy)(zn).

Since u ~» Graph(F'(u)) is lower semicontinuous, we can approx-
imate (z,y) by elements (Zn,Jn) € Graph(F(uy)). By the pointwise
boundedness assumption and Theorem 2.3.1, there exist [ > 0 and
solutions f,, € F(uy)(zy — Zp) satisfying

[fnll < Hlzn — Znll

The right hand side of the above inequality converges to zero when
n goes to infinity. Because F(u,) is a convex process, the element
Yn ‘= Yn+ fn does belong to F(uy,)(z,). Consequently, y, converging
to y, we deduce that the set-valued map (u,z) ~ F(u)(x) is lower
semicontinuous at (u, x).

The converse is obviously true even when the family (F(u))uev
is unbounded. O

2.4 The Bipolar Theorem

Definition 2.4.1 Let K be a nonempty subset of a Banach space
X. We associate with any continuous linear form p € X*

ok(p) := o(K,p) = sup < p,z > € RU{+o0}
€K

The function og : X* +— R U {400} is called the support function of
K. Its domain is a convex cone called the barrier cone denoted by

b(K) := Dom(og) = {p € X*|ok(p) < oo} (2.5)
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We say that the subsets of X* defined by

i) K° :={p € X*|ok(p) < 1}
i) K~ := {p € X*|ok(p) < 0}
i) K+t = —K-

iv) K+ :={p € X*|Vz € K, <p,z>= 0}

are the polar set, (negative) polar cone, positive polar cone and or-
thogonal of K respectively.

When L C X*, we define the polar set L° C X as the subset of
elements z € X (and not X**) satisfying < p,z >< 1 for all p € L.
The polar cone L~ C X and the orthogonal L1 C X of L are defined
in the same way. The subsets

K°:=(K)YcCX & K~ = (K) cX

are called respectively the bipolar set and bipolar cone of a subset
K C X and the subspace K+ := (K1) C X the biorthogonal of
K.

It is clear that K° is a closed convex subset containing 0, that
K~ is a closed convex cone, that K= is a closed subspace of X* and
that

Kt = K nKt ¢ K~ c K° C bK)
Examples
e When K = {z}, then ox(p) = <p,z >
e When K = By, then o, (p) = ||p|«

o If K is a cone, then

0 if

_ p € K~
"K(p)’{ too if p ¢ K-

O

When K = 0, we set og(p) = —oo for every p € X*.
The Separation Theorem can be stated in the following way:
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Theorem 2.4.2 (Separation theorem) Let K be a nonempty sub-
set of a Banach space X. Its closed convex hull is characterized by
linear constraint inequalities in the following way:

oK) = {z € X|Vp € X*, <p,z>< ok(p)}

Furthermore, there is a bijective correspondance between nonempty
closed convex subsets of X and nontrivial lower semicontinuous pos-
itively homogeneous convex functions on X*.

Remark — The Separation Theorem holds true not only in Banach
spaces, but in any Hausdorff locally convex topological vector-space. In
particular, we can use it when X is supplied with the weakened topology.
The geometrical interpretation can be stated as follows: the closed con-
vex hull of a nonempty subset is the intersection of all closed half-spaces
containing it. 0O

We observe that a subset K is bounded if and only if its support
function is finite.

We mention the following consequence, known as the Bipolar the-
orem,

Theorem 2.4.3 (Bipolar Theorem) Let X,Y be Banach spaces
and K C X. The bipolar cone K~ is the closed convexr cone
spanned by K.

If Ae L(X,Y) is a continuous linear operator from X toY and
K is a subset of X, then

(A(K))™ = A (K™)

where A* denotes the transpose of A.
Thus the closed cone spanned by A(K) is equal to (A*_l (K _))

We provide now a simple criterion which implies that the image
of a closed subset is closed.

Theorem 2.4.4 (Closed Range Theorem) Let X be a Banach
space, Y be a reflexive space, K C X be a weakly closed subset and
A€ L(X,Y) a continuous linear operator satisfying

Im(A*) + b(K) = X* (2.6)
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Then the image A(K) is closed. In particular, if K is a closed convex
cone and if
Im(A*) + K~ = X*

then X B
AK) = (47 (k7))

Proof — Let us consider a sequence of elements z,, € K such
that A(z,) converges to some y in Y. We shall check that this
sequence is weakly bounded, and thus, weakly relatively compact.
Let us take for that purpose any p € X*, which can, by assumption
(2.6), be written p := A*q +r, where ¢ € Y*, r € b(K). Therefore,

sup,, < p,Tn > = sup,(< ¢, Az, > + <r,z, >)

< sup,(llgfll|Azall + ok (r)) < +oo

since the converging sequence (Azy),eN is bounded.
Therefore the sequence (zp),eN has a weak cluster point  which
belongs to K since it is weakly closed. O

Remark — Actually, arguments of the above proof imply that,
under assumptions of the Closed Range Theorem, every sequence
zn, € K such that A(z,) is weakly converging, has a weak cluster
point O

For the convenience of the reader, we list below some useful cal-

culus of support functions and barrier cones®.

“See [35, Chapter 3] for instance.
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Table 2.1: Properties of Support Functions.

(1)
(2)

()

(5)b)

v v

v

K cLcX,thenbL)CbK)and og <op,
IfK;,CcX, i€ I,then

b(@o(User Ki)) C Nier b(Ki)

o(co(Uses Ki),p) = sup;cr ok, (p)
IfK, Cc X;, (i=1,...,n), then

b([Tie: Ki) = ITiq b(K)

U(H?:l Ki’ (pla s apﬂ)) = Z?:l OK; (pl)
If Ae L(X,Y), then

b(A(K)) = A7 b(K)

oaiy(P) = ok (A*p)
If K7 and K> are contained in X, then

b(K; + K2) = b(K1) Nb(K2)

OK1+Ko (p) =0K, (p) + 0K, (P)
In particular, if K C X and P is a cone, then

b(K + P)=b(K)N P~ and

ok+p(p) = ok (p) if p € P~ and +oo if not
I LCXand MCY are closed convex subsets and
A € L(X,Y) is a continuous linear operator such that
the following constraint qualification condition
0 € Int(M — A(L)) holds true, then

b(LNA~Y(M)) = b(L) + A*b(M) and
Vpeb(LNAY(M)), 3G € Y* such that

o110 (B) = 010 — A7) + on (D)

= infgey+(or(p — A*q) + om(q))
If M CY is a closed conver subset and if
A€ L(X,Y) is a continuous linear operator such that
0 € Int(Im(A) — M), then b(A~1(M)) = A*b(M)
and, for every p € b(A~1(M)), there exists g € b(M)
such that 0 4-1(37)(p) = oM (q) = infarg=p(om(q))
If K; and K5 are closed convex subsets of X such that

0e Int(K1 — K2), then b(K1 N K2) = b(Kl) + b(Kg)
and Vp € b(K1 N Kz), 3G, € X*, (i = 1,2) such that

oK1nK, (P) = 0k, (T1) + 0k, (G2)

= infp—p,+p, (0K, (P1) + 0k, (P2))
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2.5 Transposition of Closed Convex Process

Definition 2.5.1 (Transpose of a Process) Let X,Y be Banach
spaces, F' : X ~» Y be a process. Its left-transpose (in short, its
transpose) F™* is the closed convex process from Y* to X* defined by

p € F(q) < Vre X, Vy e F(z), <pr> < <qy>
(2.7)

In particular, the transpose F* of a linear process F' is defined
by

p € F(q) < Vz e X,Vy € Flz), <p,x>=<gq,y>

The graph of the transpose F* of F is related to the polar cone
of the graph of F' in the following way:

Lemma 2.5.2 (Graph of the Transpose) Let us consider Banac
spaces X,Y and let F: X ~ Y be a process. Then

(g,p) € Graph(F*) <= (p,—q) € (Graph(F))~

In the case of linear processes, we observe that p € F*(q) if and
only if (p, —q) belongs to Graph(F)! and we see at once that the
bitranspose of a closed linear process F' coincides with F.

The definition of a bitranspose of a convex process is not sym-

metric: If G : Y* ~» X* is a convex process, we define its transpose
G* : X ~ Y by the formula

(-y,z) € (Graph(G))~

(instead of the formula (y, —z) € (Graph(G))~ obtained by exchang-
ing the roles of X and Y*, Y and X* respectively.)

With this definition, the bitranspose of a closed convex process F'
coincides with F.

We provide now a formula for transposing the product of closed
convex processes.
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Theorem 2.5.3 (Transpose of a Product) Let W, X,Y, Z be Ba-
nach spaces, F be a closed convez process from X toY, A € L(W, X)
and B € L(Y, Z) be continuous linear operators. Assume that

Im(A) — Dom(F) = X (2.8)
Then the transpose of BF A is equal to:
(BFA* = A*F*B*
Proof — First, we prove that the formula
(BF)* = F*B*

always holds true, since the graph of BF is equal to (1 x B)Graph(F').
Consequently, thanks to the Bipolar Theorem 2.4.3

((1 x B)Graph(F))™ = (1 x B)* ' (Graph(F)~)~

so that (p, —q) belongs to Graph(BF)~ if and only if (p, —B*q) be-
longs to Graph(F)™, i.e., if and only if p belongs to F*(B*q).

The graph of F'A being equal to (A x 1)"'Graph(F), we need to
assume the constraint qualification property

Im(A x 1) — Graph(F) = X xY (2.9)
for deducing from the properties of polar cones that
(Graph(FA))”™ = (A* x 1) (Graph(F)")

If this is the case, we infer that r € (FA)*(q) if and only if there
exists p € F*(q) such that r = A*p.

It remains now to check that assumption (2.8) implies the con-
straint qualification property (2.9.)

Indeed, let (z,y) belong to X x Y. Since  can be expressed as
x = Az — x1 where xg belongs to W and z; to the domain of F, we
can write

("E’ y) = (AmanO) - (xlayl)
where y; € F(z1) and yo = y + y1. Hence (z,y) belongs to Im(A x
1)—Graph(F).
We then deduce from the above proof the conclusion of the the-
orem. O
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Corollary 2.5.4 Let X,Y and Z be Banach spaces, F' a closed con-
vex process from X to Z, G a closed convex process from'Y to Z and
Ae L(X,)Y). If
A(Dom(F)) — Dom(G) = Y (2.10)
then (F + GA)* = F* + A*G*.
Proof — We set
H(z) := F(z)+ G(Az), B(y,z) == y+=z

so that the set-valued map H can be written H = B(F x G)(1 x A).
Since Dom(F x G) is equal to Dom(F')x Dom(G), assumption (2.10)
implies that

Im(1 x A) —Dom(F xG) = X xY

Therefore from Theorem 2.5.3 follows that H* = (1x A)*(F xG)*B*.
Since
(FXGY = FFxG & (1xA) =1+A4
we infer that H* = F* + A*G*. O
Corollary 2.5.5 (Transpose of the Restriction) Let X,Y be Ba-

nach spaces, F : X ~ Y be a closed convex process and K C X be a
closed convex cone. Assume that

K —Dom(F) = X
Then the transpose of the restriction F|k of F' to K is given by

. | F*(q) + K- if ¢ € Dom(F*)
(Flx)*(q) —{ 0 otherwise

Proof — We apply Corollary 2.5.4 with A = 1 and G defined

by
Ola) = { {0} ifzek

1] otherwise

whose domain is K and whose transpose is the constant set-valued
map defined by G*(¢) = K. O

We shall adapt to the case of closed convex processes the Bipolar
Theorem 2.4.3. To this end, we begin by stating the following simple
result.
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Proposition 2.5.6 Let X,Y be Banach spaces and F' : X ~ Y be
a process. Then

(Im(F))~ = —F* ' (0) & F(0) = (Dom(F*))*

Therefore, if F' is a convex process, the image of F' is dense if and

only if the kernel F *_1(0) of its transpose is equal to 0.
Furthermore a convez process F is surjective if F* ' (0) = {0}

and either the dimension of Y is finite or the image of F is closed.

Proof — To say that ¢ belongs to the polar cone of the image
of F amounts to saying that the pair (0,q) belongs to the polar
cone of the graph of F i.e., that (—g,0) belongs to the graph of the
transpose F™*, in other words, that 0 belongs to F*(—q). The proof
of the second statement is naturally analogous. O

The extension of the Bipolar Theorem 2.4.3 to closed convex pro-
cesses is then a. consequence of Corollary 2.5.5 and Proposition 2.5.6.

Theorem 2.5.7 (Bipolar Theorem) Consider Banach spaces X,Y
and let F': X ~ 'Y be a closed convex process, and K C X be a cone
satisfying Dom(F) — K = X. Then

(F(K))™ = —F* " (K*)

Proof — We apply Proposition 2.5.6 to the restriction F|x
whose image is F(K) and whose transpose is F*(-) + K~ thanks to
Corollary 2.5.5. 0O

The above condition is obviously satisfied when the domain of F
is the whole space. In this case, we obtain

Corollary 2.5.8 Let F': X ~» Y be a strict closed convex process.
Then
Dom(F*) = F(0)*
and F* is upper hemicontinuous (see Definition 2.6.2 below) with
bounded closed convex images, mapping the unit ball to the ball of
radius ||F||. In particular, F*(0) = {0}.
The restriction of F* to the vector space

Dom(F*) N (Dom(F™))

is single-valued and linear.
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Proof — We observe that

V¢ € Dom(F*), sup |ip| < [IF|lllql
peEF*(q)

because for all z € Dom(F) = X and for all p € F*(q), we have, by
definitions of the transpose and the norm of a closed convex process

Ipll = supgep <P,z > < sup,epinfyepy) < ¢,y >

< supgepinfyer) lalllyl = 1F]lllql

Then F* maps bounded sets to bounded sets. Therefore, the cone
F*(0) being bounded, is equal to {0}. Since the domain of F is the
whole space, the assumptions of Proposition 2.6.4 below are met, so
that for all z € X, the function ¢ — o(F*(q), ) is upper semicon-
tinuous.

The domain of F* is closed, thanks to the Closed Range Theo-
rem 2.4.4 applied to the projection 7wy from X* x Y* and the cone
Graph(F™*). Then

Dom(F*) = mys (Graph(F™))
is closed because, the domain of F' being equal to X,
Im ((7y+)*) — (Graph(F*))” = X xY

This and Proposition 2.5.6 imply that Dom(F*) = F(0)™.
If ¢ belongs to both Dom(F*) and —Dom(F™), then

F*(q) + F*(—q) c F*(0) = {0}
Hence F*(q) contains only one element and F*(¢) = —F*(—q). O
Example: Case of linear processes

When F : X ~» Y is a linear process from a Banach space X to
another Y, then, from the very definition of the adjoint, it follows
that F* is also a linear process from Y™* into X*. Hence its domain
is a subspace of Y* and, by Proposition 2.5.6, Dom(F*) = F(0)*.

In general the space Dom(F™*) is not closed. However this is
always the case when Y has a finite dimension.
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Furthermore Corollary 2.5.8 implies that when F' is strict, then
Dom(F*) = F(0)*

and F™* is a linear operator from the subspace F(0)* into X*.
When X =Y, a closed subspace P C Dom(F) is called invariant
under F' if F(P) C P. We have the following

Proposition 2.5.9 Assume that Dom(F™*) is closed. If a closed sub-
space P is invariant under F, then its orthogonal space P~ is invari-
ant under F*,

Consequently, if both Dom(F) and Dom(F™*) are closed, then a
closed subspace P is invariant under F, if and only if its orthogonal
space P+ is invariant under F*.

Proof — Let P C Dom(F) be an invariant closed subspace. Then
F(0) C P and therefore

PL ¢ F(0)' = Dom(F*)*t = Dom(F*)

Fixing ¢ € P and p € F*(q), for every x € P, y € F(z) C P we
have

<pr>=<gqy>=0

Thus p € P! and we have proved that if a subspace P is invari-
ant under F, then its orthogonal PL is invariant under the adjoint
process F*. Since F' = F** the last statement follows. O

For every z € X define recursively
FY(z) = F(z) and for every integer n > 1, F"'l(z) = F(F™(z))
Then for every n, F™(0) is a subspace of X and
F*(0) ¢ F"(0)

Consider the subspace

Q = [JF0)

n>1
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Clearly F(Q) C Q. If F is strict, then it is Lipschitz on X. Thus
F(Q) C Q and therefore in this case @ is the smallest closed subspace
of X invariant under F. We also have the following implication

F®0) = F¥1(0) = VneN, FFO) = FF™0)  (2.11)

In particular this yields that when X = R™, then @ = F™(0). Indeed
in this case {F*(0)}k>1 is a nondecreasing sequence of subspaces of
R™ satisfying (2.11.) The dimension of R"™ being equal to n, the last
claim follows.

Thus F™(0) is the smallest subspace of R™ invariant under F.
O

The sum of two closed convex processes or the product BF is not
necessarily closed. We have to provide sufficient conditions implying
that they are still closed.

Proposition 2.5.10 (Closed Graph Criterion) Let X,Y and Z
be reflexive Banach spaces, F : X ~ Y and G : X ~ Z be closed
convex processes and B € L(Y,Z) be a continuous linear operator.

If
B*(Dom(G*)) — Dom(F*) = Y*

then the convex process BF + (G is closed.

Proof —  This is a consequence of the Closed Range Theo-
rem 2.4.4 with K := Graph(F x G) and the continuous linear oper-
ator A defined by A(z,y,2) :=(z,By+2z2). O

Proposition 2.5.11 Let X,Y be Banach spaces, G : X ~ Y be a
closed conver process and P C X and Q@ C Y be closed convex cones.
Let us consider the convex process F defined by

_ J G=z)+Q ifxzec P
Flz) "{@ if t¢ P

It is closed when we suppose that
Dom(G*)+Q~ = Y~
If we assume that Dom(G) — P = X, then its transpose is given by

wy . ) G +P™ ifqg € QF
Fla) = {0 ifa¢ Q
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Proof — We observe that F' is the sum of the closed convex
process G and the closed convex process H defined by H(z) := @ if
x € P and 0 if z ¢ P, whose domain is P and whose transpose is
defined by H*(q) := P~ if g € Q" and 0 if not. Corollary 2.5.4 ends
the proof. 0O

2.6 Upper Hemicontinuous Maps

We associate with a set-valued map F from a metric space X to a
normed space Y the family of functions

z— o(F(z),p) == sup <p,y>
yer(z)

indexed by the continuous linear functionals p € Y*.
We observe that

Corollary 2.6.1 If a set-valued map F from a metric space X to
a normed space Y is weakly upper semicontinuous and has compact
values (resp. lower semicontinuous), then the function

(z,q) € X xY* — o(F(z),q)
is upper semicontinuous (resp. lower semicontinuous).

Therefore, it is quite convenient to introduce the following defi-
nition.

Definition 2.6.2 (Upper Hemicontinuous Map) We shall say
that a set-valued map F : X ~ Y is upper hemicontinuous at x4 €
Dom(F) if and only if for any p € Y*, the function x — o(F(z),p)
18 upper semicontinuous at xg.

It is said to be upper hemicontinuous if and only if it is upper
hemicontinuous at every point of Dom(F).

Proposition 2.6.3 The graph of an upper hemicontinuous set-valued
map with closed convex walues is closed.

Proof — Let us consider elements (z,,yn) € Graph(F) con-
verging to a pair (z,y). Then, for every p € Y™,

<p,y>= lim <p,y, > < limsupo(F(z,),p) < o(F(z),p)
n—00 n—oo
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by the upper semicontinuity of z — o(F(z),p). This inequality im-
plies that y € F(z) since these subsets are closed and convex, thanks
to the Separation Theorem 2.4.2. We have shown that (z,y) belongs
to Graph(F'), which ends the proof. O

It is useful to compare the support functions of F(z) and F*(g).

Proposition 2.6.4 (Support Function of the Transpose) Let
X, Y be Banach spaces and F : X ~ Y be a closed convex pro-
cess. Then for everyx € X andqe Y™

o(F*(g),x) + o(F(z),—q) < 0

Furthermore for every xg in the interior of the domain of F there
exists po € F*(qo) such that < pg, o > is equal to the common value

U(F*(QO)axO) = _U(F(x())?—QO) (212)

In the same way, if qo belongs to the interior of the domain of F*,
there exists yo € F(xg) such that < qo,yo > is equal to the common
value (2.12.)

Therefore for every x € Dom(F), the function ¢ — o(F*(q),x)
is upper semicontinuous on the interior of the domain of F* and for
every g € Dom(F™) the function x — o(F(x), —q) is upper semicon-
tinuous on the interior of the domain of F'.

Proof — The first claim follows from the very definition of the
support function.
Denoting by 7x the projector from X x Y to X, we can write

o(F(zo),q0) = o(Graph(F) ﬂw;(l(wo),(o,qo))

We apply the formula (5) of Table 2.1 on the support functions of
an intersection and inverse image with L := Graph(F'), M := {z¢}
and A := wx. The constraint qualification assumption is satisfied
because 0 belongs to the interior of

wx(Graph(F)) — zo = Dom(F) — x
by assumption. Then

o(F(zp),q) = (< p,xg > +0(Graph(F), (0,q0) — 7x(p)))

inf
peEX*
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We observe that 7% (p) = (p,0) and that

o(Graph(F), (—p,q)) = 0

if and only if p € F*(go), so that (2.12) ensues. Since the function
—o(F(zg),-) is upper semicontinuous, the proof of the last claim
ensues. O
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