Chapter 2

Towards the Integration of Multiagent
Applications and Data Mining

Célia Ghedini Ralha

Abstract This chapter has the objective to present research on combining two origi-
nally separated areas, agents including distributed multiagent systems and data min-
ing, which are increasingly interrelated. Recent research has present that such inter-
action features are bilateral and complementary, since new approaches and tech-
niques are developed to benefit from the synergetic enhancement of intelligence
and infrastructure for information processing and systems. This chapter draws at-
tention to illustrate agent-mining interaction with two different domain multiagent
applications: BioAgents at the bioinformatics area and MADIK at the computer
forensics area. The presented case studies are driving forces towards the integration
of the agent-mining challenging area. As ongoing research works we discuss the
prospects of both agent-mining projects.

2.1 Overview of Agents/Multiagent Systems and Data Mining
Integration

In the past decade, agents/multiagent systems (MAS) and data mining (DM)/knowledge
discovery have emerged as two increasingly interrelated research areas, opening
space to the agent-mining interaction and integration (AMII) research field. This
new field has driven efforts from both sides to find benefits and complementarity
to both communities. The AMMI field has prove to be so promising in recent years
that there is a special interest group, entitled the Agents and Data Mining Interaction
and Integration (AMII-SIG) , which aims to foster a forum for boosting the research
and development on AMII studies [4].

In general terms, an intelligent software agent (ISA) uses Artificial Intelligence
(AD in the pursuit of goals [41, 56]. Thus, an ISA is a computer system capable
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of autonomous action in some environment in order to meet its design objectives
[62]. According to the given agent definition, we may cite that an agent is a com-
puting entity with four features: autonomy, reactivity, interaction and initiative. [ISA
properties frequently cited in the literature include: mobility, veracity, benevolence,
rationality and learning/adaption. In the literature, we find many definitions for a
MAS, but mostly they agree as referring to a computational system composed by
more than one agent [61, 62]. Thus, a MAS is a system where many agents interact
with the environment in a cooperative or competitive way, to achieve individual or
group objectives.

As we already defined, agents will be acting on behalf of users with different
goals, motivations and to successfully interact, they will require the ability to co-
operate, coordinate, and negotiate with each other. In summary, the agents intelli-
gence and infrastructure for information processing and systems can enhance data
and knowledge treatment. MAS technology provides a powerful method for build-
ing and managing DM in a distributed system. Agents autonomously exchange data
with other agents and discovering their interesting data. All these characteristics are
very important to the AMII research area.

This chapter presents research work related to the Applications and Case Study
AMII topic, more specifically to the Emergent Agent-Mining Organizations and Ap-
plications topic, since it presents an overview of two SMA applications: (i) BioA-
gents, defined as a bioinformatics application and services topic and (ii)) MADIK, an
artificial system and service at Computer Forensics. Thus, this chapter draws a high-
level overview of two different domain multiagent applications, with the intention to
promote AMII from the practical perspective of an application-oriented approach.
We also present some related publications to our research and do an evaluation of
our ongoing research work, with open issues and prospects of both agent-mining
projects.

2.2 Related Work

Since, the research topics in the area of AMII are quite diverse and ubiquitous, there
are some works that might be related to all streams of the emerging area, which
were presented at [27]: [15, 57, 19]. Giving attention to integration issues of MAS
and DM we can cite [49, 43]. In [49] we find a model integration proposal MultiA-
gent System for Distributed Data Mining - SMAMDD, where agents perform min-
ing tasks locally and merge their results into a consistent global model. In order to
achieve that, agents cooperate by exchanging messages, aiming to improve the pro-
cess of knowledge discover generating accurate results. A Web document database
integration technique is presented in [43], where mining agents were defined to in-
formation extraction from HTML files.

Considering the MAS application domains, we now present related work to
Bioinformatics. The work of Santos and Bazzan [21, 26], deals with knowledge
discovery and data mining. In this work, authors propose a MAS to the Bioinfor-
matics area, where agents are responsible for applying different machine learning
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algorithms and using subsets of the data to be mined, and are able to cooperate to
discover knowledge from these subsets. Authors propose a case study to use coop-
erative negotiation to construct an integrated domain model from several sources.
At the bioinformatics scenario the application of the approach was related to auto-
mated annotation of proteins’ keywords. In this work, agents do not use any domain
dependent information, as they just encapsulate data and machine learning algo-
rithms used to induce models to predict the annotation, using data from biological
databases. In a previous work [10, 2] wee can find efforts to generate a system for
automated annotation proteins related to the Mycoplasmataceae family data. A sim-
ilar works on automatic annotation uses symbolic machine learning techniques with
a ISA [36].

Referring to the intersection of bioinformatics and DM, we may say that this
is a cutting edge research topic, with important forums to discuss this interaction,
e.g. [1]: [35, 39, 14, 51]. Also another new research topic is multiagent projects
developed at the bioinformatics domain [33, 8, 7, 48].

Now turning our attention to Computer Forensics research domain area, there are
very interesting work using DM techniques. In Gary Warner spam research, they are
applying the principles of DM and Grid Computing to establish the Spam DM for
Law Enforcement project, but no AMII perspective is used [60, 59]. In the spam
project, they have build a large corpus of spam emails, which were analyzed and
clustered to provide significant forensic and investigative data to law enforcement
[44]. This project has the objective to provide tools, techniques, and training to fight
CyberCrime. The projects’ approach is a three-pronged one: academics, awareness
and research. There are some special focus area the group is doing research: spam,
phishing and malware.

A more methodological work includes the CRoss Industry Standard Process for
Data Mining (CRISP-DM), which is specialized for evidence mining in [58, 22].
Authors use the term evidence mining to refer to the application of these techniques
in the analysis phase of digital forensic investigations. Thus, this paper presents an
approach to the specialization of CRISP-DM to CRISP-EM, an evidence mining
methodology designed specifically for digital forensics.

Another work presents a novel DM method, called AuthorMiner, for determin-
ing the authorship of a malicious e-mail [32]. Since there is an alarming increase in
the number of cybercrime incidents through anonymous e-mails, the problem of e-
mail authorship attribution is to identify the most plausible author of an anonymous
e-mail from a group of potential suspects. Most previous contributions employed
a traditional classification approach, such as decision tree and Support Vector Ma-
chine (SVM) . In this paper, authors introduce an innovative DM method to capture
the write-print of every suspect and model it as combinations of features that oc-
curred frequently in the suspects e-mails. This notion is called frequent pattern. In
summary, there are many recent research work in DM integration to Bioinformatics
and to Computer Forensics domains, but to the best of our knowledge, there is a
lack of AMII research in both areas. Thus, we present our application-oriented ap-
proach to AMII field with a high-level overview of two different domain multiagent
applications: BioAgents and MADIK.
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2.3 BioAgents

Enormous volume of deoxyribonucleic acid (DNA) sequences of organisms are con-
tinuously being discovered by genome sequencing projects around the world. The
task of identifying biological function prediction for the DNA sequences is a key
activity in genome projects. This task is done in the annotation phase, which is di-
vided into automatic and manual. The automatic annotation has the objective of
finding, for each DNA sequence identified in the project, similar sequences among
millions, stored in public databases, e.g. GenBank [13], by using approximated pat-
tern matching algorithms (BLAST [5] and FASTA [50]). The manual annotation is
done by the biologists, that use the results produced by the automatic annotation,
and their knowledge and experience, to decide the function prediction to each DNA
sequence. In this way, the biologists guarantee accuracy and correctness to each
sequence function prediction.

BioAgents is a MAS for supporting manual annotation [54, 9, 38]. The system
simulates the biologists’ knowledge and experience for annotating DNA sequences
in genome sequencing projects. The MAS cooperative approach, allows to create
different specialized ISA that, working together, suggest proper manual annotation.

The architecture of BioAgents is divided into three layers: interface, collaborative
and physical [54]. The interface layer receives the requests and returns the results to
users. The collaborative layer is the architecture core, it is composed by the conflict
resolutions agent (CR), the manager agents (MR) and the analyst agents (ANL).
The specialized MR are responsible for executing particular algorithms, like BLAST
and FASTA, that interact with ANL for treating specific databases, like nr or kog.
Note that we defined specialized agents to deal with different algorithms and specific
knowledge sources (KS). At last, the collaborative layer suggests annotations to be
sent to the interface layer. The physical layer consists of different local databases
containing the results of the automatic annotation.

BioAgents was implemented in Java with development environment Eclipse
SDK, version 3.1.2. For the agent development framework we used Java Agent DE-
velopment Framework - JADE, version 3.4.1 [12]. The parsers used by the ANL
agents were implemented by adapting some libraries of the framework BioJava,
version 1.4. For the rule-based motor, we have used Java Expert System Shell -
JESS, version 6.1 [23] to allow agents reasoning in BioAgents system. With JESS
we defined the biologists knowledge through the use of production rules (declara-
tive rules) according to the parameters defined on a specific genome project. In all
experiments we used the same production rules based on BLAST and FASTA results,
following the biologists recommendations.

BioAgents rules use two parameters: the expectation-value (e-value) and score.
These parameters express the similarity between each sequence generated on the
project with each sequence stored on the database. As lower is the e-value as lower is
the error probability between the correspondences of both sequence of nucleotides,
and as higher is the score more close are the sequences. The annotation of each
sequence is based on the similarity between both sequences, and the hypothesis is
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that as much closer are the sequences as higher is the chance that both have the same
biological function prediction.

In order to validate BioAgents, we used data from three genome sequencing
projects developed at the MidWest Region of Brazil: Functional and Differential
Genome from the Paracoccidioides brasiliensis (Pb) fungus [46], Genome Project
of Paullinia cupana (guarand) plant [47] and Genome Sequencing Project of the
Anaplasma marginale rickettsia [45]. We used BioAgents to suggest annotations for
both Genome Project Pb and Genome Project Guarand using the results of BLAST
and FASTA, and comparing the suggested annotations with the manual annotations
previously done by the biologists. The results of BioAgents applied to the Genome
Project Pb presented 44.1% of correct suggestions, while the results applied to the
Genome Project Guarana presented 45.35% of correct suggestions. Results of BioA-
gents applied on the Genome Anaplasma Project presents data with 2,759 suggested
annotations for a total of 3,214 ORFs, which corresponds to 85.84% of suggestions.

2.4 MADIK

Computer Forensics consists of examination and analysis of computational systems,
which demands a lot of resources due to the large amount of data involved. Thus, the
success of computer forensics examinations depend on the ability to examine large
amounts of digital forensic data, in search of important evidences. Forensic exam-
ination consists of several steps to preserve, collect and analyze evidences found
in digital storage media, so they can be presented and used as evidence of unlaw-
ful actions. In this scenario, either distributed agent/multiagent architectures and
DM techniques can be of great help. At real computer forensics cases, experts can’t
define at first what evidence is more relevant to the incident or crime under inves-
tigation. Thus, a pre-analysis of the suspect machines would limit the number of
evidences collected for examination, reducing the time of investigation and analysis
by the forensic experts. But the lack of intelligent and flexible tools to help foren-
sic experts with the pre-analysis phase, and with a concrete cross-analysis of large
number of potential correlated evidences, is a reality.

Thus, we propose the use of a MAS, to help digital forensics during forensic
examination process. With our approach, it is possible to have different specialized
ISA to suggest proper investigative actions, based in experts knowledge of technical
domain. The process cited by [11] served as basis of analysis for the conception
of new specialized agents. In real forensic examinations, a constant necessity in
all investigations is the distribution and coordination of tasks amongst the team of
specialists. Thus, in the proposed approach, different roles are played by different
levels of agents, similarly to organizational hierarchy levels [52].

The Multi-Agent Digital Investigation ToolKit - MADIK is a SMA to assist the
experts during the forensic examination process [31, 30, 29]. The architecture of
MADIK is a four-layer one, defined as a metaphor to the organizational hierarchy
levels: strategic, tactical, operational and specialist. With this architecture, we define
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autonomous agents, each specialized in a small and distinct subset of the overall ob-
jectives and constraints: HashSetAgent, FilePathAgent, FileSignatureAgent, Time-
lineAgent, WindowsRegistryAgent and KeywordAgent. In this case, no centralized
and rigid control is necessary, but a conflict resolution mechanism, to solve differ-
ences and keep the main objective trail. With this mechanism, agents can collaborate
by observing and modifying one another’s work, through the use of a common base
named blackboard [42, 20, 17].

MADIK was implemented as an Open Source Software Project with a GNU Gen-
eral Public License (GPL) [53]. MADIK is all developed in Java [37]. MADIK uses
as database environment PostgreSQL (pgsql). For the agent development frame-
work we used Java Agent DEvelopment Framework - JADE, version 3.4.1. For the
agents inference, we have used Java Expert System Shell - JESS, version 6.1. In or-
der to validate MADIK we did two experiments using data from real investigation
cases. The first case included data of 110 thousand files from two different hard
drives, both belonging to the same case [30]. The second experiment is based on
a retirement pension fraud investigation, involving workers in the public adminis-
tration [29]. The objective was to observe the blackboard and evaluate the levels
of conflict between the agents. Fourteen pieces of evidence, seized from the same
location, were examined (10 hard drives and 4 removable media). The total number
of files is 353,466 for a total of 75.502 GB, including recovered files but excluding
free space fragments.

2.5 Evaluation and Future Work

There are many different ways to tackle the emergent AMII topic. Related to bioin-
formatics domain area, the MAS architecture defined to BioAgents, described in
Section 2.3, is totally adequate to the integration of DM techniques. The existence
of the physical layer, which is composed by many public biological databases, e.g.
nr, COG, GO KOG and Swiss-Prot, can be automatically mined with many different
algorithms defined into sets of ISA in a distributed and parallel way. Although auto-
mated annotation has not been the focus of BioAgents project so far, certainly this
process can increase its performance through DM techniques integration. For this
focus, a very good computational infra-structure is necessary to deal with real-world
biological data scale volume, even counting on the cooperative skills of the agent
society.

Another focus of our research would be related to the classification model func-
tions using DM techniques, which can be used to classify ncRNAs (non-coding
RNAs). In NONCODE [28], for example, they have concentrated classification ef-
fort on the process in which a given ncRNA takes part, along with its function in this
process. In this matter, BioAgents can use Support Vector Machines (SVM) to learn
classification and improve manual annotation recommendation, as a prediction of
ncRNAs with different criteria. Some recent researches have been working in this
direction [34, 40]. In the study of pathogenic organisms of [6], authors used as a
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target for such approach the fungus Paracoccidioides brasiliensis (Pb), the ethy-
ological agent of paracoccidioidomycosis, whose transcriptome has recently been
elucidated.

Another very interesting focus is being directed in our project at the moment
to improve BioAgents’ manual suggestion, through the use of structured machine
learning, as considered a emerging trend for the next ten years at the Bioinformatics
area [18]. The idea is to define training annotation data for a very well annotated
organisms, such as Caenorhabditis elegans genome for example [24]. This training
data would be of the form (x,y), where x is a feature vector describing a particular
site and y = 1 is true if the annotated organism is present at a very good public
biological databases, or site, e.g. Swiss-Prot), and y = 0 otherwise. This is a standard
supervised learning problem. This is an interesting manual annotation prediction
problem and we’d like to know how well BioAgents can act in such scenario.

Related to Computer Forensics, we have proposed a distributed digital forensics
toolkit - MADIK. The work of [55] has defined a distributed tool too. Our pro-
posal benefit from the distributed nature of a MAS and we already observed the
performance gains, which helped us obtain better computational resource usage and
reduce the time required to perform the examination. This approach can be nor-
mally extended to improve performance using DM techniques. In [25] we find two
approaches for analyzing large data sets of forensic data called Forensic Feature Ex-
traction (FFE) and Cross-Drive Analysis (CDA). We consider CDA to be the most
interesting for MADIK, since it uses statistical techniques for correlating informa-
tion within a single disk image and across multiple disk images. A recent work
by [16] describes a tool called Forensics Automated Correlation Engine (FACE),
whose objectives are similar to ours. They also present some scenarios, where an
increased level of correlation of disparate evidences was achieved.

In [3], authors develop profiles to describe user or system behavior as a use-
ful technique employed in Computer Forensics investigations. Information found
in data obtained by investigators can often be used to establish a view of regular
usage patterns, which can then be examined for unusual occurrences. Events com-
piled from potentially numerous sources are grouped according to some criteria and
frequently occurring event sequences are established. The methodology and tech-
niques to extract and contrast these sequences are then described and discussed. In
this direction, we are planing to implement in MADIK an example-based method
of DM technique, as cited in Section 2.4, CBR to improve the agents’ reasoning
process and the quality of recommendation.

This chapter presented research work related to the Emergent Agent-Mining Or-
ganizations and Applications topic. To better illustrate MAS applications, we pre-
sented two different study cases already defined and implemented: BioAgents and
MADIK. We discussed some ideas to the BioAgents and MADIK AMII integration
case, showing that both projects can be naturally extended to include DM techniques
as an ongoing research works, as demanded by the emerging AMII perspective.
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