Chapter 2

Perturbation Methods

Overview. In the previous chapter we have seen that the solu-
tion of a DGE model with a representative agent is given by a
set of policy functions that relate the agent’s choice variables to
the state variables that characterize the agent’s economic envi-
ronment. In this chapter we explore methods that use local in-
formation to obtain either a linear or a quadratic approximation
of the agent’s policy function. To see what this means, remember
from elementary calculus that a straight line that is tangent to
a function y = f(x) at z* locally approximates f: according to
Taylor’s theorem (see Section 11.2.1) we may write

f(a +h) = f(@*) + f/@)h+6(h),

-

v
linear function in h

where the error ¢(h) has the property

. o(h) _
h#0

Thus, close to z*, f equals a slightly perturbed linear function.
To set up the linear function, we only need to know (i) the value
of f at x* and (ii) the value of its first derivative f’ at the same
point.

Probably less well known is the following result. If x; = f(z;_1)
is a non-linear difference equation and z; = f'(z*)%;_1, Ty = x; —
x* its linear approximation at z* defined by x* = f(x*), then
the solution of the linear model provides a local approximation
of the solution of the non-linear equation.! Perturbation methods

1 See Section 12.1 on difference equations, if you are unfamiliar with this
subject.
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rest on these observations. As we will see, they are not limited to
linear approximations. If f is n-times continuously differentiable,
we may use a polynomial in h of degree up to n — 1 to build a
local model of f.

In this chapter we mainly consider linear approximations. They
are the most frequently used solutions in applied research and are
easy to apply. As you will see in later chapters they also provide
a first guess for more advanced, non-local methods.

The next section considers deterministic models. In this con-
text it is relatively easy to demonstrate by means of an example
(the Ramsey model of Section 1.2) that we can get linear approx-
imations to the policy functions by either solving the linearized
system of Euler equations or by applying the implicit function
theorem to the steady state conditions of the model. We use this
result to provide a procedure that computes the solution of an ar-
bitrary deterministic model with n variables from the linearized
system of Euler equations.

Before we turn to the solution of stochastic DGE models in
Sections 2.3 and 2.4, we consider a model where the linear policy
functions provide an exact solution. This is the linear-quadratic
(LQ) model outlined in Section 2.2. Two different approximation
methods derive from the LQ problem. The first approach, consid-
ered in Section 2.3, approximates a given model so that its return
function is quadratic and the law of motion is linear and solves
the approximate model by value function iterations. The second
approach, taken up in Section 2.4, relies on a linear approximation
of the model’s Euler equations and solves the ensuing system of
linear stochastic difference equations.

We close the methodological part of this chapter in Section
2.5 with the quadratic approximation of the policy functions of
an arbitrary stochastic DGE model. The bottom line of Sections
2.3 through 2.5 are three programs: SolveLA and SolveLQA com-
pute linear approximations to deterministic as well as stochastic
DGE models. The difference between the two programs is the
way you must set up your model. SolveLA is a general purpose
routine, while SolveLQA is limited to models whose solution can
be obtained by solving a central planing problem. Yet, in some
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kinds of problems it is much easier to cast your model into the
framework of SolveLQA. The third program, SolveQA, computes
quadratic approximations of the policy functions of an arbitrary
DGE model. Various applications illustrate the use of these pro-
grams in Section 2.6.

2.1 Linear Solutions for Deterministic Models

This Section applies two tools. The implicit function theorem,
sketched in Section 11.2.2, allows us to compute the derivatives
of a system of policy functions that is implicitly determined by a
system of non-linear Euler equations. The close relation between
the local solution of a system of non-linear, first-order difference
equations and the solution of the related linearized system, out-
lined in Section 12.1, provides a second route to compute linear
approximations of a model’s policy functions. If you are unfamiliar
with any of these tools, you might consider reading the respective
sections before proceeding.

We use the deterministic growth model from Section 1.2 to
illustrate both techniques before we turn to the general approach.
We begin with the solution of the system of non-linear difference
equations that governs the model’s dynamics.

Approximate Computation of the Saddle Path. Consider
equations (1.17) that characterize the solution of the Ramsey
problem (1.8) from Section 1.2:

Ko — f(Ky) + Gy =: g"(Ky, Cy, Kij1, Cryn)= 0,
(2.1a)

U’(Ct) - 5U/(Ct+1)f,(Kt+1) = 92(Kt7 Ct, Kiiq, Ct+1): 0.
(2.1b)

Equation (2.1a) is the farmer’s resource constraint.? It states that
seed available for the next period Ky, equals production f(K;)

2 Remember, that in the notation of Section 1.2 f(K) := (1-0)K+F(N, K),
where N are the farmer’s exogenously given working hours.
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minus consumption C;. The first-order condition with respect to
the next-period stock of capital K,y is equation (2.1b). These
two equations implicitly specify a non-linear system of difference
equations x;11 = W(x;) in the vector x; := [K}, Cy]”:

g(xt7 \II(Xt)) - 02)(17 g = [91792]/'
The stationary solution defined by

1= Bf(K), (2.22)
K*=f(K*)-C" (2.2b)

is a fixed point of ¥. We obtain the linear approximation of ¥ at
x* = [K*, C*]' via equation (11.38):

X = J(X)X, Xpo=x — x5 (2.3)

with the Jacobian matrix JJ determined by

8g;(x*,x*) 39;(5‘*»"*) -1 Ogt(x* x*)  Og'(x*,x*)

A Ky t 0K aC,

J(X ) - agz(x’j:)l(*) 892()(:':;*) agz(x*ix*) 892(x*t,x*) . (24)
K111 9Ci 11 OK; oC:

The derivatives of g at the fixed point are easily obtained from

(2.1a) and (2.1b) (we suppress the arguments of the functions and

write f’ instead of f'(K*) and so forth):

J(X*):_{—ﬁi’f” —%] {_0 H - {—

In computing the matrix on the rhs of this equation we used the
definition of the inverse matrix given in (11.14). The eigenvalues
A1 and Ap of J satisfy (see (11.24)):

@

1
! ~1
u/f// 1 _'_ /Bull‘lf” .

u!! u

1
detJ:B :)\1)\2,
1 1 en
trJ=1—|—B+ﬁZHf = A+ Ao

g
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Figure 2.1: Eigenvalues of W

Therefore, they solve equation

d(N) ::>\+1/Tﬂ:A.

The solutions are the points of intersection between the horizontal
line through A and the hyperbola ¢(A) (see Figure 2.1). The graph
of ¢ obtains a minimum at A\,;, = 1/v/8 > 1, where ¢'(Apin) =
1—(1/8)A72 = 0.2 Since ¢(1) = 1 + (1/8) < A, there must be
one intersection to the right of A = 1 and one to the left, proving
that J has one real eigenvalue A\; < 1 and another real eigenvalue
Ay > 1.
Let J = T'ST~! with

M s
= 3]
denote the Schur factorization of J (see (11.27) in Section 11.1.8).
In the new variables (where T~ = (t¥))

3 In Figure 2.1 A\pp is so close to A = 1 that we do not show it.
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L tll t12 K _K*
ye=T %, & B;j = Lfm t”] [CZ —C*] (2.5)

the system of equations (2.3) is given by

Yir1 = Sy:.

The second line of this matrix equation is

Yarr1 = A2l

Since Ay > 1, the variable yo; will diverge unless we set yo9 = 0.
This restricts the system to the stable eigenspace. Using y9; = 0
in (2.5) implies

0 = t* 3y, + 1727y, (2.6a)
y' = (1 — (P )23y, (2.6b)

The first line is the linearized policy function for consumption:

The second line of (2.6) implies via y1441 = Ay1; the linearized
policy function for savings:

Kt+1 - K* - Al [Kt - K*] . (27b)

We illustrate these computations in the program Ramsey2a.g,
where we use u(C) = [C'*™ —1]/(1 —n) and F(N,K) = K°.
In this program we show that it is not necessary to compute the
Jacobian matrix analytically as we have done here. You may also
write a procedure that receives the vector [Ky, Cy, Kiy1, Ciiq]” as
input and that returns the rhs of equations (2.1). This procedure
can be passed to a routine that numerically evaluates the partial
derivatives at the point (K*, C*, K*, C*). From the output of this
procedure you can extract the matrices that appear on the rhs of
equation (2.4).

Figure 2.2 compares the time path of the capital stock under
the analytic solution K;;; = oK (which requires n = § = 1)
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Figure 2.2: Approximate Time Path of the Capital Stock in the
Deterministic Growth Model

with the path obtained from the approximate linear solution. The
parameters are set equal to o = 0.27 and § = 0.994, respectively.
The initial capital stock equals one-tenth of the stationary capital
stock. As we would have expected, far from the fixed point, the
linear approximation is not that good. Yet, after about five iter-
ations it is visually indistinguishable from the analytic solution.

Approximate Policy Functions. We now apply the implicit
function theorem directly to find the linear approximation of the
policy function for optimal savings. Let K1 = h(K;) denote this
function. Since K* = h(K*), its linear approximation at K* is
given by

Ky = hK;) ~ K* + B (K*) (K, — K*). (2.8)
Substituting equation (2.1a) for C; = f(K;) —h(K}) into equation
(2.1b) delivers:

g(E) =" [(f(K) — h(K)]

— Bu [(f(h(K2)) = h(h(K0)] f(A(Ky)).
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We know that g(K*) = 0. Theorem 11.2.3 allows us to compute
R (K*) from ¢'(K*) = 0. Differentiating with respect to K; and
evaluating the resulting expression at K™ provides the following
quadratic equation in A/(K*) (we suppress the arguments of all
functions):

(W)2 = (L+ (1/8) + (Bu'f") Ju") W + (1/8) = 0 (2.9)

=:A

Let A} and hf denote the solutions. Since (by Viete’s rule)
hy + hy = A and hihl, = 1/3, the solutions of equation (2.9)
equal the eigenvalues of the Jacobian matrix A; and Ay ob-
tained in the previous paragraph. The solution is, thus, given
by W (K*) = A; and the approximate policy function coincides
with equation (2.7a). Note that we actually do not need to com-
pute the approximate policy function for consumption: given the
approximate savings function (2.7a) we obtain the solution for
consumption directly from the resource constraint (2.1a).

Observe further that this way to compute h'(K*) is less read-
ily implemented on a computer. In order to set up (2.9) we need
software that is able to do symbolic differentiation. Our general
procedure for non-linear, deterministic DGE models therefore re-
lies on the approach considered in the previous paragraph.

The General Method. It is straightforward to generalize the
method outlined above to compute the linear approximate solu-
tion of a non-linear system of difference equations implied by a
deterministic DGE model. Suppose the map

g<xtaxt+1) = 0n><1, Xy € R"

implicitly describes the model’s dynamics. Assume, further, that
ny of the elements in x; have given initial conditions (as the capital
stock in the deterministic growth model) and that ny = n—n, are
jump variables (as consumption), whose initial conditions must
be chosen in order to satisfy the model’s transversality condi-
tions. Let x* denote the fixed point. Since the analytic compu-
tation of the Jacobian matrix is usually very cumbersome and
failure prone, it is advisable to write a procedure that returns
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the rhs of g(x;,%;.1). This procedure serves as input to a pro-
gram that performs numeric differentiation. Given the matrices
A =gy, (x*,x*) and B := gy, (x*,x*), the Jacobian matrix of
the linearized system (2.3) is given by J = A~!B. This matrix
must have n; eigenvalues inside and ns eigenvalues outside the
unit circle.

Let y; := T7'x, with J = T'ST~! denote the new variables in
which the system is decoupled

Yit+1 _ St S12 Yit
Yoi+1 Ongxny  S22| |¥oe|
Since all the eigenvalues on the main diagonal of Sy are outside

the unitUnit circle circle, we must set yo; = 0,,,x1 to secure con-
vergence. Thus, the second block of the matrix equation

yie | [T T [xy
Onyx1| |17 T%| |Xa
implies the policy function for the jump variables:
KXo = —(T%) ' T?'xy,. (2.10a)

Using this result to substitute for Xo; in the first block of equations
yields:

Vi = (Tll . T12(T22>_1T21) )_(lt‘

Observe that the inverse of the matrix in parenthesis is T1; (apply
the formula for the inverse of a partitioned matrix (11.15a) to the
matrix 7). Thus,

Vierr = (Ti) 'Ry = Sty = ST X
so that the policy function for X;,1 is given by
X1 = TS T X, (2.10b)

You will see in Section 2.4 that our procedure SolveLA that com-
putes the linear approximate solution of stochastic DGE models
provides the policy functions (2.10) as a special case.
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2.2 The Stochastic Linear Quadratic Model

This section presents the stochastic linear quadratic model and
derives some of its important properties. Since its main purpose
is to provide a framework for both linear quadratic and linear
approximation methods, we postpone detailed algorithms for the
computation of the policy function until Section 2.3 and Section
2.4, respectively.

Description. Consider an economy governed by the following
stochastic linear law of motion:

X1 = AXt + But + €. (211)

The n-dimensional column vector x; holds those variables that
are predetermined at period t. A fictitious social planner sets the
values of the variables stacked in in the m-dimensional column
vector u;. We refer to x as the state vector and to u as the control
vector. A € R™™ and B € R™ ™ are matrices. Due to the presence
of shocks, the planner cannot control this economy perfectly. The
n vector of shocks € has a multivariate normal distribution with
E(€) = 0 and covariance matrix* F(e€’) = 3. The planner must
choose u, before he can realize the size of the shocks.
Given x( the planner’s objective is to maximize

t=0

subject to (2.11). The current period objective function

/

o) =[x wi] [ 23] ] (2.13)
is quadratic and concave in (x},u}). This requires that both the
symmetric n X n matrix () and the symmetric m x m matrix R
are negative semidefinite.

Note that this specification encompasses non-stochastic state
variables and first-order (vector) autoregressive processes.

4 Remember that a prime denotes transposition, i.e., € is a row vector and
€ a column vector.
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Derivation of the Policy Function. The Bellman equation for
the stochastic LQ problem is given by

v(x) := max X'@x+ 2u'Sx + u'Ru

(2.14)
+ BE [o(Ax + Bu+ ¢)],

where we used (2.11) to replace next-period state variables in
Ev(-) and where we dropped the time indices for convenience, be-
cause all variables refer to the same date t. Expectations are taken
conditional on the information contained in the current state x.
We guess that the value function is given by v(x) := x'Px + d,
P being a n dimensional symmetric, negative semidefinite square
matrix and d € R an unknown constant.® Thus, we may write
(2.14) as follows:®

xX'Px+d=
max X @Qx+2u'Sx+ u'Ru (2.15)
+ BE[((Ax + Bu+ €)' P(Ax + Bu+¢€) + d)].

Evaluating the conditional expectations on the rhs of (2.15) yields:

xX'Px+d=

max X Qx+ 2uSx + u'Ru
+ px'A'PAx + 23x' A'PBu + $u’B'PBu
+ ftr(PY) + Ad.

(2.16)

In the next step we differentiate the rhs of (2.16) with respect to
the control vector u, set the result equal to the zero vector, and
solve for u. This provides the solution for the policy function:

® Note, since x}Px; is a quadratic form, it is not restrictive to assume that
P is symmetric. Furthermore, since the value function of a well defined
dynamic programming problem is strictly concave, P must be negative
semidefinite.

6 If you are unfamiliar with matrix algebra, you may find it helpful to consult
Section 11.1. We present the details of the derivation of the policy function
in Appendix 3.
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u=—(R+pBB'PB)'(S+ pB'PA)x. (2.17)

- 7

F
To find the solution for the matrix P and the constant d, we
eliminate u from the Bellman equation (2.16) and compare the
quadratic forms and the constant terms on both sides. It turns

out that P must satisfy the following implicit equation, known as
algebraic matrix Riccati equation:

P=Q+BAPA

—(S+ BB'PA) [R+ 3B'PB]™" (S + 3B PA), (2.18)

and that d is given by:

_ B
=13

The solution of (2.18) can be obtained by iterating on the matrix
Riccati difference equation

d tr(PY).

Py = Q+ BAPA
— (S+ BB'P,A) [R+ 3B'P,B|"" (S + 3B'P,A)

starting with some initial negative definite matrix P,.” Other
methods to solve (2.18) rely on matrix factorizations. Since we
will use iterations over the value function later on, we will not
explore these methods any further. Once the solution for P has
been computed, the dynamics of the model is governed by

Xt+1 = AXt + But + €t+1 = (A — FB)Xt + €;.

Certainty Equivalence. The solution of the stochastic LQ prob-
lem has a remarkable feature. Since the covariance matrix of the
shocks ¥ appears neither in equation (2.17) nor in equation (2.18),
the optimal control is independent of the stochastic properties of
the model summarized by Y. Had we considered a deterministic

7 For example Py = —0.011,.
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linear quadratic problem by assuming €, = 0Vt, we would have
found the same feedback rule (2.17). You may want to verify this
claim by solving Problem 2.1. This property of the stochastic LQ
problem is called certainty equivalence principle. It is important
to note that if we use the LQ approximation to solve an arbitrary
economic model we enforce the certainty equivalence principle on
this solution. This may hide important properties of the model.
For instance, consider two economies A and B which are identical
in all respects except for the size of their productivity shocks. If
economy’s A shock has a much larger standard deviation than
economy B’s shock, it is hard to believe that the agents in both
economies use the same feed-back rules.

Derivation of the Euler Equations. As we have seen in Chap-
ter 1 an alternative way to derive the dynamic path of an opti-
mizing model is to consider the model’s Euler equations. It will
be helpful for the approach taken in Section 2.4 to separate the
state variables into two categories. Variables that have a given
initial condition but are otherwise determined endogenously are
stacked in the n dimensional vector x. Purely exogenous shocks
are summarized in the [ dimensional vector z. As in the previous
subsection u is the m dimensional vector of controls. The planner’s
current period return function is the following quadratic form:

ot / /
9(xp, 0y, 24) = XA X + WA W + 20 A7

2.19
+ 2wy A Xy + 2wy A2y + 2%, A2 (2.19)

Aij, 1,5 € {x,u,z} are given matrices. The transition law of the
endogenous state variables is

Xtr1 = Byx; + Byu; + Bzzt’ (22())

where B, € R, B, € R"™™ and B, € R™! are given matrices.
The shocks follow a first-order vector autoregressive process

Ziy =z, + €41, €~ N(0,%). (2.21)

The eigenvalues of II € R™*! lie inside the unit circle. The planner
maximizes
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EyY  Bg(xi,uy,z) (2.22)

t=0

subject to (2.20) and (2.21).
Let A¢ denote the n vector of Lagrange multipliers. The La-
grangian of this L.Q problem is

Z = Ey Z ﬁt [g(xt, Uy, Zt) + QAQ(BxXt + B,w + B,z — Xt+1)] .
t=0

Differentiating this expression with respect to u; and x;,1 provides
the following set of first-order conditions:
0= Auuut + Auazxt + Auzzt + B;)\ty
At = BE; [ApaXps1 + ApoZin + Ay + By]

The first of these equations may be rewritten as:

Xt

Cuut = Cx)\ |:>\t

:| + CZZt7 (223&)

whereas the second equation and the transition law (2.20) can be
summarized in the following matrix difference equation:

DBy | X 4+ Foy || = DyBrugys + Fuu, (2.23b)
Att1 At
+ DzEtZt+1 + Fzzt-
The matrices in these equations relate to those of the original
problem as follows:

Cu::Auiu Cx)\::_ [Aua:? B;] ’
Cz::_Auza
o -ﬁAII ﬁBg,c L -Onxn _In
Dx)\-_ L In 0n><n ’ Fx)\-_ __Bz 0n><n ’
o __6‘4;:1: o -On><m
Du‘_ L On><m ’ Fu_ Bu ’

L On><l

D.-— -_6sz:| F.-— -Onxl]
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where [,, and 0,,«,, denote the n dimensional identity matrix and
the n x m zero matrix, respectively.

Equations (2.23) describe a system of stochastic linear differ-
ence equations in two parts. The first part (2.23a) determines the
control variables as linear functions of the model’s state variables,
X;, exogenous shocks z;, and the vector of Lagrange multipliers
A, often referred to as the vector of costate variables. The sec-
ond part (2.23b) determines the dynamics of the vector of state
and costate variables. In Section 2.4 equations (2.23) will serve
as framework to study the approximate dynamics of non-linear
models. Before we explore this subject and discuss the solution
of (2.23), we consider the computation of the policy function via
value function iterations in the next section.

2.3 LQ Approximation

This section provides the details of an algorithm proposed by
HANSEN and PRESCOTT (1995). Their approach rests on a lin-
ear quadratic approximation of a given model and they device
a simple to program iterative procedure to compute the policy
function of the approximate model. In Section 2.3.2, we use the
deterministic Ramsey model from Example 1.2.1 to illustrate the
various steps. Section 2.3.3 outlines the general approach and its
implementation in the Gauss program SolveLQA.

2.3.1 A Warning

Before we begin, we must warn you. As has been pointed out
by JupDp (1998), pp. 506-508 and, more recently, by BENIGNO
and WOODFORD (2007), the method provides a correct linear
approximation to the policy function only when the constraints
are linear. A different policy function arises from maximizing a
quadratic approximation of the objective function subject to lin-
earized constraints. To see this, consider a simple static problem.
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Maximize U(xy, z2) subject to x5 = f(z1, €), where € is a parame-
ter of the problem. Let z1 = h(e) denote the policy function that
solves this problem and assume that a solution at ¢ = 0 exists.
This solution solves

g(e =0) := Uy [h(e), f(h(e), €)]
+ Uz [h(e), f(h(e), €)] fi(h(e), €) = 0.

The implicit function theorem 11.2.3 allows us to compute h'(0)
from ¢’(0) = 0. This provides®
B Uiafo + U fifo + Ua f12

Un +2Usf1 + U fE + Uafin
The quadratic approximation of U at ] = h(0) and x5 = f(z7,0)
is obtained from applying equation (11.32) to U at (z7, x3):

1(0) = (2.24)

2 Ui U |72

Maximizing this expression with respect to ; := x1 — 2] subject
to the linearized constraint

) _
U® =Ul(a},25) + UrZy + Uso + = [Z1, To] {U” U”} Fl] .

Ty =Ty — Ty = [1T1 + fae
provides (since Uy + Uy f; = 0)

_ Uiafa + Usa f1 /2
T =— €. (2.25)
Un 4 2U1a f1 + U ff

This solution differs from (2.24) with respect to the rightmost
terms in the numerator and the denominator in the solution for
R'(0), Usfio and Usfiy, respectively. Both terms vanish, if the
constraint is linear.

BENIGNO and WOODFORD (2007) propose to use the quadratic
approximation of the constraint to replace the linear terms in U®.
Indeed, if we replace o by

Ty = fiF + fae + % 71, ¢ [}2 gj {)ﬂ

in the expression for U? and optimize this new function, we obtain
the same linear policy function as given in equation (2.24).

8 We used Uja = Usi, which holds, if U is twice continuously differentiable.
See, e.g., Theorem 1.1 on p. 372 in LANG (1997).
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2.3.2 An Illustrative Example

The Model. We know from Section 2.2 that the policy function
of the L.Q problem is independent of the second moments (and, a
fortiori, of any higher moments) of the shocks. Therefore, nothing
is lost but much is gained in notational simplicity, if we use the
deterministic Ramsey model from example 1.2.1 to illustrate the
approach of HANSEN and PRESCOTT (1995). In this example the
farmer solves

Gih2e 2
s.t. Kt+1+0t S Kfé, o € (0,1>,t20,1,...,
K, given.

max Zﬂt InCy, pB€(0,1),
=0

C; denotes consumption at time ¢, and K, is the stock of capital.
The dynamics of this model is determined by two equations:
C
1= fA"aK, (2.26a)
Cri1
Kt+1 — Kfé - Ct' (226b)

The first equation is a special case of the Euler equation (1.12)
in the case of logarithmic preferences and a Cobb-Douglas pro-
duction function. The second equation is the economy’s resource
constraint.

Approximation Step. We want to approximate this model by
a linear quadratic problem. Towards this end we must look for a
linear law of motion and put all remaining nonlinear relations into
the current period return function In C;. We achieve this by using
investment expenditures I; = K{* — C} instead of consumption
as a control variable. Remember, this model assumes 100 percent
depreciation (i.e., 6 = 1), so that the linear transition law is:

Kt+1 — It' (227)

Let g(Ky, 1) = In(K} — I;) denote the current period utility
function. We approximate this function by a quadratic function
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in (K, I) at the point of the stationary solution of the model. This
solution derives from equations (2.26) and (2.27) for K;11 = K; =
K and Cy,1 = Cy = C. Thus,

K = (ap)t/0=a), (2.28a)

I =K. (2.28b)
A second order Taylor series approximation of g yields:

g(K,I) ~ g(K,I)+ gx(K — K) + g/(I —1)
+(1/2)gxx (K = K)? + (1/2)g1:(I — I)? (2:29)
+ (1/2)(9xr1 + 9rx) (K — K)(I = 1).

For latter purposes, we want to write the rhs of this equation
by using matrix notation.? To take care of the constant and the
linear terms we define the vector (1, K, I)T and the 3 x 3 matrix
() = (¢;;) and equate the rhs of (2.29) to the product

1
[1, K, 1Q | K
1

Comparing terms on both sides of the resulting expression and
using the symmetry of the second order mixed partial derivatives
(951 = g1 yields the elements of Q:

¢1=9 — 9 K — gr1 + (1/2)gxxc K* + g1 KT+ (1/2) g1, 17,
G12=q1 = (1/2)(g9x — qu(K - gf_al),

q13=q31 = (1/2)(91 — gl — 9K1K>7

q23=(q32 = (1/2>9KI7

9222(1/2)91(1(,

Q33:(1/2)9H~

In the next step we use ) and the even larger vector w =
1,K,I,1,K’] (where K’ denotes the next-period stock of capi-
tal) to write the rhs of the Bellman equation, g(K,I) + fv(K’),
in matrix notation. This gives:

9 To prevent confusion, we depart from our usual notation temporarily and
let the superscript T denote the transpose operator. As usual in dynamic
programming, the prime ’ denotes next-period variables.
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1
K 0,0

[1,K,1,1, K] { @ 03“} I, Vo= [”}} ”52}. (2.30)
1

0
O2x3  BVoyo Ug1 U
—_——
Rsxs K’

We initialize V° with a negative definite matrix, e.g., V? =
—0.00115, where I, denotes the two-dimensional identity matrix.
Our aim is to eliminate all future variables (here it is just K’) us-
ing the linear law of motion. Then, we perform the maximization
step that allows us to eliminate the controls (here it is just I).
After that step we have a new guess for the value function, say
V1. We use this guess as input in a new round of iterations until
V% and V1 are sufficiently close together.

Reduction Step. We begin to eliminate K’ and the constant
from (2.30) so that the resulting quadratic form is reduced to a
function of the current state K and the current control I. Note
that K’ = I can be written as dot product:

1
K'=10,0,1,0] K ,
I
1
and observe that
1
1
II( B 1, K
1 |loo1o0| | I
K’ 1

Thus, we may express (2.30) equivalently as:

1
1
K
LKL LK Ry | 1| = (LK LR ||
1
1

K/
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where
T
_| L Iy
Rexa = {0010} Hsxs {00101 '
N——
Ssx4

So what was the trick? In words: use the rightmost variable in
wl =[1,K,I,1, K'] and write it as linear function of the remain-
ing variables. This gives a row vector with 4 elements. Append
this vector to the identity matrix of dimension 4 to get the trans-
formation matrix Ssy.4. The matrix of the Bellman equation with
K’ eliminated is Ryxq = SZ, ,R5x5S5%4-

In the same way we can eliminate the second constant. The
constant in terms of the remaining variables [1, K, I] is determined
by the dot product:

1
1=11,0,0] | K
I

Thus, the matrix Sy3 is now

_ | Is
S4><3 - |:1 OO:| )

and the rhs of the Bellman equation in terms of [1, K, I] is

1
g(K, I) +6U(I) = [17K7 I]R3><3 K ) R3><3 = S4T><3R4><4S4><3-
I

Maximization Step. In this last step we eliminate I from the
rhs of the Bellman equation to find

1, K Raver H .

The matrix Ryyo will be our new guess of the value function. After
the last reduction step, the quadratic form is:
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i1 Ti2 T3 1
(1, K, 1] [roa1 roa 13| |K
31 T32 T33 I
=11+ (112 +791) K+ (113 + 731) L + (123 +132) KT
-+ T’QQKQ + 7’33[2.
Setting the derivative of this expression with respect to I equal
to zero and solving for I gives:

T3+ 731 Toz + 132 T3 T23
] = — —_ B = - — — B s
2rs3 2rs3 733 733
——

i1 7;2
where the last equality follows from the symmetry of R. Thus, we
can use

S:[ e }
—l1 — 12

to reduce R343 to the new guess of the value function:
V= ST Ryy38S.

We stop iterations, if the maximal element in |V —V?| is smaller
than e(1 — f3) for some small positive € (see (11.84) in Section 11.4
on this choice).

2.3.3 The General Method

Notation. Consider the following framework: There is a n vector
of state variables x, a m vector of control variables u, a current
period return function g(x,u), and a discount factor 5 € (0,1).
As you will see in a moment, it will be helpful to put x; = 1. All
non-linear relations of the model are part of the specification of
g, and the remaining linear relations define the following law of
motion:

x' = Ax + Bu. (2.31)

Furthermore, there is a point [x*7, u*"]”. Usually, this will be the
stationary solution of the deterministic counterpart of the model
under consideration.
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Approximation Step. Let Q € R™!, [ = n + m, denote the
matrix of the linear quadratic approximation of the current period
return function g¢(-), and define the n + m column vector y =
[xT,u”]T. From a Taylor series expansion of g at y*, we get:

where g; and g;; are first and second partial derivatives of g at y*,
respectively.!® Comparing terms on both sides of this expression
delivers the elements of Q = (g;;):

a=9(y") + 1" 9:; +3 DI ZT{" 9y,
q1i = QﬂZ%gi - % ;Lan gzjyj, =23,....,n+m,
Gij = 4i=39ij, 1,5 = 2,3,...,n+m.

n+m

vy 'Qy = g(y") + Z gi(yi— vi) (i —v)),

||M+

[\Dl’—‘

Except in very rare cases, where g; and g;; are given by sim-
ple analytic expressions, one will use numeric differentiation (see
Section 11.3.1). For instance, to use our program SolveLQA, the
user must supply a procedure gproc that returns the value of
g at an arbitrary point [x?,u’]’. Note that you must pass
(1,29,...,%p,uy,...,u,)T to that procedure, even if the 1 is not
used in gproc. This ensures that any procedure that computes
the gradient of g returns a vector with [ elements and that any
procedure that returns the Hesse matrix returns a [ x [ matrix.
Given this procedure, our Gauss programs CDJac and CDHesse
compute the gradient vector Vg = [0, 62,93, - ., gnim] and the
Hesse matrix H := (hi;) = (gi5), 4,7 = 1,2,...,n+m from which
SolveLQA builds @ using the above formulas. All of this is done
without any further intervention of the user. If higher accuracy
in the computation of the Hesse matrix is desired, the user can
supply a routine MyGrad that returns the gradient vector of g. He
must then set the flag _MyGrad=1 to let the program know that
an analytic gradient is available. SolveLQA will then use MyGrad
to compute the Hesse matrix by using the forward difference Ja-
cobian programmed in CDJac.

10 Note, since ; = 1, we have gy =0 and g;; =g =0fori=1,2,...,1.
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Reduction Steps. Let R° denote the matrix that represents the
quadratic form on the rhs of the Bellman equation at reduction
step s, where

Rl — Qn+m><(n+m) O(n+m)><n
Onx(n+m) 6V7$><n

In addition, let ¢ denote the n + 1 — s-th row of the matrix
Cs = [A B Onx(nfs)] .

Then, for s =1,2,...,n iterate on

Rs+1 — |:]2n+%71—s:|TRs |:I2n+%n—s] )
CS CS

Maximization Steps. After the last reduction step the matrix R
is reduced to a square matrix of size n+m. There are m maximiza-
tion steps to be taken until R is reduced further to a square matrix
of size n, which is our new guess of the value function. At step
s =1,2,...,m the optimal choice of the control variable ,, 1
as a linear function of the variables [zq,...,Z,, U1, ..., Up_s| 18
given by the row vector

dT—[ 1k T2k Tk
Tkk Tkk Tkk

5 —_ ..., },k:n—l—m—s.
Therefore, we iterate on

T
Ret {]”5?‘81 R’ {]nﬁ?‘S] Cs=1,2,...,m.

If R is reduced to size n, we have found a new guess of the value
function V! = R™*! and we compare its elements to those of V9.
If they are close together,

I%?X‘U% — v,}j] <e(l—0),

we stop iterations. Otherwise we replace V? with V! and restart.
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Computation of the Policy Function. It is a good idea to
store the vectors ds in a m x (n + m — 1) matrix D. After
convergence, we can use D = (d;;) to derive the policy matrix
F € R™"™ = (f;;) that defines the controls as functions of the
states. This works as follows: The policy vector d,, (i.e., the last
row of D) holds the coefficients that determine the first control
variable u; as function of the n state variables:

up = deixz‘ = J1i = dmi
i=1
The second control is given by

n
Uy = E An—1,T; + A1 11

i=1
= foir = dm—1 + dm—1n+1. 14

Therefore, we may compute the coefficients of F' recursively from:

j—1
Jii = dmy1-ji + E Arm1—j vk fri,
k=1
j=1....m, i=1 ..., n.

As a final check of the solution, we can use
|u* — Fx*|.

i.e. the discrepancy between the stationary solution of the con-
trols from the original model and those computed using the linear
policy function.

2.4 Linear Approximation

In this section we return to the system of stochastic difference
equations (2.23). Remember, this system is one way to charac-
terize the solution of the linear quadratic problem. However, we
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are by no means restricted to this interpretation. More generally,
we may consider this system as an approximation of an arbitrary
non-linear model. In the next subsection we explain this approxi-
mation by means of the stochastic growth model. Our discussion
closely parallels the presentation in Section 2.1. First, we demon-
strate that both, the solution to a linearized system of stochastic
difference equations and the application of the implicit function
theorem provide the same set of equations for the coefficients of
the policy function. Second, we obtain these coefficients from the
solution of a linear system of stochastic difference equations. Sec-
tion 2.4.2 presents the solution method for the general case of
equations (2.23) and explains the use of our program SolveLA
that implements this method.

2.4.1 An Illustrative FExample

There are two equations that determine the time path of the sto-
chastic Ramsey model from Section 1.3 with strictly positive con-
sumption. They are obtained from equations (1.23):

0= K1 — (1=0)K; — Zi f(Ky) + Cy, (2.32a)

0=1u'(Cy) — BEW (Cii1)(1 =6+ Zia f' (Kis1))- (2.32b)
We assume that the productivity shock Z; follows the process

InZ;=polnZ; 1 +oe, €~ N(0,1). (2.32¢)

Since m 7, ~ Z,,Z, = Z, — Z*,Z* = 1 this equation may be
approximated by
Zt = Qthl + O €. (232d)

Note, that for 0 = 0 and Z* = 1 this model reduces to the deter-
ministic growth model with the stationary equilibrium determined
from

C* = f(K*) — 6K*, (2.33a)
1=B(1-6+ f/(K")). (2.33b)

More generally, equations (2.32) may be written as E;g(x;, X;11) =
0251, X4 := [Kt,CmZt]’-
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Linear Stochastic Difference Equations. At (K*, C*, Z*) the
linearized version of this system of equations is given by:

m _ {g% g%] {l:(t] N {gi gé] E, {l:fm]
0 9 93] |C 93 g2 Cii

1 1
93| 7 96 7
+ Zy + EZ 4,
[93] t L}g} tLt41

(2.34)

where 7; denotes x; —z*. Since equation (2.32d) implies E 1 =
07Z; the last term in equation (2.34) may also be written as
olgt, 92]'Z,. We assume that the linear policy functions for Ky,
and C, are of the form

Kt+1 = hg.l_(t + h?Zt, (235&)

where hj, i, j € {K,C} denotes the derivative of the policy func-
tion of variable ¢ with respect to its jth argument. Substituting
this guess in equation (2.34) yields

B

where a; and b;, © = 1, 2 are collections of coefficients to be given
in a moment. Obviously, if (2.35) is a solution to (2.34), this re-
quires a; = b; = 0, i = 1,2 and, thus, provides four (non-linear)
equations in the unknown coefficients h%, h% 1S hG. A modest
amount of algebra reveals these relations:

a1 = g + goh% + (91 + g3hi)hi =0, (2.36a)
az = g; + g3h% + (97 + g3hi)hie =0, (2.36b)
by = (g2 + gio) + (g3 + gio)hG + (gt + ghS)hE =0,  (2.36¢)
bo = (g5 + g50) + (g5 + gi0)h + (g3 + g3h%)hy = 0. (2.36d)

Application of the Implicit Function Theorem. We will now
demonstrate that the same set of conditions emerges, if we apply
the implicit function theorem to the system E;g(x;, Xi+1) = O2x1.
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This allows us also to show that the linear policy functions are
indeed independent of the parameter o. We assume non-linear
policy functions Ky, = h% (K, Z;,0) and C; = h® (K}, Z;, o) with
the property K* = hi(K* Z*,0), C* = h®(K*, Z*,0) so that a
solution of g(-) = 02y at (K™, Z*,0) exists. It is not difficult to
see that differentiating g with respect to K; and Z; provides the
same conditions on the derivatives of h“ and A% at the stationary
solution as presented in equations (2.36). Just note, that ¢’, i =
1,2 can be written as

gi <Kt7 hC(Kt7 Zt7 0)7 Zt7 hK(Kt7 Zt7 0)7

hc(hK(Kt, Z,0), eglnzt+aet+17 0), egant+UEt+1>7

so that, for instance,

99 (")
K,

= g1 + g3h% + gihi + gihihi = ar.

Consider the derivatives with respect to . They imply:!!

(94 +95h%) (93 +gé)} [hf} _ [0] .
(95 +93h%) (95 +g3)] [hS] [0

This is a system of homogenous equations in A% and h¢. Since
its matrix of coefficients is regular, the only possible solution is
K — hC = 0.

We have, thus, seen by means of an example that the applica-
tion of perturbation methods to a stochastic DGE model allows us
to derive linear approximations of the policy functions via the so-
lution of the linearized system of stochastic difference equations.!?

11 The derivative of the term Z;,, = e?™Z¢+7¢+1 with respect to o evaluated
at Z* =1 and 0 = 0 is €41. The expectation of this term as of time ¢,
Ei€41, equals zero, the mean of N(0,1).

12 The generalization of this result is obvious but involves either intricate
formulas or the use of tensor notation so that we have decided not to
pursue it here. See SCHMITT-GROHE and URIBE (2004) for a proof.
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Derivation of the Solution. Rather than solving (2.36), we de-
termine the coefficients of the policy functions via the same proce-
dure that we used in Section 2.1. From (2.32) and (2.34) we obtain
the following system of linear, stochastic difference equations:

Kt+1 % -1 K, f _
b [Ot+1] - [—ulf” 1+ % Cy - — Gl Zt
A / N ;

u//

g

- - (2.37)

The matrix W equals the Jacobian matrix of the deterministic
system (2.3), and, thus, has eigenvalues A\; < 1 and Ay > 1. In the
new variables'®

Rt —1 [_(t kt Kt
~ | =T T | =|4 2.38
[Ct] [Ct] [Ct] [Ct] (238)
the system of difference equations may be written as:'*
—f(t+1 A1 S12 [(t q1 5
Ey |~ = ~ | + Zy. 2.39
t [OHI] {0 )‘2] [Ot 72 t (2:39)
—_——— ~—~—~
s Q=T-'R

Consider the second equation of this system, which is a relation
in the new variable C} and the exogenous shock:

Etét+1 = )\QCN’t + QQZt. (240)

We can solve this equation for C; via repeated substitution: from
(2.40) we get
1 A 42

ét = )\_EtCtJrl - _Zt- (241)
2

Shifting the time index one period into the future yields:

13 Remember, T is the matrix that puts W into Schur form W = T'ST 1.
14 Pre-multiply (2.37) by T~! and use the definitions in (2.38) to arrive at
this representation.
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~ 1 ~ Q2 =
Ciy1 = —Fi1Cryo — — 7411
t+1 )\2 t+1V“t+2 )\2 t+1

Taking expectations as of period ¢ on both sides and noting that
(via the law of iterated expectations) Et(Et+1Ct+2> = FE.Cis
yields:

~ 1
EiCip1 = —EtCt+2 -

7 2.42
)\2 )\ Q ty ( )

1
2Etzt+1 A—2Etct+2 - %

due to (2.32d). Substitution of this solution for F,C,,, into (2.41)

results in:

= 1~ G2 0
C,=—=FEC, o — ==-1Z
¢ N tCto {/\2 + y /\J ¢

We can use (2.42) to get an expression for Cy, 5 and so on up to
period t + 7:

T T—1 7
= 1 = 2 01| 5
Ci=|—| BECuL, —— —| Z. 2.43
= |5 moe -2 (2] 2 (2.49
Suppose that the sequence

1 o0

E,.C -
L}

converges towards zero for 7 — oo. This is not very restrictive:
since 1/\y < 1, it is sufficient to assume that EtC’HT is bounded.
Intuitively, this assumption rules out speculative bubbles along
explosive paths and renders the solution unique. In addition, it
guarantees that the transversality condition (1.25) is met. In this
case we can compute the limit of (2.43) for 7 — oo:

~ CI2/>\2 5
C,=——22 7
' 11— (Q/)\2) '

We substitute this solution into the second equation of (2.38),'

(2.44)

15 We denote the elements of T~ by (¢¥).
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C, = 'K, + t2C,,

to get the solution for C, in terms of K; and Z;:

- s G2/ X =
Ci=— — K;— . 2.45
t (22 f22(1 _ (Q/)‘2>>J ¢ ( )
=:h{, —hC

From the first equation of (2.37),
_ 1. _
K = BKt - Ci+ fZ,

we can derive the solution for K q:

_ 1 _ _ _ _
Kt+1 = BKt — £h?{Kt + thtZ +th

—G,
_ 1 _ _
Ky = <— - h?{) K + (f - hg) Zy.
B ——
::h}Z(
::h%

Thus, given a sequence of shocks {e;}Z, and an initial K, we
may compute the entire time path of consumption and the stock
of capital by iteration over

Ot = h?{}?t -+ tht, (246&)
[_(t+1 - h/g[_(t + tht, (246b)
Zt+1 = QZt + €tt1- (246C)

The Gauss program Ramsey3a.g computes the linear approxima-
tions of the policy function of the stochastic growth model from
Section 1.3 along the lines described above. The utility function
is parameterized as u(C') = [C'™7—1]/(1 —n) and the production
function as f(K) = K“. The program shows how to derive the
coefficients of the matrices in equation (2.34) by using numeric
differentiation. In the case with logarithmic preferences, complete
depreciation =1, a = 0.27, f = 0.994 p = 0.90, and o = 0.0072
the program delivers the following policy functions:
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C, = 0.736 K, + 0.4507,,
K1 = 0.270K, + 0.165Z,.

In this case, the exact analytic solution is

Cy = 0.268 7, K7,
K = 0.732Z, K"

Figure 2.3 shows the histograms of the distribution for the cap-
ital stock that result from the simulation of both solutions. The
simulations use the same sequence of shocks to prevent random
differences in the results. By and large, the linear model implies
the same stationary distribution of the capital stock as does the
true, non-linear model.

1.4

1.2

0.6 0.8 1.0

Frequency in Percent

0.4

0.2

0.0

0.154 0.158 0.162 0.166 0.170 0.174
Capital Stock

Figure 2.3: Stationary Distribution of the Capital Stock from the
Analytic and the Linear Approximate Solution of the
Stochastic Infinite-Horizon Ramsey Model

In most applications we want a unit free measure of deviations
around the deterministic steady state. Given the linear approxi-
mations from above, this is easy to obtain: Just divide both sides
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of the policy function by the stationary value of the respective lhs
variable and rearrange. For instance, using (2.46a), we may write:

L C—C K K- K 77— 7
Crm 2 g R geZ 222
Gt To T _w Mo 7
—— ——
=K =:Z

Since In(X;/X*) ~ (X; — X*)/X*, this is a log-linear approxima-
tion of the policy function for consumption that relates the per-
centage deviation of consumption to the percentage deviations of
the stock of capital and the productivity shock, respectively.

In the next subsection we basically use the same steps to derive
the policy functions for the general system (2.23). If you dislike
linear algebra, you may skip this section and note that the pro-
gram SolveLA performs the above explained computations for the
general case. The program requires the matrices from (2.23) as in-
put and returns matrices L; that relate the vectors u;, A; and x;,1
to the model’s state variables in the vectors x; and z;.

2.4.2 The General Method

In this subsection we consider the solution of a system of lin-
ear stochastic difference equations given in the form of (2.23),
which derives from the L(Q problem. There are related ways to
state and solve such systems. The list of references includes the
classical paper by BLANCHARD and KAHN (1980), Chapter 3 of
the book by FARMER (1993), the papers of KING and WATSON
(1998), (2002), KLEIN (2000) and the approach proposed by UH-
LIG (1999). Our statement of the problem is the one proposed by
BURNSIDE (1999), but we solve it along the lines of KING and
WATSON (2002).

The Problem. Consider the system of stochastic difference equa-
tions (2.47):
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Cou; = Cyy Kj + C,z4, (2.47a)
Do\E, [;‘\iﬂ + Fyy Rﬂ = Dy Eyugy + Fouy (2.47b)

+ DzEtZt+1 + Fzzt-

To ease notation we use n(x) to denote the dimension (i.e., the
number of elements) of the vector x. We think of the n(u) vector
u; as the collection of variables that are determined within period
t as linear functions of the model’s state variables. We distinguish
between three kinds of state variables: those with given initial con-
ditions build the n(z) vector x;; the n(\) vector A; collects those
variables, whose initial values may be chosen freely. In the LQ
problem these are the costate variables. In the stochastic growth
model it is just the Lagrange multiplier of the budget constraint.
Purely exogenous stochastic shocks are stacked in the n(z) vector
z;. We assume that z; is governed by a stable vector autoregres-
sive process of first-order with normally distributed innovations
€

Zy — HZt,1 + €, € ]\/Y(O7 E) (248)

Stability requires that the eigenvalues of the matrix II lie within
the unit circle.

System Reduction. We assume that the first equation can be
solved for the vector uy:

Xt

u; = C’u_lox)\ |:At

} +CCLz,. (2.49)

Shifting the time index one period into the future and taking
expectations conditional on information as of period ¢ yields:

B = C;'CoE, Kiﬂ + C ' CLE zy 1. (2.50)

The solutions (2.49) and (2.50) allow us to eliminate u; and Eyu4q
from (2.47Db):
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(Dax = DuCy'Crn) B [iiﬂ = — (Fur— F,C71C,) m

+ (Dz + DuC’;lCz) Fizi4q

+ (F. + F,.C,'C.) .
Assume that this system can be solved for Ey(x;41, Ar+1) . In other
words, the matrix D,y — D,C,*C,, must be invertible. Using

Eyz,.1 = llz;, which is implied by (2.48), we get the following
reduced dynamic system:

E, [i:] — W Bj + Rz,
W = — (Daxr — DuC;'Cn) ' (Fox — .G C)
R= (Du — D,C;'Cop) ™
x [(D. + D,C,'C.) 1+ (F. + F,C,'C.)].
(2.51)

Change of Variables. Consider the Schur factorization of the
matrix W:

S=T"'WT,

which gives raise to the following partitioned matrices:

o Sa:w Szk
s= % 5]
T T [ Wae W [Tae Tl
71 W T

We assume that the eigenvalues of W appear in ascending order on
the main diagonal of S (see 11.1). To find a unique solution, n(z)
eigenvalues must lie inside the unit circle and n(\) eigenvalues
must have modulus greater than one. In the new variables

Kj - [?k m Kj (2.53)
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the dynamic system (2.51) can be rewritten as
Xt+1 Szz Sa:)\ it Qz:|
E = |+ Zy,
! {AHJ { 0 S/\J {)\J {QA ! (2.54)
Q=[Qw Q' =T"'R.

Policy Function for ;. Consider the second line of (2.54),
which is a linear system in A alone:

EXit1 = Su + Qaze. (2.55)
Its solution is given by:
A\ = Dz, (2.56)

There is a quick and a more illuminating way to compute the
matrix ®. Here is the quick one: Substitute (2.56) into equation
(2.55) to obtain

E®z, . = Pllz, = S, Pz + Q)%
Thus, ® must solve the matrix equation
OIl = S)® + Q.

Applying the vec operator to this equations yields (see the rule
(11.10b))

vec ® = [H’ ® Iy = Inz) ® SMrl vec Q.

One may also compute the rows of the matrix ® in the following
steps: The matrix Sy, is upper triangular with all of its eigenvalues
1; on the main diagonal being larger than one in absolute value:

H1 S12 ... Sin())

0 M2 oo San(n)
S)\/\ = . . .

0 0 <o ()
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Therefore, the last line of (2.55) is a stochastic difference equation
in the single variable A, just like equation (2.40):

Etj\n(/\) t+1 = un(A)S\n(A)t + q;L()\)Zb (2.57)

where q o) denotes the last row of the matrix (),. Note, that

A n(n¢ — as every other component of A: — may be a complex
variable. Yet, since the modulus (i.e., the absolute value) of the
complex number i,y is larger than one, the sequence

1 ~ (e.)
{ = Et)\n(/\) t+7 }
Hn) =0

will converge to zero if the sequence

{Etj\n(/\) t+7 } 0

is bounded (see Section 12.1). Given this assumption, we know
from equation (2.44) that the solution to (2.57) is a linear function
of z;:

5\n(>\)t = £¢n()\) 15 ¢n()\) 2y ¢n()\),n(z)): Zy

/
LN

To determine the yet unknown coefficients of this function, i.e.,
the elements of the row vector qi);l(/\), we proceed as follows: we
substitute this solution into equation (2.57). This yields:

By Brzerr = pany @02 + Ay 2
(Cb:L(A)H - ¢;L(,\)Mn(/\)) Zy = q;(/\)zt,
¢;1(A) (H - “n(A)In(Z)) Zy = q;(A)Zt,
where the second line follows from (2.48). Equating the coefficients

on both sides of the last line of the preceding expression gives the
solution for the unknown vector ¢,,,):

-1

¢;(A) = q;l(x) (H - Mn(x)fn(z)) (2.58)
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Since the eigenvalues of II are inside the unit circle, this solution
exists.
Now, consider the next to last line of (2.55):

Bd()—1641 = Hn()—1 ()11 + Sn()—1n(0) At + An(n)—1%15
Edn()-1641 = fn(0)—1 A0 —1¢ T Sn()—1n(x) Pr(n)Zt + Apry-1%1-

The solution to this equation is given by the row vector (b;(/\)_l.
Repeating the steps from above, we find:

~1
Gry—1 = (A1 + 50)-100) D) (T = tnpy-11n) -
(2.59)

Proceeding from line n(A) — 1 to line n(A) — 2 and so forth until
the first line of (2.55) we are able to compute all of the rows ¢
of the matrix ®. The respective formula is:

n(A)
P, = |d, + Z Si,j(ﬁ;’ (H - MiIn(z))_l ’
j=i+1

i=n(A),nA\)—1,..., 1L

(2.60)

Given the solution for X; we can use (2.53) to find the solution
for A; in terms of x; and z;. The second part of (2.53) is:

S\t = met + TA)\At.

Together with (2.56) this gives:

A= — (TN TV x, + (TV) 0z, (2.61)
LA LA

Policy Function for x;,;. In obvious notation the first part of
(2.51) may be written as:

Xi+1 = Wmcxt + WIAAt + szt-

Substitution for A; from (2.61) gives:
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X141 = (Wew = Wan (T) ' T) x,

J/

pe
: (2.62)
+ (War (1) @+ R, ) 2

-

g

Lz

z

The expression for L7 may be considerably simplified. In terms of
partitioned matrices the expression W = T'ST~! may be written
as:

sz Wzk - Tzz Tzk Sa:w Sa:)\ T Tx)\
Wae War] [T Toan] | 0 S [T TM]

which implies:

sz = TmcSchxx + TIJSSx)\T)\I + Tx)\S)\/\T/\xa
Wa;)\ = Ta:assxa:Tx)\ + Ta;aJSa:)\TAA + TIASA)\T)\A'

Substituting the rhs of these equations into the expression for L,
from (2.62) gives:

L% = Ty Sy (T2 = T (1) ' 7).

Since
wa TzA B Tz Tx)\ -1
T)w T)\)\ - T/\x T)\/\

the formula for the inverse of a partitioned matrix (11.15a) im-
plies:

(Tuw) ™' = T — T2 (TV) T T,
Putting all pieces together, we find:

LY = T, STt
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Policy Function for u;. Using equation (2.49) the solutions for
x; and Ay imply the following policy function for the vector uy:

u = C«;lcx/\ |:In($):| X

Ly
b (2.63)
+ (Cul% [0"‘%”‘”} + Culcz> z.
A - ’

Implementation. Our Gauss program SolveLA performs the
computation of the policy matrices according to the formulas
given by equations (2.61), (2.62), and (2.63). It uses the Gauss
intrinsic command Schtoc to get the matrices S and T'. However,
the eigenvalues on the main diagonal of S are not ordered. We use
the Givens rotation described in Section 11.1 to sort the eigen-
values in ascending order. The program’s input are the matrices
from (2.47), the matrix IT from (2.48), and the number of elements
n(zx) of the vector x;. The program checks whether n(z) of the
eigenvalues of W are inside the unit circle. If not, it stops with an
error message. Otherwise it returns the matrices L%, L%, L}, L2,
LY and LY. A second version of this program, SolveLA2, uses the
Gauss foreign language interface and calls a routine (written in
Fortran) that returns S and 7" so that the eigenvalues of the com-
plex matrix S with modulus less than one appear in the upper left
block of S. This routine in turn calls the program ZGEES from the
Fortran LAPACK library. Our Fortran version of SolveLA also
uses ZGGES to get the Schur decomposition with sorted eigenval-
ues. The Gauss version of SolveLA (and SolveLA2) also solves
purely deterministic models. Just set the matrices C,, F,, D, and
IT equal to the Gauss missing value code.

The matrices that are an input to both programs can be ob-
tained in two ways. The first and probably more cumbersome
approach is to use paper and pencil to derive the coefficients of
the matrices analytically. If the differentiation is done with re-
spect to the (natural) logs of the variables, SolveLA returns the
coefficients of the log-linear policy functions. Otherwise the coef-
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ficients refer to the linear approximation. One may, however, also
use numeric differentiation to obtain the matrices from (2.47). We
provide an example in the Gauss program Ramsey3a.g where we
show how to solve the stochastic growth model by using SolveLA.

2.5 Quadratic Approximation

In this section we consider quadratic approximations of the pol-
icy functions of DGE models. We introduce you to this topic in
the next subsection. Then, we consider two examples before we
provide the general algorithm in Subsection 2.5.4.

2.5.1 Introduction

We begin with the quadratic approximation of the solution of a
system of static equilibrium conditions. Consider the equilibrium
condition g(z,y) = 0 and suppose that a solution exists at (z*, y*).
Let y = h(x) be the solution in an € neighborhood of z*. A second-
order Taylor series approximation of h at z* is given by

1
h(x* +¢) ~y* + h'(z*)e + E(h")Q(x*)g.
Differentiating g(x, h(x)) once provides

g1(z, h(x)) + go(z, h(x))h' (z). (2.64)

At (x*,y*) this expression must equal zero, from which we obtain

the solution
Ha) = 2,
ga(x*, y*)

Differentiating (2.64) again and setting the result equal to zero
yields:
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gut (g12 + g21)l + gaa(W')?
g2

This formula still looks pretty simple. Though straight forward,
the generalization to the case of n exogenous and m endogenous
variables g(x,y) = 0,,x1 produces formulas with lots of indices.
First note that in this context the quadratic approximation of the
solution 1/ (x), j = 1,2,...,m is given by

hl/(x*> —

~

R (x) = W (x*) + hix + %)‘(’ijc, (2.65)

hi

where h), = [h] Al ,.

70 ..,hl 1" is the vector of linear coefficients

and H’ = (hJ,) is the n-by-n matrix of quadratic coefficients. The
vectors hJ are determined from the matrix equation

_ -1
h, = —D,'D,

where Dy, (Dy) is the matrix of partial derivatives of g(x,y) with
respect to the variables in the vector y (x) (see equation (11.38)).
Note, that a single element in this matrix equation is given by

0=g), (x,h(x))+ > _ g} (x,h(x))k,,

j=12....m, k=12 ... n.

Differentiating this expression with respect to variable x; provides

L . . . . .
0= gikxi + Z g;kyl thz‘ + Z gzj/zhxkxi + Z gg/zftihwk
=1 =1

=1

+Zm:§:g§zysh;srihick’ j:L---,m; i,k:1,...,n,

s=1 [=1

These mn? equations can be arranged to n? matrix equations in
the coefficients hf%x],, 7=1,2,...,m. Due to the symmetry of the
Hesse matrices n(n+1)/2 of these equations are redundant. As you
will see in the next examples, since the structure of the equilibrium
conditions of DGE models is not as simple as g(x, h(x)) = 0,x1,
the respective formulas to compute the Hesse matrices H? are
more involved.
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2.5.2 The Deterministic Growth Model

We return to the deterministic growth model considered in Sec-
tions 1.2 and 2.1. We let K,y = h¥(K;) and C; = h®(K;) denote
the policy functions for the next-period capital stock and con-
sumption, respectively. For both functions we seek a second order
approximation at the stationary solution K™ of the form

_ _ 1 _
Kt+1 = hﬁKt + 5h§KKt2’
_ _ 1 _

C, = hS K, + §h§<KKE,

where hY and h; ., i € {K,C} denote the first and second deriv-
ative of the policy function of variable ¢ with respect to the stock
of capital K. Of course, all derivatives are evaluated at the sta-
tionary solution K*. To obtain the coefficients h%, and hi -, we
use a more general exposition. Observe that the resource con-
straint ¢g'(-) and the Euler equation for the optimal next-period
capital stock g%(+), equations (2.1a) and (2.1b), have the following
structure:

g'(K,C,K'.C")

= g'(K, h(K), b (K), b (R" (K))) = 0, i=1,2,
where we have omitted the time indices. To distinguish between
current period variables and next-period variables we used a prime

to denote the latter. Differentiating with respect to K yields (we
suppress the arguments of g but not of h?)

9k + 9oh % (K) + gy (K) + gohig (KN (K) =0, (2.66)
1=1,2.
We have already solved these two equations in Section 2.1, so let
us assume here that we know A% and h%. To obtain equations

in hE - and h% j, we must differentiate (2.66) with respect to K.
This yields:

2
9 + 960G gt + gt (R {hg[{} _ {h};}[(gl)hﬂ 2,67
9% + g2 % gt + g2 (WE)7| [Pk H(g

[\



2.5 Quadratic Approximation 117

where

[k o gke

h§=[1,hg,h§,hgh§§], H(gh):=| :+ - :
9ok - Yoo

Since (2.67) is a system of two linear equations it is easily solved
for Wi, and h,. Usually, we will use numeric differentiation
to obtain the coefficients of equation (2.67). If u(C) := (C'™" —
1)/(1 —n) and f(K) = (1 —0)K + K*, the matrix on the lhs of
(2.67) is given by

1 1
2
hm%MWO—wﬂﬁﬂ“ﬂnU%)—@]
and the vector on the rhs, say b, has elements
by == ala —1)(K*)*?

and
by :=n(1+ 77)% [(thf - 1] (hif

+afB(l —a)(K*)*? (hf)2 (27}]7% +(2— a)[ii) :

In the Gauss program Ramsey2b.g we compute the coefficients of
the quadratic policy functions using both analytic and numeric
derivatives. Figure 2.4 displays the policy function for consump-
tion from the linear, the quadratic solution and the analytic solu-
tion (v = 0.27 and § = 0.994).

To compare the accuracy of the linear with the accuracy of the
quadratic approximation this program also computes the residuals
of the Euler equation (2.1b) over a grid of 200 points in the interval
[0.9K* 1.1K*]. For the parameter values a = 0.27, § = 0.994,
n =2, and J = 0.011 we find that the maximum absolute Euler
equation residual from the linear solution is about 13 times larger
than that obtained from the quadratic policy function which is
2.4 x 1079, and, thus, very small. We also find that there is no
noteworthy difference in accuracy, if we use analytic instead of
numeric derivatives.
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Figure 2.4: Policy Functions of Consumption of the Deterministic
Growth Model

2.5.3 The Stochastic Growth Model

The Framework. We return to the stochastic growth model con-
sidered in Sections 1.3 and 2.4.1 assuming u(C) = [CT™"—1]/(1—
n) and f(K) = K% As in the previous subsection, we drop the
time indices from all variables and use a prime to designate vari-
ables that pertain to the next period. This allows us to the write
the equilibrium conditions as'®

0=FE¢'(K,C,z, K',C",2), i=1,2, (2.68a)
C =h°K,z0),
C'=h? (W (K, 2 0), 7, 0),

16 You may probably wonder why we use z = In Z as a state variable and not
Z itself. In the present context, in which we know what the equilibrium
conditions look like, we could indeed have used Z. Yet, when writing a
general purpose routine, we have no information about the structure of
the equilibrium conditions. In this case, we are bound to assume that the
shocks evolve according to a linear first-order autoregressive process.
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K' = h*(K, 2, 0),
7 =pz+0€, ¢~ N(01),

where
g'()=K —(1-8§K - K"+ C, (2.68D)
P() == ()7 (1= 5+ ae” (K)*). (2.68¢)

The operator E denotes expectations with respect to information
available at the current period.

As in Section 2.4.1 we consider the model in a neighborhood
of 0 = 0, where it reduces to the deterministic growth model
with stationary solution (K*, C*, z* = 0) determined by equations
(2.33). For i € {C, K} we look for quadratic approximations of
the policy function h? given by

(K, z,0) =h(K* 2" 0=0) (2.69)
+h K+ h.z+ hio

] M Mg iy | [K

[K,z,0| | hip hi, hi ||z

hf)’K hirz hifa o

+

| —

where the bar denotes deviations from the stationary solution.
Note that the Hesse matrix in (2.69) is a symmetric matrix, i.e.,
hiy. = hi;, J,k € {K,z,0}. To determine the coefficients of these
functions we closely follow SCHMITT-GROHE and URIBE (2004).'7

As in Section 2.4.1 we differentiate (2.68a) with respect to K,
z, and o. To represent the respective formulas we define the vector
function

he (K, z,0)
h:= hE (K, z, 0)
he (WK (K, z,0), 02 + o€, 0)

with the vector of derivatives denoted by hg, h,, and h,, re-
spectivley. In addition, we use gfi] for the (column) vector of first

17 In a recent paper LOMBARDO and SUTHERLAND (2007) outline an algo-
rithm that also provides second-order accurate solutions. Their procedure
relies on methods developed for the solution of linear models.
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derivatives of ¢* with respect to the indices in the vector i and
gfh”h] for the matrix of second partial derivatives with respect
to the indices in i; (for the rows of the matrix) and iy (for the
columns). To avoid confusion, we denote the transpose of a vector
by the superscript 7.

Consider the derivatives of conditions (2.68a) with respect to
K, z, and o:

0= E{[1 hi] JiK.CKrCr ) (2.70a)
0=~F { [hz’ 17 Q} ng,K’,C’,z,z’]} ) (270b)
0=FE { [hf, 6,} gfc,K',c',z/]} . (2.70c¢)

Since we have already seen how we can compute the coefficients
of the linear part of (2.69) in Section 2.4.1, we proceed to the
coefficients of the quadratic part. For the following derivations we
will keep in mind that we found A’ = 0.

Coefficients of the Hesse Matrices. Differentiating equation
(2.70a) with respect to K provides two linear equations in the
coefficients At

i i 1
0 = hiexgic i on + (1 0k] 9o onm.cmron |:hK:| , (2.71a)

where hg g is the vector of second derivatives of h with respect
to K. This equation corresponds to equation (2.67) in the deter-
ministic case.

To determine h';, we differentiate (2.70a) with respect to z,
yielding

T T i hy
0= hg .90k + [17 hK] Jik.c.x,CCK,C 2] | (2.71Db)
+ 1Y |:1, h%} ng,C,K’,C/][Z’]'

The first term in this equation equals

(gicr + 9erh) hivz + (96 + 0gbihic) Wiz + gorhichS ch

Thus, (2.71b) provide two linear equations in A%, and h% ,.
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Differentiating conditions (2.70a) with respect to ¢ provides
conditions on hi,:

O = E{hﬁang,K’C’] + |:]., hII;:I ng,C,K’,C’][C,K’,C’]hO' (271C)

+ |:]., h};] ng,C,K’,C’][z’]EI}‘
The expectation of the first term in curly brackets is

E{hi,gicxront = (9 + 96:h%) ke + (96 + 96hi) Po

since h = 0 and E(hEhE ,¢') = 0. At the stationary solution
the second term in (2.71c) is obviously zero, since h, is a vector
with zeros. The expectation of the third term is also zero since
E(¢') = 0. Thus, system (2.71c) is a linear homogeneous system
with solution h%., = 0.

To determine the coefficients h’,, we differentiate (2.70b) with
respect to z. The result is:

0= hszgfc,K',Cf]
. hz
+ [hZ’ 1, Q:| gEC,K/,C/,Z,Z/][C,K’,C/,Z,Z’] 1 . (271(1)
0

The first term on the rhs of this equation equals

hl.gio . cn = (9i + 96h%) By + (96 + 96:0°) h,
+ genhyy (K chy + 20h% ) -

Differentiating (2.70b) with respect to o provides

0= E{hzTagfc,K/,C/]

6/

7 ha
+ [hz, 1, Q:| g[C,K’,C’,z,z’][C,K’,C’,z’] |: :| } (2716)
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As in equation (2.71c) all terms except the coefficients of h%_ and
hG, are equal to zero. Therefore, h% = hg, = 0.

Finally, we turn to the coefficients h! . They are obtained from
differentiating equations (2.70c) with respect to o. This delivers:

0= E{hgang,K’,C’]

% ha
+ |:h(7;76,:| 9[07[(/70/72/][CVK/VC/VZ/] |: :| }, (271f)

¢
hga = [hgaa hfa, hga + h?(hfa + A] )

A= hE (WG hX + h$ € + hi,)
+ € (hGhy +hG ¢ + hS) + hGchX + hi.€'.

To evaluate this expression, observe that

1. at 0 = 0 the vector of derivatives hl equals [0,0, h$e], since
ht =0,

2. hiyy=hi, =0forie{K,C}andje{K, z},

3. E(¢)*=1and E(¢) = 0.

Thus, equations (2.71f) reduce to

0= (g% + gerh) Wl + (96 + givr) hS,
+ 9erer(hG)? + 296 b + o + gerh 5.

Our Gauss program Ramsey3b.g computes the quadratic approx-
imation of the policy function from these formulas. It employs
numeric differentiation to compute gf.] as well as the Hesse matri-
ces that appear in (2.71).

Table 2.1 presents the coefficients from this exercise for the
parameter values a = 0.27, § = 0994, n = 1, and 0 = 1.
The second column shows solutions obtained from using the
Gauss commands gradp and hessp that provide forward differ-
ence approximations of the first and second partial derivatives,
respectively.!® Our own procedures CDJac and CDHesse imple-

18 See Section 11.3.1 on numeric differentiation, where we explain forward dif-
ference as well as central difference formulas for the numeric computation
of derivatives.



2.5 Quadratic Approximation 123

Table 2.1

Coefficient Forward Central Analytic

Differences Differences solution
h¥ 0.270000 0.270000 0.270000
h¥ 0.164993 0.164993 0.164993
hE —1.194628 —1.194595 —1.194595
hE, 0.269781 0.270000 0.270000
n¥, 0.156787 0.164995 0.164993
hE —0.023160 0.000001 0.000000
h$ 0.736036 0.736036 0.736036
hS 0.449782 0.449781 0.449781
hé —3.256642 —3.256537 —3.256538
hS, 0.735831 0.736036 0.736036
rS, 0.479034 0.449782 0.449781
hS, 0.023160 —0.000001 0.000000

ment central difference formulas that involve a smaller approx-
imation error. The fourth column presents the coefficients com-
puted from the quadratic approximation of the analytic solutions
h% = aBe*K® and h® = (1 — af3)e*K?, respectively. There is no
noteworthy difference in the linear coefficients as well as in ' .
There is a small difference between the solutions for h% ,, but the
numeric value of h!_ is far from its true value of zero when we
use forward difference formulas. This imprecision can also be seen
from the residuals of the Euler equation

C/ "= Etﬁct_ﬁl (1 -0+ a(e%wem)Kﬁ_ll) : (2.72)

We compute the residuals on a grid of 400 equally spaced points
on the square [0.9K*,1.2K*] x [In(0.95),In(1.05)]. With respect
to the maximum absolute value of these residuals the solution
displayed in the second column of Table 2.1 is about 2.5 times
worse than the solution based on the numbers in column four.
The Euler equation residual from the linear solution is almost 37
times larger than the Euler equation residual from the quadratic
solution displayed in column four. When we use the parameter
values from Table 1.1 for a, 3, n, d, o, and o, the linear solution
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is about 13 times less accurate than the quadratic solution, whose
maximum absolute Euler equation residual is 4.6 x 1076.

Computation of the Euler Equation Residual. Here we
briefly explain our computation of the residual in the stochastic
growth model. Given the approximate policy functions A% and h¢
the term to the right of the expectations operator F; in equation
(2.72) can be written as

O(K,Z o,€):=f (BC(BK(K, Z, 0'),6ta+06,0')>717

X (1 — 5 + e toe (BK(K, Z, a)>a1> :

For given values of K, z, and ¢ this is a function of the stochastic
variable € that has a standard normal distribution. Therefore, the
rhs of equation (2.72) is given by

»

A::/ gb(K,Z,J,e)f/—Qiﬁde.

We use the Gauss-Hermite four point integration formula given in
equation (11.77) to compute this expectation. Given A, the Euler
equation residual at (K, 7) is defined as

~ A—1n
R=+——"7—--1
he (K, Z, o)

2.5.4 Generalization

Framework. Equations (2.68a) are readily generalized. Just re-
place K by an n(x) vector x of state variables, C' by a n(y) vector
y of control and costate variables, Z by an n(z) vector of shocks
z, and € by a n(z) vector € of N(0,.), In(.)) distributed inno-
vations so that z, = Ilz;_; + 0Qe. The n(z) by n(z) matrix €2
allows for possible correlations between the elements of z. To see
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this, note that the conditional variance of z; given z; ; is given
by E(cQ€)(aQ2e)’ = 02QOT, where the superscript T' denotes the
transposition of a matrix or a vector.

The n(z) + n(y) equilibrium conditions are

0=FE¢'(x,y,zx,y,z), i=12,...,n(x)+n(y), (2.73a)

where
y = h?(x,z,0), (2.73b)
x' = h"(x,z,0), (2.73c)
y' =h'(x', 7, o), (2.73d)
z' = Tlz + o€ (2.73e)

The quadratic approximation of the policy function A, i €
{Z1,. ., Zn@), Y1, - - -, Yn(y) } is an expression of the form

h' = hi(x*,z*,0 = 0) + (1)T {;}
1 H),L(X H),L(Z 0
+ - [)_(T7ZT70—] H;x H;z 0
2 0 0 H,

(2.74)

Q NI X

-

g

Hi

The row vector I° holds the coefficients of the linear part and
the matrices H! , H!  and H! contain the coefficients of the
quadratic part with respect to the state variables x and z. As
before, the bar denotes deviations from the equilibrium x* and
z*, respectively. The scalar H!_ is the coefficient of 2. Note that
in the general model both the linear coefficients of o are zero and
the matrices H:_ and H!_ are zero matrices as in the example of

the previous subsection.!®

Computation of the Quadratic Part. To obtain these matri-
ces we proceed as in our example. Given the vector

19 See ScHMITT-GROHE and URIBE (2004) for a proof.



126 Chapter 2: Perturbation Methods

[ A (x,z,0) |

hvn) (X, 7, o)
h*(x,z,0)

: (2.75)

h*n@) (x,z,0)
h(x', 2 o)

[no (x' 2 0)

we use h; to denote the vector whose elements are the derivatives
of the elements of h with respect to variable 7.

We begin with the coefficients of the matrices Hy,. We dif-
ferentiate equations (2.73a) with respect to x; and evaluate the
result at the point (x*,z*,0 = 0):

0=[1, h] i=1,2,...,n(x) + n(y). (2.76)
Differentiating this expression with respect to ) provides a set of

(n(z) + n(y))n(z)? conditions in the unknown coefficients of the
matrices H.,:

%
g[a:] 7y7x/7yl] ’

, , 1
T 7 _ T 7
hxjwkg[wj,y,X’,Y’] - [Lh%} Iiwjy Xy wry.xy'] [hxk] . (2.77a)
i=1,...,n(z)+ny),j=1,...,n(x), k=1,...,n(z),
where
BY = (BB RS R AL AL 27T)
n(x)
1 i T
Al = huh
1=1
and
T Yn(y) pa Tn(z) A2 2
n’, = [hy SO N T i An(y)] :

n(x)

A7 =) hyh
=1

T T

+) h
=1

(2.77¢)

n(x)

E Yi  pHT
hﬂ?llwrhﬁz'
=1
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Different from our example in the previous subsection the system
of equations (2.77a) cannot be factored into smaller systems in
the pairs of coefficients (x;, x), since all the unknown coefficients
hYi,, appear in each equation. The huge linear system (2.77a) may

be written as Aw = q, where

xn.’!}
W = Vec [H‘“ o, HG®, HY%

XX XX

L, HEPT

The element hgi, in this vector has the index ix(i, j, k) = (i —
Dn(z)?+(j—1)n(z)+k. The index of h¥: . is iy(i, j, k) = n(x)>+
iz(1, j, k). Using the functions iz and iy it is easy to loop over
j=1,...n(x),k=1,...,n(z),and i = 1,...,n(x) + n(y) to set
up the matrix A and the vector q from (2.77a).

The elements of the matrices H!, solve

h,,
1

T % _ T )

hy Iy xy) = — [Lhz]} Giwyiy oy Ny iy a) | I " (2.78)
_Wn(z)k_

i=1,...,n)+ny),j=1,...,n(x), k=1,...,n(2),

where 7, 1s the element in the {th row and kth column of the
matrix II from equation (2.73e). This system is derived from dif-
ferentiating (2.76) with respect to z;. The elements of the vector

h., are the derivatives of (2.75) with respect to z:
T ._ Yn() 1@ Tnz) A3 3
hy = [A Y RT he AT LAY ]
2 ) (2.79)
3 i I, i
AF =) hURT > Yy,
=1 =1

Differentiating the elements of (2.77b) with respect to z; provides
the vector h, .,

T R Yn(y) x Tn(y) 4 4
h ._[hw LR R R AL A }

T2k xjzE) T2k n(y)

() () () )
4 . N T i Tr i
A= BRI Y RSN TR, BT+ R
=1 =1 r=1 r=1
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The system of equations (2.78) may also be written as Aw = q.
But note that different from (2.77a) the lhs of (2.78) not only
contains the elements of H!, but also terms that belong to the
vector q.

To obtain the matrices H, we first differentiate (2.73a) with
respect to z; and then with respect to z,. The result is:

e ]
1
X g[iy,X’vy’VZj,Z’][y,X’,y’,szZ’] 7r.1k ) (2-80)
wen
n’, = [hg;zk,...,hZ;;?,hg;Zk,...,hﬁ;;;),Af;,...,Ag(y) :
()
A7 = h%hi
=1
n(z) n(x) n(z)
+ ORIy RV BE Y R m
=1 r=1 r=1
) [n@ n(2)
Ty omy | D Y Y
=1 r=1 r=1

In the last step, we determine H' . Differentiating (2.73a) twice
with respect to o yields

_ T i
0=F {haog[y,X’,y’]}
h,
A
T 6 6 7

+ FE |:h0' s Al’ ey An(z)] g[y’x/’y/’z/][y,x/’y/,z/] y

6
Ane)

(2)
AV =) wiel, (2.81)
s=1
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where w;s is the element in the ith row and sth column of the
matrix {2 from equation (2.73e). At the stationary equilibrium,
the vector h, is given by

hl =10,...,0, 0,...,0, A],...,A7 ],
—— —\
n(y) elements n(x) elements

n(z) n(z)

7 i !
Al = E h¥: 5 Wer€ps

s=1 r=1

since in the general model as well as in our example hY = hy’ = 0.
The vector h,, is given by

Yn(y) Tn(x) 8 8
Shoe B s AT AT ]

hZa = [hyl oo

AS =3 ht b
s=1
n(z) n(z) n(z) n(z)
D | Do B D, D e+
s=1 r=1 r=1 t=1

n(x)

5 PPN STIERS SR S
s=1 r=1 t=1 t=1 u=1
+ Y RS BE Y RN wee, + b
s=1 s=1 r=1
Consider the expectation of the first term on the rhs of (2.81) and

note that

1. the vector gfy,X’,y’] does not contain any stochastic variables,
2. in addition to hY% = 0 and h* = 0 also hY, = h¥%, =0,
3. E(ee;) = 0 for all i # j and E(eje;) = 1.

Therefore, we get
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K {haog[y x',y’] }

= [hY, .. has” REL, ..., h"(‘”” Aﬁ’,.. Abo] 9ty < 910
n(z) n(z) n(
NI SIICRETIG 3) 3/ SN
s=1 s=1 r=1 t=1

By using a well known property of the trace operator, the expec-
tation of the second term on the rhs of (2.81) equals®

( [ T )
A

7 7 6 6
tr /]E [Al’...,An(y),Al,...’An(z):I

Iy 2!y’

\ | Tn(2)] )

The expectation of the cross-products involved in this expression
are readily evaluated to be

n(z) n n(z)
WN—ZZ%WZW%

qg=1 s=1

n(z) n(z)

E[AIAS] = Z hY: Z Wertjry

Implementation. Our Gauss program SolveQA implements the
computation of the Hesse matrices H* in (2.74). It requires the
coefficients of the linear part, the matrices II, €2, the Jacobian
matrix of g stored in a matrix gmat, say, and the n(z) + n(y)
Hesse matrices of ¢° as input. The latter must be gathered in
a three-dimensional array hcube, say. The program returns two

20 The second term on the ths of (2.81), say a, is a scalar so that a = tr(a).
Yet, for any two conformable matrices A and B, it holds that tr(AB) =
tr(BA).
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three-dimensional arrays: xcube contains the n(x) Hesse matrices
H? and ycube stores the n(y) Hesse matrices HY:.

Of course, there is other software available on the world wide
web. SCHMITT-GROHE and URIBE (2004) provide Matlab pro-
grams that compute the matrices of the quadratic part in our
equation (2.74). An advantage of their program is its ability to
handle symbolic differentiation if you own the respective Matlab
toolbox. Other programs that can handle quadratic approxima-
tions are Dynare?! mainly developed by JUILLARD and Gensys
written by S1ms.??

2.6 Applications

In this section we consider three applications of the methods pre-
sented in the previous sections. First, we solve the benchmark
model introduced in Chapter 1, second, we consider a simplified
version of the time-to-build model of KyYDLAND and PRESCOTT
(1982), and third, we develop a monetary model with nominal
rigidities that give raise to what has been called the New Keyne-
sian Phillips curve.

2.6.1 The Benchmark Model

In Example 1.5.1, we present the benchmark model, in which a
representative agent chooses feed-back rules for consumption and
labor supply that maximize his expected live time utility over
an infinite time horizon. This section shows how we can obtain
linear and quadratic approximations of these feed-back rules by
using the methods introduced in Sections 2.2 through 2.5.

Linear and Quadratic Policy Functions. Our starting point
is the system of stochastic difference equations which we obtained

21 See the user’s guide written by GRIFFOLI (2007).
22 See KM, KM, SCHAUMBURG, and SiMs (2005) on this program.
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in Section 1.5. We repeat these equations for your convenience:

0=c;"(1—N,) — ), (2.82a)
0=0c, (1 — N)PA=M=1 (1 — @)\ Z N[k, (2.82b)
0=akyy — (1 — 0k + ¢ — Z; N} k2, (2.82c)
0=XN\—Ba "EX (1 -6+ aZi Nk (2.82d)

Equation (2.82a) states that the shadow price of an additional unit
of capital, \;, must equal the agent’s marginal utility of consump-
tion. Condition (2.82b) equates the marginal rate of substitution
between consumption and leisure with the marginal product of
labor. Equation (2.82c¢) is the economy’s resource constraint. Ac-
cording to equation (2.82d) the marginal utility of consumption
must equal the discounted expected utility value of the return on
investment in the future stock of capital. We complete the model
by specifying the law of motion for the natural log of the produc-
tivity shock z; :=In Z;:

Zt = 0Zt—1 + €, € ~ N(O, U2>. (2826)

In Section 1.5 we explain the choice of the model’s parameters «,
B, 6, n, and A. With these values at hand, we can compute the
stationary solution (k, A, ¢, N) from equations (1.46). The vectors
Xy, Uy, and Ay from equations (2.47) are then given by x; = k; — k,
A =M— AN w = [¢,—¢,Ny— NJ, and zz = InZ;. In our
Fortran program Benchmark.for we use numeric differentiation
of (2.82) at (k, A\, ¢, N) to obtain the Jacobian matrix gmat. From
this matrix we derive the coefficients of the matrices C',, Cyx, C.,
Dy, Fix, Dy, Fy, D,, and F,, that appear in (2.47). A call to
SolveLA returns the coefficients of the linear approximate policy
functions. To obtain the coefficients of the quadratic part, we
differentiate each equation of (2.82) twice using CDHesse. This

23 The symbols have the following meaning: C; is consumption, N; are work-
ing hours, K; is the stock of capital, A; is the shadow price of an additional
unit of capital and Z; is the level of total factor productivity. Except for
At := A Ay, the other lower case variables are scaled by the level of labor-
augmenting technical progress A; , that is, ¢; :== C;/A; and ki := K/ A;.
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provides the three dimensional array hcube that is an input to
SolveQA. Thus, it requires four steps to compute the solutions:

Step 1: solve for (k, A, ¢, n),

Step 2: write a procedure that receives the vector of 10 elements
(k,\,e,n, z, K" N )n', 2') and that returns the lhs of
(2.82),

Step 3: compute gmat and hcube by using CDJac and CDHesse,
respectively,

Step 4: set up the matrices required by SolveLA and SolveQA.

Linear Quadratic Algorithm. At first sight, it seems that the
law of motion of the productivity shock z; in equation (2.82e) is
the only linear equation of the benchmark model. Yet, if we use
investment expenditures

ir = ZyN kY — ¢ (2.83)

instead of consumption ¢;, equation (2.82c) can be written as:

1. 1-96
ktJrl = — + —k)t, (284)
a a
which is linear in k.1, k¢, and 7;. Let x; := [1, ky, 2] denote the
vector of states and w; := [iz, Ny|" the vector of controls. Then, for

our model, the transition equation (2.31) is given by:

1 0 0 0 O 0
X1 =0 (1—=9)/a 0| x,+ [1/a 0| u+ [0]. (2.85)
0 0 o 0 0 &
- ~ - D —
A B

The remaining non-linearities are handled by the algorithm. The
current period return function in the scaled variables is given by:

1 z —a .o S 1= —
g(x,u) := - (e* N~k —idp) " (1— N,
You must write a subroutine, say GProc, that takes the vector
ybar=[1,k, z,i, N|' as input and returns the value of g at this
point.
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There is a final issue that concerns the appropriate discount
factor. The value function v that solves the Bellman equation

v(k,z) = max  u (e*N'""*k*+ (1 - 0)k — ak’,1 — N)
+BE (K, 2)|2]

is a function in the scaled variables. It is, thus, inappropriate to use
[ which pertains to the original variables. 3 is found by observing
that equations (2.82) solve the following scaled problem:

e I=n — 0(1—n)
)re (1= Ny)
nys 20 {[

t=0 1=

(2.86)
+ At (ZtNtliakta + (]_ — (S)kt — C — th+1) i| },

3= Ba*".

Other Variables of Interest. Both the program SolveLA and
SolveQA provide approximations of the policy functions for k; 1,
¢, and N;. From these we obtain the solution for output y;, in-
vestment 7;, and the real wage w;, respectively, via

ye = ZiN; kg, (2.87a)
it =Yt — Ct, (2.87b)
wy = (1 — Q) Z.N; k. (2.87c)

The program SolveLQA provides linear approximate solutions for
i; and V; from which we derive ¢; via equation (2.87b). Given ¢,
the resource constraint (2.82c) yields the solution for k.

Time series for output g, consumption ¢;, investment 4;, hours
Ny, and the real wage w, are derived by iterations that start at the
stationary solution k; = k. We use a random number generator to
obtain a sequence of innovations {¢}7_,. The sequence of capital
stocks and the sequence of productivity shocks follow from

ktJrl:iLk(kt,Zt)a }tzl 9 T_1

Zt41 = 02t t+ €41,
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where Bk() denotes the approximate policy function for the next-
period stock of capital. Once we have computed the sequences
{k:}L, and {2}, the sequences for the other variables of the
model are obtained from the respective approximate policy func-
tions and from (2.87).

Results. Table 2.2 summarizes the results of our simulations car-
ried out with the Fortran program Benchmark.for. We used the
parameter values from Table 1.1. The length T of our artificial
time series for output, investment, consumption, working hours,
and the real wage is 60 quarters.?* The second moments displayed
in Table 2.2 refer to HP-filtered percentage deviations from a vari-
able’s stationary solution.?® They are averages over 500 simula-
tions. We use the same sequence of shocks for all three solution
methods to prevent random differences in the results.

The first message from Table 2.2 is that except for the small dif-
ference in the standard deviation of investment of 0.01 between
the linear and the linear quadratic solution there are virtually no
differences in the second moments across our three different meth-
ods. There are, however, differences in accuracy. As explained in
Section 1.6.2, we use two measures of accuracy: the residuals of
the Euler equation (2.82d) and the DM-statistic.

The Euler equation residuals are computed over a grid of 400
equally spaced points over the square [k;k] x [2;Z]. We choose
2z =1n0.95 and Z = In 1.05 because in more than ninety percent
of our simulations z; remains in this interval. The largest interval
for the stock of capital that we consider is £ = [0.8;1.2]k, where
k is the stationary solution. Yet, even the much smaller inter-
val [0.9; 1.1]k covers all simulated sequences of the capital stock.
We compute the Euler equation residual as the rate by which con-
sumption had to be raised over fzc(k, z) so that the lhs of equation
(2.82d) matches its rhs. The numbers displayed in Table 2.2 are
the maximum absolute values over the square indicated in the
left-most column of the table.

24 See Section 1.5 on the issues of parameter choice and model evaluation.
25 See Section 12.4 on the HP-Filter.
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Table 2.2

Linear Linear Quadratic Quadratic

Second Moments
Variable Sy Toy Ty Sg Toy Ty Sz Tzy Tz
Output 144 1.00 0.64 144 1.00 0.64 1.44 1.00 0.64
Investment 6.11 1.00 0.64 6.12 1.00 0.64 6.11 1.00 0.64
Consumption 0.56 0.99 0.66 0.56 0.99 0.66 0.56 0.99 0.66
Hours 0.77 1.00 064 0.77 1.00 0.64 0.77 1.00 0.64
Real Wage 0.67 0.99 0.65 0.67 099 0.65 0.67 0.99 0.65

Euler Equation Residuals

[0.90;1.10]% 1.835E-4 7.656E-4 1.456E-5

[0.85;1.15]k 3.478E-4 9.322E-4 4.085E-5

[0.80; 1.20]% 5.670E-4 1.100E-3 8.845E-5
DM-Statistic

<3.816 2.0 1.3 2.7

>21.920 34 8.9 3.0

Notes: s;:=standard deviation of variable x, 724 :=cross correlation of variable x with
output, r5:=first order autocorrelation of variable x. All second moments refer to HP-
filtered percentage deviations from a variable’s stationary solution. Euler equation
residuals are computed as maximum absolute value over a grid of 400 equally spaced
points on the square ¢ X [In0.95;1n1.05], where % is defined in the respective row
of the left-most column. The 2.5 and the 97.5 percent critical values of the x2(11)-
distribution are displayed in the last two lines of the first column. The table entries
refer to the percentage fraction out of 1,000 simulations where the DM-statistic is
below (above) its respective critical value.

First, note that all residuals are quite small. Even in the worst
case, the required change of consumption is merely 0.11 percent.
Second, and as expected from a local method, accuracy dimin-
ishes with the distance from the stationary solution. For instance,
consider the linear policy function. The Euler equation residual
over [0.85;1.15]k (][0.8;1.2]k) is almost two times (three times)
larger than the maximum residual over [0.9; 1.1]%. Third, the Euler
equation residuals of the linear quadratic approach are worse than
those of the linear approach. For the former, the maximum ab-
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solute Euler equation residual over [0.9;1.1]k is more than four
times larger than the Euler equation residual of the linear solution
method. Fourth, although the quadratic policy function delivers
a more accurate solution than the linear policy function, the dif-
ference between the respective Euler equation residuals becomes
smaller as one moves further away from the stationary solution:
Over [0.9; 1.1]k the Euler equation residual of the linear solution
is more than twelve times larger than the Euler equation residual
of the quadratic solution. Yet over [0.8;1.2]k it is only six times
larger. Fifth, there are several possible ways to compute the Euler
equation residuals. For instance, since both the linear and the
quadratic perturbation method deliver a policy function for A\, we
could use this function in the computation. We, however, used the
policy functions for consumption and hours and inferred A from
equation (2.82a), since the linear quadratic approach delivers only
policy functions for investment and hours. The difference is con-
siderable: When we use the linear approximate policy function for
A we find a maximum Euler equation residual over [0.9; 1.1]k that
is 26 times larger than that displayed in Table 2.2.

As explained in Section 1.6.2 (and more formally in Section
12.3), the DM-statistic aims to detect systematic forecast errors
with respect to the rhs of the Euler equation (2.82d). For this
purpose, we simulate the model and compute the ex-post forecast
error

e = Ba "\ (1 -0+ aZtHNtlIlakﬁ:ll) — A

where ), is given by equation (2.82a). We use simulated time series
with many periods so that the asymptotic properties of the test
statistic will apply. The simulations always start at the station-
ary solution. To prevent the influence of the model’s transitional
dynamics on our results, we discard a small fraction of the initial
observations. In effect, we use 3,000 points. We regress e; on a con-
stant, five lags of consumption, and five lags of the productivity
shock and compute the Wald-statistic (which is the DM-statistic
in this context) of the null that all coefficients from this regres-
sion are equal to zero. We use White’s (1980) heteroscedasticity
robust covariance estimator. Under the null the Wald-statistic has
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a x2-distribution with 11 degrees of freedom. We run 1,000 tests
and computed the fraction of the DM-statistic below (above) the
2.5 (97.5) percent critical value (displayed in the first column of
Table 2.2). If systematic errors are not present, about 2.5 per-
cent of our simulations should yield test statistics below (above)
the respective critical values. Both, the linear and the quadratic
policy functions provide satisfactory results. Yet, the linear pol-
icy functions obtained from the linear-quadratic approach are less
good. The null is far more often rejected than can be expected,
namely in almost 9 percent of our simulations.

Finally, note that the second moments as well as the DM-
statistic depend on the random numbers used for the productivity
shock z;. Thus, when you repeat our calculations, you will find at
least small differences to our results.

2.6.2 Tivme to Build

Gestation Period. In the benchmark model investment projects
require one quarter to complete. In their classic article KYDLAND
and PRESCOTT (1982) use a more realistic gestation period. Based
on published studies of investment projects they assume that it
takes four quarters for an investment project to be finished. The
investment costs are spread out evenly over this period. Yet, the
business cycle in this extended model is similar to the business
cycle in their benchmark model with a one quarter lag. We in-
troduce the time-to-build assumption into the benchmark model
of the previous section. Our results confirm their findings. Nev-
ertheless, we think this venture is worth the while, since it nicely
demonstrates the ease of applying the linear quadratic solution
algorithm to a rather tricky dynamic model.

The model that we consider uses the same specification of the
household’s preferences and production technology as the model
in the previous section. The timing of investment expenditures
differs from this model in the following way. In each quarter ¢
the representative household launches a new investment project.
After four quarters this project is finished and adds to the cap-
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ital stock. The investment costs are spread out over the entire
gestation period. More formally, let S, i = 1,2, 3, 4 denote an in-
vestment project that is finished after ¢ periods and that requires
the household to pay the fraction w; of its total costs. At any pe-
riod, there are four unfinished projects so that total investment
expenditures [; amount to

4 4
It = ZwiSit, Zwi =1. (288)
i=1 i=1

Obviously, the S;; are related to each other in the following way:

Sit+1 = Sat,
Sot+1 = Sat, (2.89)
Sst41 = Ot

and the capital stock evolves according to
Kt+1 — (]_ - 5>Kt —|— Slt‘ (290)

First-Order Conditions. Since the model exhibits growth, we
transform it to a stationary problem. As in Section 2.6.1 we put
cr = CyfAy, iy = Lt/ Ay, by o= KifAy, N = MNAY sy = Su /A,
and 8 = Ba'~". In this model, the vector of states is x, =
(1, k¢, S1¢, S2t, S3t, In Z;]" and the vector of controls is u = [syy, Ny|'.
From (2.89) and (2.90) we derive the following law of motion of
the stationary variables:

1 0 0000 0 0 0
02 19000 0 0 0
00 0% 00 00 0
X1 = 0 0 0 6 1 0 Xy + 00 u; + 0 (291)
0 0 0000 L 0
00 000 p 0 0 €
~— ~~ v \_ _/ - T
=A =:B

The remaining task is to compute the stationary equilibrium.
Consider the Lagrangean of the stationary problem:
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s l=n _ 0(1—n)
~ 1—N,
o my U
t=0 U
4
+ /\t(ZtNtl_"‘k:f — ZwiSit — ct)
i=1

+ Y (1 — )k + 514 — akt+1)}a

where 7, is the Lagrange multiplier of the transformed constraint
(2.90). Differentiating this expression with respect to ¢;, N;, sy

and k4 provides the following conditions:2
A= ¢ (1 — N0, (2.92a)
tc —a1.o
— tNt = (1 — a)Z,N; kY, (2.92b)
0= Et|: — W4At — (B/G)W3)\t+1 — (B/a)Q(ﬂgAt.}'_Q (292C)
- (B/a)?)u)l)\tw + (B/@>3’Yt+3]
0= Et[ (5/@ Vi+s + (5/@ (1= 0)Ye4a (2.92d)

+ (5/@ >\t+4OéZt+4Ntl+4a k?+41}

The first and the second condition are standard and need no com-
ment. The third and the fourth condition imply the following
Euler equation in the shadow price of capital:

0= Et{w4[(ﬁ~/a)(1 Niir — A

+ WB(?/@)[( [a)(1 = 6) A2 — Arya]
+wa(B/a)*[(5/a)(1 = 6)Aigs — Avya
+wi (ﬁ/a)?’[(ﬁ/a)(l — 0)Atya — Apy3)
+ (B/a)4a/\t+4zt+4NtlJ:fkf@1}.

26 To keep track of the various terms that involve s4; and kiy4, it is helpful
to write out the sum for t =0,1,2,3,4.
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Stationary Equilibrium. On a balanced growth path, where
Zy =1 and \; = Ay for all ¢, this expression reduces to

Yy _ ¢%_5) w1 + (G/B)CUQ + (G/B)2w3 + (G/B>3w4 :

i (2.93)

>

Given a, 3, 6, and 71, we can solve this equation for the output-
capital ratio y/k. From (1—0)k+s; = ak we find s; = (a+d—1)k,
the stationary level of new investment projects started in each
period. Total investment per unit of capital is then given by

4 4
o ‘
A ICCRICELEED DS
i=1 i=1
Using this, we can solve for

c Yy 1

k kK
Since y/c = (y/k)/(c/k), we can finally solve the stationary
version of (2.92b) for N. This solution in turn provides k& =
N(y/k)"(@=Y which allows us to solve for i and c. The final step
is to write a procedure that returns the current period utility as
a function of x and u. The latter is given by:

4 1-n
1 —xl],x _
glxu) = — (anZtNtl ke — Zsit) (1 — N,)P0-m,

- i=1

Results. The Gauss program ToB.g implements the solution. We
use the parameter values from Table 1.1 and assume w; = 0.25,7 =
1,...,4. Table 2.3 displays the averages of 500 time series mo-
ments computed from the simulated model. We used the same
random numbers in both the simulations of the benchmark model
and the simulations of the time-to-build model. Thus, the differ-
ences revealed in Table 2.3 are systematic and not random.

In the time-to-build economy output, investment, and hours
are a little less volatile than in the benchmark economy. The in-
tuition behind this result is straightforward. When a positive tech-
nological shock hits the benchmark economy the household takes
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Table 2.3
Benchmark Time to Build
Variable Sy Toy Ty Sz Try Tz
Output 1.45 1.00 0.63 1.37 1.00 0.63
Investment 6.31 0.99 0.63 5.85 0.99 0.65
Consumption 0.57 0.99 0.65 0.58 0.97 0.56
Hours 0.78 1.00 0.63 0.71 0.98 0.65
Real Wage 0.68 0.99 0.64 0.68 0.98 0.58

Notes: s;:=standard deviation of HP-filtered simulated series of variable x,
regy:=cross correlation of variable x with output, r;:=first order autocorrela-
tion of variable x.

the chance, works more at the higher real wage and transfers part
of the increased income via capital accumulation into future peri-
ods. Since the shock is highly autocorrelated, the household can
profit from the still above average marginal product of capital in
the next quarter. Yet in the time-to-build economy intertemporal
substitution is not that easy. Income spent on additional invest-
ment projects will not pay out in terms of more capital income
until the fourth quarter after the shock. However, at this time a
substantial part of the shock has faded. This reduces the incentive
to invest and, therefore, the incentive to work more.

LAWRENCE CHRISTIANO and RICHARD TODD (1996) embed
the time-to-build structure in a model where labor augmenting
technical progress follows a random walk. They use a different
parameterization of the weights w;. Their argument is that in-
vestment projects typically begin with a lengthy planning phase.
The overwhelming part of the project’s costs are spent in the
construction phase. As a consequence, they set w; = 0.01 and
wy = w3 = wy = 0.33. This model is able to account for the pos-
itive autocorrelation in output growth, whereas the KYDLAND
and PRESCOTT (1982) parameterization of the same model —
w; = 0.25,7 =1,...,4 — is not able to replicate this empirical
finding. However, the random walk assumption does not lent it-
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self to the linear quadratic approach, and, therefore we will not
pursue this matter any further.

2.6.3 New Keynesian Phillips Curve

Money in General Equilibrium. So far we have restricted our
attention to non-monetary economies. In this subsection we focus
on the interaction of real and monetary shocks to explain the
business cycle.

Introducing money into a dynamic general equilibrium model
is not an easy task. As a store of value money is dominated by
other interest bearing assets like corporate and government bonds
or stocks, and in the basically one-good Ramsey model there is
no true need for a means of exchange. So how do we guarantee a
positive value of pure fiat outside money in equilibrium?

Monetary theory has pursed three approaches (see, e.g., WALSH
(2003)). The first device is to assume that money yields direct util-
ity, the second strand of the literature imposes transaction costs,
and the third way is to guarantee an exclusive role for money as a
store of value. We will pursue the second approach in what follows
and assume transaction costs to be proportional to the volume of
trade. Moreover, a larger stock of real money balances relative to
the volume of trade reduces transaction costs (see LEEPER and
S1MS (1994)). Different from other approaches, as, e.g., the cash-
in-advance assumption, our particular specification implies the
neutrality of monetary shocks in the log-linear model solution.
This allows us to focus on other deviations from the standard
model that are required to explain why money has short-run real
effects.

The most prominent explanation for the real effects of money
that has been pursued in the recent literature are nominal rigidi-
ties that arise from sticky wages and/or prices.?” Among the var-

27 A non-exhaustive list of models of nominal rigidities includes BERGIN
and FEENSTRA (2000), CHARI, KEHOE, and MCGRATTAN (2000), CHO
and COOLEY (1995), COOLEY and HANSEN (1995, 1998), CHRISTIANO,
EICHENBAUM, and EVANS (1997), HAIRAULT and PORTIER (1995).
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ious models probably the CALVO (1983) model has gained the
most widespread attention. For this reason we use the discrete
time version of his assumption on price setting to introduce nom-
inal frictions into the monetary economy that we consider in the
following paragraphs.

The CALVO (1983) hypothesis provides a first-order condition
for the optimal relative price of a monopolistically competitive
firm that is able to adjust its price optimally whereas a fraction
of other firms is not permitted to do so. The log-linear version of
this condition (see equation (A.4.11e) in Appendix 4) relates the
current inflation rate to the expected inflation rate and a measure
of labor market tension. It thus provides solid microfoundations
for the well-known Phillips curve that appears in many textbooks.
This curve plays the role of a short-run aggregate supply function
and relates inflation to expected inflation and cyclical unemploy-
ment.?® In the CALVO (1983) model the deviation of marginal
costs from their average level measures labor market tension. Since
this equation resembles the traditional Phillips curve it is some-
times referred to as the New Keynesian Phillips curve.

The Household Sector. The representative household has the
usual instantaneous utility function u defined over consumption
C; and leisure 1 — N;, where N, are working hours:

C(1 — NP

U(Ct, 1— Nt) = 1_ 7

(2.94)

The parameters of this function are non-negative and satisfy
n > 60/(1+ 6). The household receives wages, rental income from
capital services, dividends D; and a lump-sum transfer from the
government 7;. We use P; to denote the aggregate price level. The
wage rate in terms of money is W; and the rental rate in terms of
consumption goods is ;. The household allocates its income net
of transaction costs T'C; to consumption, additional holdings of
physical capital K; and real money balances M,/P;, where M, is
the beginning-of-period stock of money. This produces the follow-
ing budget constraint:

28 See, e.g., MANKIW (2000), pp. 364.



2.6 Applications 145

My — M, Wi
—— + Ky —(1-0) Ky < —Ny+r /Ky + D
Pt t+1 ( ) t = Pt t tLit t (295)
+ T, —TC, — C.
Transactions costs are given by the following function
TC, = ( Ci )KC k>0 (2.96)
t Y Mt+1/Pt ty Y5 . .

Importantly, the assumption that the costs T'C; depend upon
the ratio of consumption to real end-of-period money holdings
M, .1/ P, is responsible for the neutrality of money in our model.
The household maximizes the expected discounted stream of fu-
ture utility

EO Z 6tu(ct, 1-— Nt)
t=0

subject to (2.95) and (2.96).

Money Supply. The government sector finances the transfers to
the household sector from money creation. Thus,

_ My — M,

T
t P,

(2.97)
We assume that the monetary authority is not able to monitor
the growth rate of money supply perfectly. In particular, we posit
the following stochastic process for the growth factor of money

supply fiy := Myy1/M:
Iat—l-l = P“ﬂt + 6?7 Iat = In Mt — 1DM, Eg ~ N(O7 O-'u)' (298>

In the stationary equilibrium money grows at the rate y — 1.

Price Setting. To motivate price setting by individual firms we
assume that there is a final goods sector that assembles the output
of a large number J; of intermediary producers to the single good
Y; according to

Je /(e=1)
Y, = |7V ZS@?U/E] , e> 1 (2.99)
j=1
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The money price of intermediary product j is P;; and final output
sells at the price P,. The representative firm in the final sector
takes all prices as given. Maximizing its profits P,Y; — th:l P;Y;
subject to (2.99) produces the following demand for good j:

P\ Y,
Y= |- —. 2.100
Jt (-Pt) Jt ( )

Accordingly, € is the price elasticity of demand for good j. It is
easy to demonstrate that the final goods producers earn no profits
if the aggregate price index P, is given by the following function:

7 1/(1—€)

1 —€
jt Z let

J=1

P = (2.101)

An intermediary producer j combines labor Nj; and capital
services Kj; according to the following production function:

Vi = Zy(ANu)' K5, — F, a€(0,1),F>0. (2.102)

F' is a fixed cost in terms of forgone output. We will use F' to
determine the number of firms on a balanced growth path from
the zero profit condition. As in all our other models A; is an
exogenous, deterministic process for labor augmenting technical
progress,

A1 =aAy, a>1,

and Z; is a stationary, stochastic process for total factor produc-
tivity that follows

Zt+1 = pZZt + EtZ, Zt =In Zt7 EtZ ~ N(O,O’Z>.

Note that «, F', A;, and Z; are common to all intermediary pro-
ducers, who also face the same price elasticity e.

From now on we must distinguish between two types of firms,
which we label A and N, respectively. Type A firms are allowed
to set their price P4; optimally, whereas type N firms are not. To
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prevent their relative price Py;/P; from falling short of the aggre-
gate price level, type N firms are permitted to increase their price
according to the average inflation factor 7. This is the inflation
factor on a balanced growth path without any uncertainty. Thus

Pni = mPyi-1. (2.103)

To which type an individual firm j belongs is random. At each
period (1—¢)J; of firms receive the signal to choose their optimal
relative price Py;/P,. The fraction ¢ € [0, 1] must apply the rule
(2.103). Those firms that are free to adjust their price solve the
following problem:

T tP
max EtZso K At)YAT—gT<YAT+F>

Pay P,
(2.104)
T Py \ Y,
t. Yo = —5— —.
’ . ( Pr ) J-

The sum to the right of the expectations operator F; is the dis-
counted flow of real profits earned until the firm will be able to
reset its price optimally again. Real profits are given by the value
of sales in units of the final good [(7™ ' Py4;)/P,]Y; minus produc-
tion cost g, (Ya,+ F'), where g, are the firm’s variable unit costs.?
The term ¢"* captures the probability that in period 7 the firm
is still a type N producer. p, is the discount factor for time 7
profits. We show in Section 6.3.4 that this factor is related to the
household’s discount factor § and marginal utility of wealth A,
by the following formula:

_ gt (2.105)

At

Intermediary producers distribute their profits to the household
sector. Thus,

29 We show in Appendix 4 that g, also equals the firm’s marginal costs.
Note further that equation (2.102) implies that the firm must produce the
amount Yj; + F' in order to sell Y.
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Jt
Pt Wi
D=y, — ZIN, — K (2.106)
Jt gt t4y gt

This equation closes the model. To streamline the presentation we
restrict ourselves to the properties of the stationary equilibrium
and the simulation results. Appendix 4 provides the mathemat-
ical details of the analysis and the loglinear model used for the
simulation.

Stationary Equilibrium. The model of this section depicts a
growing economy. For this reason we must scale the variables so
that they are stationary on a balanced growth path. As previ-
ously, we use the following definitions: ¢; := Cy/A;, v == Yi/ Ay,
ke == Ki/A;, A = MA]. In addition, we define the infla-
tion factor m; := P;/P,_; and real end-of-period money balances
my := M1 /(A4 P;). The stationary equilibrium of the determin-
istic model has the following properties:

1. The productivity shock and the money supply shock equal their
respective means Z; = Z =1 and u; = p for all ¢.

2. Inflation is constant: 7 = Pil for all t.

3. All (scaled) variables are constant.

4. All firms in the intermediary sector earn zero profits.

There are two immediate consequences of these assumptions.
First, inflation is directly proportional to the growth rate of money

supply p — 1:3°
_ M
= =.
a

Second, the optimal relative price of type A firms satisfies

PA €

?:e—lg’

i.e., it is determined as a markup on the firm’s marginal costs g.
Furthermore, the formula for the price index given in equation
(A.4.5) implies P4 = P so that ¢ = (e — 1)/e and Py = P. Since

30 See equation (A.4.2c) for my = myyq.
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all firms charge the same price, the market share of each producer
is Y/J. Therefore, working hours and capital services are equal
across firms, N; = N/J, and K; = K/J, and profits amount to

Y Y

Imposing D; = 0 for all j and using Y/J = (AN/J)'"*(K/J)* —
(F/J) yields

. Jt Nl—aka

j'_E_ el

Thus, to keep profits at zero, the number of firms must increase
at the rate a — 1 on the balanced growth path.3! The production
function (2.102) thus implies

= e

Y
€

Using this in the first-order condition for cost minimization with
respect to capital services (see equation (A.4.3b)) implies

r = aly/h).

Eliminating r from the Euler equation for capital delivers the well
known relation between the output-capital ratio and the house-
hold’s discount factor (:

y a"—p(1-9)

=, 2.107a
This result allows us to solve for the consumption-output ratio
via the economy’s resource constraint (see (A.4.9)):

- (055 [ Gam) |

31 Alternatively, we could have assumed that fixed costs are given by A,F so
that the number of firms does not grow without bounds.
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The stationary version of the Euler condition for money balances
(see equation (A.4.2¢e)) delivers:

6a1—77 . C 1+k
! y(ﬁaﬁﬁi> . (2.107b)

We need a final equation to determine the stationary level of work-
ing hours. Using the results obtained so far we derive this relation
from the household’s first-order condition with respect to labor
supply (see equation (A.4.2b)):

N 1—«a
1-N ¢ (
1 +’y(c/x)
hle/fw) =1 (1 + r)(c/2)"

) hic/z), (2.107¢)

uM

It is obvious from equation (2.107a) that the output-capital ratio
and therefore also the capital-labor ratio k/N and labor produc-
tivity y/N are independent of the money growth rate. As can be
seen from (2.107b), the velocity of end-of-period money balances
c/x = C/(u(M/P)) is an increasing function of the money growth
rate. In the benchmark model of Section 2.6.1 working hours are
determined by the first two terms on the rhs of (2.107c). The
presence of money adds the factor h(c/x). It is easy to show that
h(c/x) is an decreasing function of the velocity of money (c¢/x).
Since N/(1— N) increases with N, steady-state working hours are
a decreasing function of the money growth rate.

Calibration. We do not need to assign new values to the stan-
dard parameters of the model. The steady state relations pre-
sented in the previous paragraph show that the usual procedure
to calibrate 3, «, a, and ¢ is still valid. We will also use the em-
pirical value of N to infer 6 from (2.107c). This implies a slightly
smaller value of 6 as compared to the value of this parameter in
the benchmark model. Nothing is really affected from this choice.

Unfortunately, there is no easy way to determine the parame-
ters of the productivity shock, since there is no simple aggregate
production function that we could use to identify Z;. The problem
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becomes apparent from the following equation, which we derive
in Appendix 4:

g =01 — )Ny + Daky +9Z,(1 — 0)gy, 0 = (2.108)

e—1
This equation is the model’s analog to the log-linear aggregate
production function in the benchmark model given by

g = (1 — Q)Nt + O‘]%t + 7.

Since ¥ > 1 we overstate the size of Zt, when we use this latter
equation to estimate the size of the technology shock from data
on output, hours, and the capital stock. Furthermore, in as much
as the entry of new firms measured by j, depends upon the state
of the business cycle, the usual measure of Z, is further spoiled.
We do not consider this book to be the right place to develop
this matter further. Possible remedies have been suggested for
instance by ROTEMBERG and WOODFORD (1995) and HAIRAULT
and PORTIER (1995). Instead, we continue to use the parameters
from the benchmark model so that we are able to compare our
results to those obtained in the Section 2.6.1 and Section 2.6.2.

What we further need are the parameters of the money supply
process, of the transaction costs function, and of the structure of
the monopolistic intermediary goods sector.

Our measure of money supply is the West-German monetary
aggregate M1 per capita. As in Section 1.5 we focus on the period
1975.1 through 1989.iv. The average quarterly growth rate of this
aggregate was 1.67 percent. We fitted an AR(1) process to the
deviations of u; from this value. The autocorrelation parameter
from this estimation is not significantly different from zero and the
estimated standard deviation of the innovations is ¢* = 0.0173.
We use the average velocity of M1 with respect to consumption
of 0.84 to determine v from (2.107b). Finally, we can use the
following observation to find an appropriate value of x: The lhs
of equation (2.107b) is equal to

1
7(1—0+r)
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The term in the denominator is the nominal interest rate factor,
i.e., one plus the nominal interest rate ¢, say. This implies the
following long run interest rate elasticity of the demand for real
money balances:

d(M/P)/(M/P) -1

dq/q (1+r)m(1—=0+7r)

The estimate of this elasticity provided by HOFFMAN, RASCHE,
and TIESLAU (1995) is about -0.2. Since 1/R ~ 1 we use k = 4.

Table 2.4
Preferences Production
£5=0.994 a=1.005 a=0.27
n=2.0 §=0.011  p#=0.90
N=0.13 0%=0.0072

Money Supply Transactions Costs Market Structure

©=1.0167 C/(M/P)=0.84 p=0.25
pH=0.0 k=4.0 €=6.0
o#=0.0173

The degree of nominal rigidity in our model is determined by
the parameter . According to the estimates found in ROTEM-
BERG (1987) it takes about four quarters to achieve full price
adjustment. Therefore, we use ¢ = 0.25. LINNEMANN (1999)
presents estimates of markups for Germany, which imply a price
elasticity of € = 6. Table 2.4 summarizes this choice of parameters.

Results. The Gauss program NKPK.g implements the solution.
To understand the mechanics of the model, we consider the case
without nominal frictions first. Figure 2.5 displays the time paths
of several variables after a one-time shock to the money supply
process (2.98) in period ¢ = 3 of size o#. Before this shock the
economy was on its balanced growth path, after this shock the
growth factor of money follows (2.98) with €} = 0.

The case p* = 0 highlights the unanticipated effect of the
shock, since after period 3 the money growth rate is back on its
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Figure 2.5: Real Effects of a Monetary Shock in the Model Without
Nominal Rigidities

stationary path. The money transfer in period 3 raises the house-
hold’s income unexpectedly. Since both consumption and leisure
are normal goods the household’s demand for consumption in-
creases and its labor supply decreases. The latter raises the real
wage so that marginal costs increase. Higher costs and excess de-
mand raise inflation. This increase just offsets the extra amount of
money so that the real stock of money does not change. Therefore,
none of the real variables really changes. Money is neutral. This
can be seen in Figure 2.5 since the impulse responses of output,
consumption, and investment coincide with the zero line.

Things are different when the shock is autocorrelated. In this
case there is also an anticipated effect. Households know that
money growth will remain above average for several periods and
expect above average inflation. This in turn increases the expected
costs of money holdings and households reduce their cash hold-
ings. As a consequence, the velocity of money with respect to
consumption increases. To offset this negative effect on transac-



154 Chapter 2: Perturbation Methods

tion costs the households reduce consumption. Their desire to
smooth consumption finally entails less investment. Note however
that these effects are very small. For instance, consumption in pe-
riod 3 is 0.16 percent below its stationary value, and investment
is 0.08 percent below its steady state level.

We find very different impulse responses, if nominal rigidities
are present. This can be seen in Figure 2.6. Since inflation cannot
adjust fully, households expect above average inflation even in the
case of p* = 0. This creates a desire to shift consumption to the
current period so that there is excess demand. Monopolistically
competitive firms are willing to satisfy this demand since their
price exceeds their marginal costs. Thus output increases. The
household’s desire to spread the extra income over several periods
spurs investment into physical capital.

There is another noteworthy property of the model: The spike-
like shape of the impulse responses. Consumption, hours, output,
and investment are almost back on their respective growth paths
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Figure 2.6: Impulse Responses to a Monetary Shock in the New
Keynesian Phillips Curve Model
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after period 3, irrespective of whether or not the monetary shock
is autocorrelated. This is in stark contrast to the findings of em-
pirical studies. For instance, according to the impulse responses
estimated by COCHRANE (1998) and, more recently, by CHRIS-
TIANO, EICHENBAUM, and EVANS (2005) the response of output
is hump shaped and peaks after eight quarters. The apparent fail-
ure of the model to explain the persistence of a monetary shock
has let many researches to question the usefulness of the New
Keynesian Phillips curve. In a recent paper EICHENBAUM and
FISHER (2004) argue that the CALvO (1983) model is able to
explain persistent effects of monetary shocks if one abandons the
convenient but arbitrary assumption of a constant price elasticity.
WALSH (2005) argues that labor market search, habit persistence
in consumption, and monetary policy inertia together can explain
the long-lasting effects of monetary shocks. However, as HEER
and MAUSSNER (2007) point out, this result may be due to the
assumption of prohibitively high costs of capital adjustment. In
CHRISTIANO, EICHENBAUM, and EVANS (2005) wage staggering
and variable capacity utilization account for the close fit between
the estimated and the model-implied impulse responses of output
and inflation.

Table 2.5 reveals the contribution of monetary shocks to the
business cycle. To fully understand the model we must disentan-
gle several mechanisms that work simultaneously. For this rea-
son, columns 2 to 4 present simulations, where neither mone-
tary shocks, nor nominal rigidities, nor monopolistic elements are
present. This requires to set ¥ = 1, ¢ = 0, and ¢* = 0 in the
program NKPK.g. Obviously, this model behaves almost like the
benchmark model (see Table 2.2).

Next consider columns 5 to 7. In this model, there are no mon-
etary shocks, but there are monopolistic price setters facing nomi-
nal rigidities. The most immediate differences are: output is more
volatile and hours are less volatile than in the benchmark model.
How can this happen? Note that under monopolistic price setting
the marginal product of labor is larger than it is under perfect
competition. The same is true for the marginal product of capi-
tal. Thus, a technology shock that shifts the production function
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Table 2.5

9=1,0=0,0¢¥=0 ot =0 ot =0.0173
Variable Sa Try T Sa Try T Sa Try T
Output 143 1.00 0.63 155 1.00 0.68 1.69 1.00 0.56

(1.14) (1.00) (0.80) (1.14) (1.00) (0.80) (1.14) (1.00) (0.80)
Consump- 0.53 0.99 065 055 098 072 064 098 0.52

tion (1.18) (0.79) (0.84) (1.18) (0.79) (0.84) (1.18) (0.79) (0.84)
Invest- 6.16 100 0.63 687 100 067 7.31 1.00 0.58
ment (2.59) (0.75) (0.79) (2.59) (0.75) (0.79) (2.59) (0.75) (0.79)
Hours 0.76 100 063 059 099 075 097 086 023

(0.78) (0.40) (0.31) (0.78) (0.40) (0.31) (0.78) (0.40) (0.31)
Real 0.67 099 065 066 099 072 081 097 045
Wage (1.17) (0.41) (0.91) (1.17) (0.41) (0.91) (1.17) (0.41) (0.91)

Inflation  0.27 —0.53 —0.07 0.31 —048 —0.05 1.62 0.30 —0.06
(0.28) (0.04)(—0.03) (0.28) (0.04)(—0.03) (0.28) (0.04)(—0.03)

Notes: s;:=standard deviation of HP-filtered simulated series of variable x, 73 :=cross
correlation of variable x with output, rz:=first order autocorrelation of variable x.
Empirical magnitudes in parenthesis.

outward boosts output more than it would do in a competitive
environment. Due to the fixed costs of production, the shock also
raises profits and thus dividend payments to the household. This
in turn increases the household’s demand for leisure. Since prices
do not fully adjust, these effects are a bit smaller than they are
in a purely real model without nominal frictions.?

Columns 8 to 10 present the results from simulations where
both technology shocks and monetary shocks are present. The
most noteworthy effect concerns working hours. The standard de-
viation of this variable increases by 64 percent. The wealth effect
that we identified above now works in the opposite direction: A
monetary shock squeezes the profits of firms, since marginal costs
rise and prices cannot fully adjust. As a consequence, the house-

32 A detailed comparison between a real and a monetary model of monopo-
listic price setting appears in MAUSSNER (1999).
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hold’s demand for leisure falls. But note, most of the shock is
absorbed by inflation, which increases substantially.
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Appendix 3: Solution of the Stochastic LQ Problem

In this Appendix we provide the details of the solution of the stochas-
tic linear quadratic (LQ) problem. If you are unfamiliar with matrix
algebra, you should consult 11.1 before proceeding.

Using matrix algebra we may write the Bellman equation (2.15) as
follows:

x'Px + d = max |:X,QX +u'Ru + 2u'Sx
u
+BE (x’A’PAx + u'B'PAx + € PAx

(A.3.1)
+x'A'PBu+ uB'PBu+ ¢ PBu

+x'A'Pe + u'B'Pe + € Pe + d)] :

Since E(e) = 0 the expectation of all linear forms involving the vector
of shocks € evaluate to zero. The expectation of the quadratic form
€ Pe is:

n n n n
E (Z Zpij€i€j> = Z Zpijaij,
i=1 i=1 i=1 j=1

where 0;; (04;) denotes the covariance (variance) between ¢; and ¢;
(of €). It is not difficult to see that this expression equals tr(PX).
Furthermore, since P = P’ and

z:=uB'PAx =7 = (xXA'PB'u)
we may write the Bellman equation as

x'Px +d=max |xX'Qx+2uSx+ u'Ru+ x'A'PAx
" (A.3.2)
+208x' A PBu+ pu'B'PBu + Btr(PX) + (3d|.

This is equation (2.16) in the main text. Differentiation of the rhs of
this expression with respect to u yields

25x + 2Ru + 26(x'A'PB)’ + 23(B’' PB)u.

Setting this equal to the zero vector and solving for u gives
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(R+ BB'PB)u=—(S+ 3B'PA)x
—_—— —_——
c-1 D (A33)
= u=-CDx.
If we substitute this solution back into (A.3.2), we get:

x' Px +d=x'Qx — 2(CDx)'Sx + (CDx) RCDx + 3x'A'PAx
—26x' A"PBCDx+ 3(CDx) B'PBCDx+ B tr (PX)+ d
=x'Qx + px'A'PAx
—2x'D'C'Sx — 2px' A'PBC Dx
+x'D'C'RCDx + x'D'C'B'PBCDx
+ [ tr (PX) + fAd.

The expression on the fourth line can be simplified to
—2x'D'C'Sx — 23x' A’ PBC Dx
—_—
=206x'D'C"B’'PAx
=-2x'D'C' (S + BB'PA)x = —2x'D'C' Dx.
—_———
D

The terms on the fifth line add to

x'D'C' (R+ BB'PB)C Dx =x'D'C'D.
—_——
1

Therefore,
x'Px+d=x'Qx+8x'APAx—x'D'C'Dx+ tr(PX)+(d. (A.3.4)

For this expression to hold, the coefficient matrices of the various
quadratic forms on both sides of equation (A.3.4) must satisfy the
matrix equation

P=Q+pBAPA+DC'D,

and the constant d must be given by

_ B
=13

This finishes the derivation of the solution of L(Q the problem.

d

tr(PX).
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Appendix 4: Derivation of the Log-Linear Model of the New
Keynesian Phillips Curve

In this appendix we provide the details of the solution of the model
from Section 2.6.3.

The Household’s Problem. The Lagrangean of the household’s
problem is:

s 1=n1 _ N,)0(-m)
«Z:EoZﬁt{q (1—Ny)
t=0

1—n

%%
—tNt+(Tt—(5)Kt+Dt+Tt

A
-l-tpt

My, — My

C K
—’Y< L ) Ci — Cy — (K1 — Ky) — D
s

M1 /Py

}.

Differentiating this expression with respect to Cy, Ny, K1 and Myiq
provides the following first-order conditions:

_ C g
— (1 _ 0(1—n) _ _
0 Ct (]. Nt) EtAt |:]. + ’}/(1 + K,) (MH—I/B) :| s
0=0C, (1= N;)?0-m-1 _ At%, (A.4.1)
t

0 = At — ﬁEtAt+1(1 — (5 + Tt+1),

o At Ct K+l At At+1
O—Et{———f—ﬂ’}/ <7Mt+1/Pt> Ft‘l-ﬁPtJrl .

As usual, we must define variables that are stationary. We choose
c = Cy/Ay, ke = Ki/Ay, N = MNALL we == Wi/(PiAy), myy1 =
Miy1/(A¢Py), and j; := Jy/A;. The inflation factor is my := P,/P_1.
Since the price level is determined in period ¢, this variable is also a
period t variable. The growth factor of money supply, also determined
in period t, is given by p; := M1 /M, where M, is the beginning-of-
period money stock and M1 the end-of-period money stock. In these
variables, we can rewrite the system (A.4.1) as follows:

¢, (1 — Ny)PO=m) = ), (1 + (1 + &) < < >H> , (A.4.2a)

mg41
Arwy = 902_77(1 - Nt)e(lfn)fl, (A.4.2b)
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mi+1 = ﬂ77”Lt, (A.4.20)
QT
)\t = ﬁainEt)\th (1 -4 + Tt+1) y (A42d)
)\ Ii+1
Tt+1 mi4+1

Price Setting. To study the price setting behavior, it is convenient
to first solve the firm’s cost minimization problem

. Wy
NUR ?tht +rKjr st (2.102).
The first-order conditions for this problem are easy to derive. They
are:

wy = gi(1 — ) Zy N, (Ko [A)™ = ge(1 — ) Zy (ke /N)®,  (A4.3a)
re = gaZiNj; *(Kje/A)* " = graZy(ke/Np)* (A.4.3b)

where g; is the Lagrange multiplier of the constraint (2.102), and wy :=
W,/ (P, Ay) is the real wage rate per unit of effective labor.33 It is well
known from elementary production theory that g; equals the marginal
costs of production. Furthermore, the constant scale assumption with
respect to Yj; + I also implies that g; are the variable unit costs of
production:

(Wi/P)Njt + 11 Kt
Y+ F '

gt =

Marginal costs as well as the capital-output ratio are the same in
all intermediary firms due to the symmetry that is inherent in the
specification of the demand and production function. For later use
we note the factor demand functions that are associated with this
solution:

33 Note that g¢; is equal for all firms. This can be seen by using

we _1zaK

Tt « th7

which implies that all firms choose the same capital-labor ratio k;/N; =
K¢ /Nj, since all firms face the same real wages and rental rates. Via
equation (A.4.3b) this also implies g; = g;; for all j.
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Yi+F (1 —a\" [w\ ©
N, == — Ad4
Jt AtZt < (0] > <7"t ) ’ ( a)
Yie+ F (1—a\“ ! fw, 7
K=~ — ) A.4.4b
o Zy < a > <7"t > ( )

In each period (1 — ¢)J; firms choose their optimal money price
Pyt and @J; firms increase their price according to average inflation,

Pyny = mPnt—1.

Therefore, the aggregate price level given in equation (2.101) is:

P=[1- SO)P}M_E + SO(WPNt—l)lfe} e

Now observe that the pool of firms that are not allowed to choose
their price optimally consists itself of firms that were able to set their
optimal price in the previous period and those unlucky ones that were
not allowed to do so. Thus, Py;_1 is in turn the following index:

Pyi=[(1—@)Py  +o(mPyi2) ]

Using this formula recursively establishes:

Pr=[(1 =) {Pyy + @(mPar-1)' "+ @* (W Par2) ™ +... }] 7,

which implies

p(mP1)' " = [(1 = o){p(mPar1)' " + @ (1° Par—2)' " + ... }] .

Thus, the aggregate price level can equivalently be written as

1

P=[(1— )Py + p(rP) . (A.4.5)

We now turn to the first-order conditions that determine the opti-
mal price of type A firms. Maximizing the expression in (2.104) with
respect to Pa; provides the following condition:

e—1 > =\ 179y,
P E T—1 o7
c At t; Y Or < P, > 7.

=:1/9
e . a7\ €
=E Y ¢ @T( 5 ) 9r
T=t T

B
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We multiply both sides by P, © and replace o, by the rhs of equation
(2.105). The result is:

1_mv > i M o (P Y,

1 (P o oyt gy ()T Yo

5 (7) Bty =) F

! \ ey (A.4.6)
= B3 (a7 5T n g, (F) 3

T=t

Our next task is to determine aggregate output and employment. Note
from (2.100) that final goods producers use different amounts of type
A and N goods since the prices of these inputs differ. Therefore, ag-
gregate output is:

P T
Y= (1~ @)Jt—;tYAt + pJi—Yny
t Tt

P
= (1 - SO)Jt [?A: (ZtAtNAt(KAt/AtNAt)lfa _ F)]

T
+ @i [W_t (ZiANne(Kne /ANy~ — F)] )

Using the fact that all producers choose the same capital-labor ratio
k¢/N; provides:

PA _ ™ _
Y; = A —PtZt (1 — @) JeNag(ke /Ne)' ™% + —Z; 0Js Nys (ke /Ny )~
t —— Tt N——
n¢ N (1—n¢) Ny
PAt s
— JF|(1 =)=+ o—
(1 =) 2 +907rt :

where the fraction of workers employed by type A firms n; is given by:

(1 —p)JtNay

Nt (A.4.7)

ny =

From this we derive the following equation in terms of aggregate out-
put per efficiency unit A;:

(A.4.8)
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In the log-linear version of this equation the variable n; drops out.
Thus, there is no need to derive the equation that determines this
variable.

Finally, consider the household’s budget constraint (2.95). In equi-
librium it holds with equality. Using the government’s budget con-
straint (2.97) and the definition of dividends (2.106), we end up with
the following resource constraint:

c K
akip1 =y + (1= 0)ky — < ‘ > ct — Ct. (A.4.9)
mi+1

The Log-Linear Model. The dynamic model consists of equations
(A.4.2), (A4.3), (A.4.5),(A.4.6), (A.4.8), and (A.4.9). The stationary
equilibrium of this system is considered in the main text so that we can
focus on the derivation of the log-linear equations. First, consider the
variables that play the role of the control variables in the system (2.47).
These are the deviations of consumption, working hours, output, the
inflation factor, the real wage rate, and the rental rate of capital from
their respective steady state levels:
U = [ét7 Nta :’-)b 7Art7 wta 72t]/-

The state variables with predetermined initial conditions are the stock
of capital and beginning-of-period money real money balances. Thus,
in terms of (2.47):

Xt = [I;'t, Tht]/.

Purely exogenous are the technological shock Z;, the monetary shock
fit, and the entrance rate of firms j; into the intermediary goods sector.
For the latter we will assume it is independent of the state of the
business cycle so that 7; = 0 for all .34 Thus,

Zy = [ZAt’,at]/‘

The remaining variables are the shadow price of capital A, firms’
marginal costs g;, and real end-of-period money balances m; 1. Note,
that we cannot determine the latter from equation (A.4.2c), since we

34 For instance, ROTEMBERG and WOODFORD (1995) link j; to the techno-
logical shock.
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need this equation to determine 7. Thus, in addition to A\; and g,
this variable is a costate. To keep to the dating convention in (2.47)
we define the auxiliary variable z; = m;1. Hence, our vector of costate
variables comprises:

)\t - [S\t)gtv i‘t]/‘

We first present the static equations that relate control variables
to state and costate variables. The log-linear versions of equations
(A.4.2a) through (A.4.2¢) are

—(n+&)é — &Ny = N — &1y, (A.4.10a)
(L= m)ér — &Ny — iy = Ay, (A.4.10b)
Ty = 1y — Ty + [y, (A.4.10¢c)
£ = A +r)(c/z)" ¢ C
VST R)efe) T p(M]P)
&=00-n1—%
N

&= 00 -n) 17—

The log-linear cost-minimizing conditions (A.4.3) deliver two further
equations:

OéNt + ’UA}t = Oé];'t + f]t + Zt, (A410d)
(a0 — )Ny + 7 = (a — Dby + G + Zy. (A.4.10e)
To derive the sixth equation we use the formula for the price level to
write
1—e 17;
Py Py P 1—e
m = = |(1—- — + o7
Al ISl I ool o 7
——

Tt

Log-linearizing at P4/P = 1 provides:

N "/
Ty =

Pyt /P,.

We use this relation to derive
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e — (1 — )Ny = Doy + 092, + (1 —09) ;. (A.4.10f)

from equation (A.4.8). The six equations (A.4.10a) through (A.4.10f)
determine the control variables. We now turn to the dynamic equa-
tions that determine the time paths of k:t, My, Tt = Myt1, )\t, and §;.
The log-linear versions of the resource constraint (A.4.9), the Euler
equations for capital and money balances (A.4.2d) and (A.4.2¢), and
the definition z; := my1 are:

aEtl;Zt+1 — (]. — (S)I;Zt — €4i‘t = %Qt — 55(%, (A411a)
—EMii1 + A = & B, (A.4.11D)

Etj\t—i-l — j\t — &y = —&7C + Eytya, (A.4.11C)
By — ¢ = 0, (A.4.11d)

§a 1= rry(c/x)"(c/k),

&5 = (1 +y(1 4 r)(c/2)")(c/k),
§6:=1—PBa™"(1-9),

£ = k(1 + K)(c/x)tHr

1 —vyk(c/z)ltn

The remaining fifth equation is the log-linear condition for the firms’
optimal price:

(1= )1 —pfa™) . _
¥

This looks nice and resembles a Phillips curve since it relates the
current inflation rate to the expected future rate of inflation and a
measure of labor market tension, which is here given by the deviation
of marginal costs from their steady state level. It requires a substantial
amount of algebra to get this relation and it is this task to which we
turn next. Considering (A.4.6) we find:

—ﬁa_”EtfrtJrl + f['t. (A411€)

(Pac/Py)~ j( +@Ba+ (pBa ) +...)
(1—pBa=n)-1

T gg S (@Ba™) By [ (5 30) + (e = V(P B + (5257

= 05 3 (0a ) B (8% + P o) + o) +
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Since Y¥g = 1 and mt = [p/(1 — ¢)|7; (see above), we can simplify
this expression to

T o gy = 2o (e0a B (PR + 4]

(A4.12)
Next, we shift the time index one period into the future, multiply

through by ¢Ba~", and compute the conditional expectation of the
ensuing expression:3®

@ pfa™" .
(12;) (25 oo

(¢ﬁa,n)2 (Pt+2> n (@ﬁa,n)g (Pt+3> bt oBa e

=F
! Py

+ (pBa ") Gia + ...

We subtract this equation from (A.4.12) to arrive at:

(1- ‘P)(lso— pBa=m) (ﬁt - ‘Pﬁa_"EtfrtH)

(Pt 2 [ (Paz\ (P2
b n<Tt>+(@ﬁa ") {( P )_<Pt+1>}

=g+ E;

3 ﬁ)_(ﬁ)
+ (pBa™") {( 7 o)t (A.4.13)
Since

P, S

— | = T

P, S’
s=t+1

the terms in curly brackets reduce to 7441 so that the sum in brackets
equals

35 Here we use the law of iterated expectations according to which Bz =
Ey (Et+196t+1)~
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e [pBa” + (pBa™)? + ... ].
(pBa=m)/(1—pBa=")

Substituting these results back into (A.4.13) delivers equation (A.4.11e).
To determine the time path of investment, we start from

K
. Ct
It =Yt — (1 +7 <a:_> >Ct7 Ty = Myqq.
t

The log-linearized version of this equation is:

~

it = 119 — L2Cy + 1334,

0= (y/i) = %, Ly 1= (1 + (1+ k)Y (E)n)

e (G N\ ey
STY\uaypy) i T 7
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Problems

2.1

2.2

2.3

Certainty Equivalence
Consider the deterministic linear quadratic optimal control problem of
maximizing

o
Z B [x,Qx + u,Ru; + 2u,Sx]
=0

subject to the linear law of motion
Xi41 = AXt -+ Bllt.

Adapt the steps followed in Section 2.2 and Appendix 3 to this prob-
lem and show that the optimal control as well as the matrix P are the
solutions to equations (2.17) and (2.18), respectively.

Relation Between the LQ Problems (2.12) and (2.19)
Show that the linear quadratic problem with the current period return
function

(e, u¢,2¢) 1= X AgaXy + WAL W + 20 A2
+ 2 Ay Xy + 205 Ay Zy + 2% A2y

and the law of motion
Xt+1 = BxXt —+ Buut —+ BZZt

is a special case of the problem stated in equations (2.12) and (2.11).
Toward that purpose define

- X - 0
NN

and show how the matrices A, B, 0, R, and S must be chosen so that
both problems coincide.

Convex Costs of Price Adjustment

Instead of the CALVO (1983) model, consider the following model of price
setting introduced in HAIRAULT and PORTIER (1995). Intermediate pro-
ducers face convex costs of adjusting their price given by

Py ?
PCjy = (¢/2) <?J—1 — 7r> .

Thus they solve the following problem:
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max EOZQt ]t/Pt (Wt/Pt)th_TtKjt_PCjt]v

s.t.
Yie = (Pji/P) " (Ye/ Jt),
Yji = Zi(A;Nj1)* K}, “ — F.

Calibrate the parameter 1 so that a one percent deviation of the firm’s
inflation factor Pj;/Pj;—1 from average the average inflation factor en-
tails costs of 0.01 percent of the firm’s value added. Do you find more
persistence of a money supply shock with this alternative specification of
nominal rigidities? What happens, if you increase 97

Government Spending in a Real Business Cycle Model

In most OECD countries, wages and labor productivity are acyclic or
even negatively correlated with output and working hours, while, in the
stochastic Ramsey model, however, these correlations are positive and
close to one (please compare table 2.2). One possible remedy for this
shortcoming of the stochastic growth model is the introduction of a gov-
ernment spending shock. The following model is adapted from BAXTER
and KING (1993) and AMBLER and PAQUET (1996).

Consider the stochastic growth model where the number of agents is nor-
malized to one. Assume that utility is also a function of government
consumption, where due to our normalization per capita government
spending G; is also equal to total government spending G;. In partic-
ular, government consumption substitutes for private consumption C?:

Ct = Ctp + 'ltha

with ¥ < 1 as some forms of government spending, for example military
spending, do not provide utility for private consumption. The household
maximizes her intertemporal utility:

o 1— _
(1 - Nt)a(1 )
E t 't
Ny 20 L—n ’

B€(0,1),n>0,0>0,7>0/(1+90),
subject to the budget constraint

Ctp -+ Itp = (1 — T)(U}tNt + Tthp) —|—Trt.

Both wage income w;N; and interest income r; K; are taxed at the con-
stant rate 7. The household also receives lump-sum transfers T'r; from
the government. The private capital stock evolves according to:
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Ky =(1-08)K{ +17,

where § denotes the depreciation rate. Production is described by a Cobb-
Douglas Production Function, Y; = ZtNtaKtl_a, where the productivity
Z; follows an AR(1) process, Zyy1 = Zfe®, with ¢, ~ N(0,0?) and
o = 0.90 and o = 0.007. Factors are rewarded by their marginal products.
Government consumption Gy = g;G follows a stochastic process:

Ing; = pglngi—1 + €,

with ¢/ ~ N(0,02) and p, = 0.95 and o, = 0.01. In the steady state,
government consumption is constant and equal to 20% of output, G =
0.2Y. In equilibrium, the government budget is balanced:

T(’U}tNt + Tth) = Gt + Trt.

The model is calibrated as follows: § = 0.99, n = 2.0, ¥» = 0.5, a = 0.6,
§ = 0.02. § and 7 are chosen so that the steady state labor supply N and
transfers Tr are equal to 0.30 and 0, respectively.

a) Compute the steady state.

b) Compute the log-linear solution. Simulate the model and assume that
e; and €] are uncorrelated. What happens to the correlation of labor
productivity and wages with output and employment?

¢) Assume that transfers are zero, Tr; = 0, and that the income tax 7,
always adjusts in order to balance the budget. How are your results
affected?

d) Assume now that the government expenditures are split evenly on
government consumption G; and government investment ItG . Govern-
ment capital K evolves accordingly

Ky =1 -6)K + 17,
and production is now given by
Y, = 2, = ZNOK} T (KE)' T
with a = 0.6 and v = 0.3. Recompute the model.

Government Spending and Nominal Rigidities

In the previous problem, you have learned about the 'wealth effect’ of
government demand. An increase in government expenditures results in
a reduction of transfers and, hence, wealth of the households is decreased.
Consequently, the households increase their labor supply and both em-
ployment and output increase. In this problem, you will learn about the
traditional Keynesian IS-LLM effect. Expansionary fiscal policy increases
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aggregate demand and demand-constrained firms increases their output
as prices are fixed in the short run. The model follows LINNEMANN and
SCHABERT (2003).
Households maximize the expected value of a discounted stream of in-
stantaneous utility:

0 1— _
Cy (1 = Ny)?=m)
max E tt ,
Co,No 0 ;6 ]. — 77

B€(0,1),n7>0,0>0,n>0/(1+0).

A role for money is introduced into the model with the help of a cash-in-
advance constraint:

PCy < My + PTry,

Nominal consumption purchases P;C; are constrained by nominal be-
ginning-of period money balances M; and nominal government transfers
P,Tr;.3% The household holds two kinds of assets, nominal money M; and
nominal bonds, B;. Bonds yield a gross nominal return R;. In addition,
agents receive income from labor, Pyw; Ny, government transfers, P71y,
and from firm profits, fol Q¢ di. The budget constraint is given by:

1
Mt+1 + Bt+1 + PtCt = thtNt + RtBt + Mt + PtT'r't + / Qltdl
0

The number of firms ¢ is one, i € (0,1). Firms are monopolistically com-
petitive and set their prices in a staggered way as in the model of Section
2.6.3. Accordingly, profit maximization of the firms implies the New Key-
nesian Phillips curve:

iy = e, + BE R}, v=01—-9)(1—Bp)e ",

where mc; denotes marginal costs (compare (A.4.11e)).
Firms produce with labor only:

Yit = Nig.
Cost minimization implies that the real wage is equal to marginal costs:

36 Government transfers are included in this cash-in-advance specification in
order to avoid the following: an expansionary monetary policy consisting
in a rise of My, already increases prices P, due to the expected infla-
tion effect. Accordingly, real money balances M,;/P; fall and so does real
consumption Cy if government transfers do not enter the cash-in-advance
constraint. This, however, contradicts empirical evidence.
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Wt = MCq.

The government issues money and nominal riskless one-period bonds and
spends its revenues on government spending, G, and lump-sum transfers:

PtTrt + Pth + Mt + RtBt = Bt+1 + Mt+1.
Real government expenditures follow an AR(1)-process:
InGy=pnGi1+(1—p)InG+¢

with €; ~ N(0,02) and p = 0.90 and o = 0.007.
Monetary policy is characterized by a forward-looking interest-rate rule:

Riv1 = poE — thpgr + pyErliesr, ppi > 1.

The restriction p, is imposed in order to ensure uniqueness of the equi-
librium.

a) Compute the first-order conditions of the household.

b) Compute the stationary equilibrium that is characterized by a zero-
supply of bonds, B; = 0,>” and R > 1 (in this case, the cash-in-
advance constraint is always binding). Furthermore, in equilibrium,
the aggregate resource constraint is given by y; = ¢; + G and firms
are identical, y;; = y; = Ny = Ny. Define the equilibrium with the
help of the stationary variables {7, we, my = %, R, ye, G}

¢) Compute the steady-state.

d) Calibrate the model as in the previous problem. In addition, set p, =
1.5, py € {0,0.1,0.5}, 7 =1, and ¢ = 0.75.

e) Log-linearize the model and compute the dynamics. How does con-
sumption react to an expansionary fiscal policy? Does it increase (as
IS-LM implies) or decrease (due to the wealth effect)?

f) Assume now that the interest-rate rule is subject to an exogenous
autocorrelated shock with autoregressive parameter pr € {0,0.5}.
How does a shock affect the economy?

g) Assume that monetary policy is described by a money-growth rule
that is subject to an autoregressive shock. Recompute the model for
an autoregressive parameter p, € {0,0.5} and compare the impulse
responses to those implied by an interest-rate rule.

37 Why can we set the nominal bonds supply equal to zero?
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