Preface

Gluecklich, die wissen, dass hinter allen
Sprachen das Unsaegliche steht.

Those are happy who know that behind

all languages there is something unsaid
Rainer Maria Rilke

This book shows in a new way that a solution to a fundamental problem from
one scientific field can help to find the solutions to important problems emerged in
several other fields of science and technology.

In modern science, the term “Natural Language” denotes the collection of all
such languages that every language is used as a primary means of communication by
people belonging to any country or any region. So Natural Language (NL) includes,
in particular, the English, Russian, and German languages.

The applied computer systems processing natural language printed or written
texts (NL-texts) or oral speech with respect to the fact that the words are associated
with some meanings are called semantics-oriented natural language processing sys-
tems (NLPSs).

On one hand, this book is a snapshot of the current stage of a research pro-
gram started many years ago and called Integral Formal Semantics (IFS) of NL.
The goal of this program has been to develop the formal models and methods help-
ing to overcome the difficulties of logical character associated with the engineering
of semantics-oriented NLPSs. The designers of such systems of arbitrary kinds will
find in this book the formal means and algorithms being of great help in their work.

On the other hand, this book can become a source of new powerful formal tools
for the specialists from several different communities interested in developing se-
mantic informational technologies (or, shorter, semantic technologies), in particular,
for the researchers developing

e the knowledge representation languages for the ontologies in the Semantic Web
project and other fields;

o the formal languages and computer programs for building and analyzing the se-
mantic annotations of Web sources and Web services;
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the formal means for semantic data integration in e-science and e-health;

the advanced content representation languages in the field of multi agent systems;
the general-purpose formal languages for electronic business communication al-
lowing, in particular, for representing the content of negotiations conducted by
computer intelligent agents (CIAs) in the field of e-commerce and for forming
the contracts concluded by CIAs as the result of such negotiations.

During last 20 years, semantics-oriented NLPSs have become one of the main
subclasses of applied intelligent systems (or, in other terms, of the computer systems
with the elements of artificial intelligence).

Due to the stormy progress of the Internet, the end users in numerous countries
have received technical access to NL-texts stored far away from their terminals. This
has posed new demands to the designers of NLPSs. In this connection it should be
underlined that several acute scientific — technical problems require the construction
of computer systems being able to “understand” the meanings of arbitrary NL-texts
pertaining to some fields of humans’ professional activity. The collection of these
problems, in particular, includes

e the extraction of information from textual sources for forming and updating
knowledge bases of applied intelligent systems and the creation of a Semantic
Web;

e the summarization of NL-texts stored on a certain Website or selected in accor-
dance with certain criteria;

e conceptual information retrieval in textual databases on NL-requests of the end
users;

e (uestion answering based on the semantic-syntactic analysis of NL-texts being
components of Webdocuments.

Semantics-oriented NLPSs are complex technical systems; their design is as-
sociated not only with programming but also with solving numerous questions of
logical character. That is why this field of engineering, as the other fields of con-
structing complex technical systems, needs effective formal tools, first of all, the
formal means being convenient both for describing semantic structure of arbitrary
NL-texts pertaining to various fields of humans’ professional activity and for repre-
senting knowledge about the world.

Systems Science has proposed a huge amount of mathematical models and meth-
ods that are useful for a broad spectrum of technical and social applications: from
the design and control of airplanes, rockets, and ships to modeling chemical pro-
cesses and production-sailing activity of the firms.

The principal purpose of this monograph is to open for Systems Science a new
field of studies — the development of formal models and methods intended for help-
ing the designers of semantics-oriented NLPSs to overcome numerous problems of
logical character associated with the engineering of such systems.

This new field of studies can be called Mathematical Linguocybernetics (this
term was introduced by the author in [66]).

Let’s consider the informal definitions of several notions used below for describ-
ing the principal aspects of the scientific novelty of this book.
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The term “semantics of Natural Language” will denote the collection of the reg-
ularities of conveying information by means of NL. Discourses (or narrative texts)
are the finite sequences of the sentences in NL with the interrelated meanings.

If T is an expression in NL (a short word combination, a sentence, or a discourse),
a structured meaning of the expression T is an informational structure being con-
structed by the brain of a person having command of the considered sublanguage
of NL (Russian, English, or any other), and the construction of this structure is in-
dependent of the context of the expression 7, that is, this informational structure is
built on the basis of knowledge about only elementary meaningful lexical units and
the rules of combining such units in the considered sublanguage of NL.

Let’s agree that a semantic representation (SR) of an NL-expression 7 is a for-
mal structure being either an image of a structured meaning of the considered NL-
expression or being a reflection of the meaning (or content) of the given expression
in a definite context — in a concrete situation of a dialogue, in the context of knowl-
edge about the world, or in the context of the preceding part of the discourse.

Thus, an SR of an NL-expression 7 is such formal structure that its basic compo-
nents are, in particular, the designations of the notions, concrete things, the sets of
things, events, functions and relations, logical connectives, numbers and colors, and
also the designations of the conceptual relationships between the meanings of the
fragments of NL-texts or between the entities of the considered application domain.

Semantic representations of NL-texts may be, for instance, the strings and the
marked oriented graphs (semantic sets).

An algorithm of semantic-syntactic analysis builds an SR of an NL-expression,
proceeding from the knowledge about the morphology and syntax of the considered
sublanguage of NL (English, Russian, etc.), from the information about the asso-
ciations of lexical units with the units of conceptual level (or semantic level), and
taking into account the knowledge about application domains. An SR of the text
constructed by such an algorithm is interpreted by an applied computer system in
accordance with its specialization, for instance, as a request to search an answer to
a question, or a command to carry out an action by an autonomous intelligent robot,
or as a piece of knowledge to be inscribed into the knowledge base, etc.

The scientific results stated in this monograph have been obtained by the author
while fulfilling a research program started over 20 years ago. The choice of the
direction of the studies was a reaction to almost complete lack in that time of math-
ematical means and methods that were convenient for designing semantics-oriented
NLPSs.

The results of this monograph not only contribute to a movement forward but
also mean a qualitative leap in the field of elaborating the formal means and meth-
ods of developing the algorithms of semantic-syntactic analysis of NL-texts. This
qualitative leap is conditioned by the following main factors:

e The designers of NLPSs have received a system of the rules for constructing well-
formed formulas (besides, a compact system, it consists of only ten main rules)
allowing for (according to the hypothesis of the author) building semantic rep-
resentations of arbitrary texts pertaining to numerous fields of humans’ profes-
sional activity, i.e., SRs of the NL-texts on economy, medicine, law, technology,
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politics, etc. This means that the effective procedures of constructing SRs of NL-
texts and effective algorithms of processing SRs of NL-texts (with respect to the
context of a dialogue or of a preceding part of discourse, taking into account the
knowledge about application domains) can be used in various thematic domains,
and it will be possible to expand the possibilities of these procedures in case of
emerging new problems.

e A mathematical model of a broadly applicable linguistic database is constructed,
i.e., a model of a database containing such information about the lexical units
and their interrelations with the units of conceptual level that this information is
sufficient for semantic-syntactic analysis of the sublanguages of natural language
being interesting for a number of applications.

e A complex and useful, strongly structured algorithm of semantic-syntactic anal-
ysis of NL-texts is elaborated that is described not by means of any programming
system but completely with the help of a proposed system of formal notions, this
makes the algorithm independent of program implementation and application
domain.

e A possible structure of several mathematical models of the new kinds is pro-
posed with the aim of opening for Systems Science a new field of studies high
significance for Computer Science.

Informational technologies implemented in semantics-oriented NLPSs belong to
the class of Semantic Informational Technologies (or, shorter, Semantic Technolo-
gies). This term was born only several years ago as a consequence of the emergence
of the Semantic Web project, the use of ontologies in this project and many other
projects, the elaboration of Content Representation Languages as the components
of Agent Communication Languages in the field of Multiagent Systems, and of the
studies on formal means for representing the records of negotiations and the con-
tracts in the field of Electronic Commerce (E-commerce).

One of the precious features of this monograph is that the elaborated power-
ful formal means of describing structured meanings of NL-texts provide a broadly
applicable and flexible formal framework for the development of Semantic Tech-
nologies as a whole.

Content of the Book

The monograph contains two parts. Part 1, consisting of Chaps. 1, 2, 3, 4, 5, and
6, will be of interest to a broad circle of the designers of Semantic Informational
Technologies. Part 2 (Chaps. 7, 8, 9, 10, and 11) is intended for the designers of
Semantics-Oriented Natural Language Processing Systems.

Chapter 1 grounds the necessity of enriching the inventory of formal means, mod-
els, and methods intended for designing semantics-oriented NLPSs. Special atten-
tion is paid to showing the necessity of creating the formal means being convenient
for describing structured meanings of arbitrary sentences and discourses pertain-
ing to various fields of humans’ professional activity. The context of Cognitive
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Linguistics for elaborating an appropriate approach to solving this problem is set
forth. The possible structure of mathematical models of several new kinds for Sys-
tems Science is outlined.

The basic philosophical principles, history, and current composition of an orig-
inal approach to formalizing semantics of NL are stated in Chap. 2; this approach
elaborated by the author of this book is called Integral Formal Semantics (IFS) of
Natural Language.

In Chap. 3, an original mathematical model describing a system of primary units
of conceptual level used by applied intelligent systems is constructed and studied.
The model defines a new class of formal objects called conceptual bases.

In Chap. 4, based on the definition of a conceptual basis, a mathematical model
of a system of ten partial operations on structured meanings (SMs) of NL-texts
is constructed. The essence of the model is as follows: using primary conceptual
units as “blocks,” we are able to build with the help of these ten partial operations
the structured meanings of the texts — sentences and discourses — from a very rich
sublanguage of NL (including articles, textbooks, the records of commercial nego-
tiations, etc.) and to represent arbitrary pieces of knowledge about the world.

The model determines a new class of formal languages called standard knowl-
edge languages (SK-languages) and can be interpreted as a formal metagrammar
of a new kind. A mathematical study of the properties of SK-languages is carried
out. In particular, the unambiguity of the syntactical analysis of the expressions of
SK-languages is proved.

The purpose of Chap. 5 is to study the expressive possibilities of SK-languages.
The advantages of the theory of SK-languages in comparison, in particular, with
Discourse Representation Theory, Theory of Conceptual Graphs, Episodic Logic,
and Database Semantics of Natural Language are analyzed.

Chap. 6 shows a broad spectrum of the possibilities to use the theory of SK-
languages for solving a number of acute problems of Computer Science and Web
Science. The possibilities of using SK-languages for (a) building semantic anno-
tations of informational sources and of Web services; (b) constructing high-level
conceptual descriptions of visual images; (c) semantic data integration in e-science,
e-health, and other e-fields are indicated.

The definition of the class of SK-languages can also be used for the elabora-
tion of formal languages intended for representing the contents of messages sent by
computer intelligent agents (CIAs). It is also shown that the theory of SK-languages
opens new prospects of building formal representations of contracts and records of
commercial negotiations carried out by CIAs.

The broad expressive power of SK-languages demonstrated in Chaps. 4, 5, and 6
provides the possibility to propose in the final part of Chap. 6 a new, theoretically
possible strategy of transforming evolutionarily, step by step, the existing Web into
a Semantic Web of a new generation.

In Chap. 7, a broadly applicable mathematical model of linguistic database is
constructed, that is, a model of a collection of semantic-syntactic data associated
with primary lexical units and used by the algorithms of semantic-syntactic analysis
for building semantic representations of natural language texts.
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Chapter 8 sets forth a new method of transforming an NL-text (a statement, a
command, or a question) into its semantic representation (SR). One of the new ideas
of this method is the use of a special intermediary form of representing the results
of semantic-syntactic analysis of an NL-text. This form is called a Matrix Semantic-
Syntactic Representation of the introduced text. The constructed SR of an NL-text
is an expression of a certain SK-language, or a K-representation of the considered
NL-text. A pure syntactic representation of an analyzed text isn’t used: the proposed
method is oriented at directly finding the conceptual relations between the fragments
of an NL-text.

Chapters 9 and 10 together describe an original, complex, and strongly struc-
tured algorithm of semantic-syntactic analysis of NL-texts; it is called the al-
gorithm SemSynt1. Chapter 9 sets forth an algorithm of constructing a Matrix
Semantic-Syntactic Representation of a natural language text; this algorithm is
called BuildMatr1. The algorithm BuildMatr1 is multilingual: the input texts may
belong to the sublanguages of English, German, and Russian languages (a Latin
transcription of Russian texts is considered).

Chapter 10 describes an algorithm BuildSem]1 of assembling a K-representation
of an NL-text, proceeding from its matrix semantic-syntactic representation. The fi-
nal algorithm SemSynt1 is defined as the composition of the algorithms BuildMatr1
and BuildSem].

The content of Chaps. 1, 2, 3,4, 5,6, 7, 8,9, and 10 can be interpreted as the prin-
cipal part of the theory of K-representations (knowledge representations) — a new,
powerful, and flexible framework for the development of semantic technologies.

The final Chap. 11 discusses two computer applications of the obtained theoreti-
cal results. The first one is a computer intelligent agent for fulfilling a semantic clas-
sification of e-mail messages. The second one is an experimental Russian-language
interface implemented in the Web programming system PHP on the basis of the al-
gorithm SemSynt 1, it transforms NL-descriptions of knowledge pieces (in particular,
definitions of concepts) first into the K-representations and then into the expressions
of the ontology mark-up language OWL.

Moscow, Russia Viadimir Fomichov
December 2008
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