Chapter 2
Electromechanical and Chemical Sensing at the
Nanoscale: DFT and Transport Modeling

Amitesh Maiti

Abstract Of the many nanoelectronic applications proposed for near to medium-
term commercial deployment, sensors based on carbon nanotubes (CNT) and
metal-oxide nanowires are receiving significant attention from researchers. Such
devices typically operate on the basis of the changes of electrical response char-
acteristics of the active component (CNT or nanowire) when subjected to an
externally applied mechanical stress or the adsorption of a chemical or bio-mole-
cule. Practical development of such technologies can greatly benefit from quantum
chemical modeling based on density functional theory (DFT), and from electronic
transport modeling based on non-equilibrium Green’s function (NEGF). DFT can
compute useful quantities like possible bond-rearrangements, binding energy,
charge transfer, and changes to the electronic structure, while NEGF can predict
changes in electronic transport behavior and contact resistance. Effects of surround-
ing medium and intrinsic structural defects can also be taken into account. In this
work we review some recent DFT and transport investigations on (1) CNT-based
nano-electromechanical sensors (NEMS) and (2) gas-sensing properties of CNTs
and metal-oxide nanowires. We also briefly discuss our current understanding of
CNT-metal contacts which, depending upon the metal, the deposition technique,
and the masking method can have a significant effect on device performance.

2.1 Carbon Nanotube Basics

A carbon nanotube (CNT) is geometrically equivalent to a single sheet of graphite
sheet rolled into a seamless cylinder in which a graphene lattice point (ny, n,)
coincides with the origin (0, 0). Thus, if a; and a, are the two lattice vectors of
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graphene, the CNT circumference is equal to the length of the vector (n1a; + nsa»),
while the CNT chiral angle 0 is defined as the angle between vectors (n,a; + n,a,)
and a;. With the choice of lattice vectors as in Fig. 2.1a, the chiral angle and
diameter of a CNT are given respectively by the following formulas:

0 = tan™! [\/gnz/(an + nz)] 2.1

and

d=ay/(n}+nmny+nd)/m, (2.2)

where a = la|| =la,| ~2.45 A is the lattice constant of graphene. The CNT diameter
and chirality, and therefore its atomic geometry, are completely specified by the
two integers (71, 1), which are referred to as the chiral indices of the CNT. Because
of the symmetry of the graphene lattice, a nanotube of any arbitrary chirality can be
defined in the range n; > n, > 0 and n; > 0, which implies that the chiral angle 6 for
all CNTs lies between 0 and 30°. CNTs with the extreme chiral angles of 0 and 30°
have special names: a CNT with 6 = 0 (i.e., n, = 0) is called zigzag, while a CNT
with 8 = 30° (n; = ny) is called armchair. The names armchair and zigzag simply
reflect the shape of the open edges of these CNTs (Fig. 2.1b, c). CNTs with any
other chiral angles (i.e., 0 < 0 < 30°) are called chiral.

As a CNT is just a rolled-up graphene sheet, one can obtain a good approxima-
tion to the CNT electronic structure simply by applying an appropriate boundary
condition to the electronic structure of a graphene sheet, with a small perturbation
due to the finite cylindrical curvature of the CNT surface. The boundary condition
for a CNT with chiral indices (n;, n,) corresponds to the coincidence of the (ny, 1,)
lattice point of graphene with the origin (0, 0). Taking into account small effects
due to curvature, such boundary conditions lead to the following important result
[1-6]: all armchair tubes are metallic; CNTs with n;—n, = 3n (n = any positive
integer), which include the (37, 0) zigzag tubes as a special class, are quasimetallic
(small bandgap ~10 meV or less, arising from curvature effects); and CNTs with
ni—n, # 3n are semiconducting, with a bandgap decreasing as 1/d as a function of
tube diameter d (thereby converging to the zero bandgap of graphite in the limit d
— 00). The presence of contact resistance and thermal effects often makes it
difficult to experimentally distinguish between metallic and quasimetallic tubes.
Thus for simplicity, experimentalists often classify CNTs as either metallic or
semiconducting, and we follow the same convention in the discussion below. In
spite of significant efforts, researchers have so far been unable to control the chiral
indices of the synthesized CNTs (except, perhaps some control on the diameter).
Therefore, given the preceding condition for metallic and semiconducting tubes,
one could expect a random mix with roughly one-third metallic and two-third
semiconducting CNTs. In our discussion so far it has been implied that the CNTs
consist of only a single graphitic layer. Interestingly, such tubes, commonly called
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single-walled nanotubes (SWNTSs), were discovered 2 years after the initial discov-
ery of CNTs that consisted of several concentric layers. Such objects, now called
multiwalled nanotubes (MWNTs), usually exhibit metallic characteristics.

More than 15 years after its initial discovery, CNTs continue to be one of the
hottest research areas in all of science and engineering. The interest is driven by the
possibility of several commercial applications [7-11], including field emission-
based flat panel displays, transistors, quantum dots, hydrogen storage devices,
structural reinforcement agents, chemical and electromechanical sensors, nanoscale
manipulators, probes, and tweezers. At the same time, the highly regular atomic
structure of CNTs and the large degree of structural purity make them accessible to
accurate computer modeling using a variety of theoretical techniques. In fact, ever
since the discovery of the CNT it has provided a fertile ground for theoretical
simulations and analysis. The prediction of the dependence of CNT’s electronic
structure on its chirality [1-3] came within a year of the initial experimental
discovery [12]. Since then, there have been a significant number of theoretical
investigations [13—18] of growth mechanisms, structure and energetics of topo-
logical defects, mechanical and electrical response to various kinds physical
perturbation, field-emission from tips of metallic CNTs, electronic effects of
doping and gas adsorption, chemical reactivity, interaction with polymers, capil-
lary effects, CNT-metal contacts, H- and Li-storage, thermal conductivity,
encapsulation of organic and inorganic material, optical properties, as well as
intrinsic quantum effects like quantized conductance, Coulomb Blockade,
Aharonov-Bohm effect, Kondo effect, and so on. Computational approaches
used in the above work include solving diffusion equations, quantum-mechanical
(QM) simulations (DFT, tight-binding, and semiempirical methods), classical
molecular dynamics, kinetic Monte Carlo, Genetic algorithms, and Green’s-
function-based electronic transport theory.

Focusing on electronics applications of CNTs, the areas that have received the
most attention have been displays, transistors, and sensors. Displays require
metallic CNTs, and naturally involve MWNTs. Although single-SWNT-based
transistors have been demonstrated for a few years now, there are a number of
serious challenges to be overcome for CNT-based integrated chips to become
practical. Much of the recent work has therefore focused on sensor applications.
Two types of sensors that have received the most attention are the electromecha-
nical sensors and gas/chemical/bio sensors. Both of these operate on the basis of
changes in electrical conductance upon either an external mechanical stimulus
or the adsorption of an analyte. The electrical conductance changes can be
directly related to either changes in the electronic band structure due to mechani-
cal perturbation, or partial electron transfer between the analyte and the nanotube.
Such studies can be carried out efficiently by the present-day DFT codes
(in addition to semiempirical methods, which have also been employed in situa-
tions where parameters exist). As transport through nanotubes is essentially
ballistic, one could use electronic transport calculations based on nonequili-
brium Green’s function (NEGF) to compute intrinsic conductance of the device
(assuming “ideal” contacts).
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2.1.1 SWNTs as Nanoelectromechanical Sensors

In a pioneering experiment Tombler et al. [19] demonstrated that when the middle
part of a segment of a metallic SWNT suspended over a trench is pushed with an
atomic force microscope (AFM) tip, the electrical conductance of the tube dropped
by more than two orders of magnitude beyond a deformation angle of ~14°. The
effect was found to be completely reversible; i.e., through repeated cycles of AFM-
deformation and tip removal, the electrical conductance displayed a cyclical varia-
tion with constant amplitude.

The drop in conductance in the AFM-deformed tube was much higher than the
computationally predicted values for tubes bent under mechanical duress. Both
tight-binding [20] and semiempirical extended-Hiickel type calculations [21] con-
cluded that even under large bending angles the reduction in electrical conductance
was less than an order of magnitude. For AFM-deformed nanotubes, in contrast,
O(N) tight-binding calculations [22] show that beyond a critical deformation several
C-atoms close to the AFM tip become sp°-coordinated. The sp” coordination ties up
delocalized m-electrons into localized o-states. This would naturally explain the
large drop in electrical conductivity, as verified by explicit transport calculations.

Realizing that an AFM-deformed tube also undergoes tensile stretching, and a
stretched tube belonging to certain chirality class can undergo significant changes
in electrical conductance upon stretching, we carried out independent calculations
to check the above sp> coordination idea. The smallest models of CNTs necessary
in such simulations typically involve a few thousand atoms, which makes first-
principles quantum mechanics simulations unfeasible. Therefore, as described
below, we carried out a combination of first-principles DFT [23-25] and classical
molecular mechanics [26, 27] to investigate structural changes in a CNT under
AFM-deformation. Bond reconstruction, if any, is likely to occur only in the highly
deformed, nonstraight part of the tube close to the AFM-tip. For such atoms, we
used a DFT-based quantum mechanical description (~150 atoms including AFM-
tip atoms), while the long and essentially straight part away from the middle was
described accurately using the universal force field (UFF) [28]. For DFT calcula-
tions we employed the code DMol® [3, 29-32] distributed by Accelrys, Inc. The
electronic wave functions were expanded in a double-numeric polarized (DNP)
basis set with a real-space cutoff of 4.0 A. Such a cutoff reduces computational
requirements without significantly sacrificing accuracy, as has been explicitly
verified in this and many other numerical experiments. An all-electron calculation
was carried out on a “medium” integration grid using a gradient-corrected
exchange-correlation functional due to Perdew, Burke, and Ernzerhof [33]. For
calculations with periodic supercells (as described in Sects. 2.1.2, 2.1.3, and 2.2.1)
we performed accurate Brillouin zone integration by a careful sampling of k-points
[34]. Also, in order to estimate charge transfer to adatoms, the partial charge on
each atom was computed using the Mulliken population analysis [35].

Because of known differences in electronic responses of zigzag and armchair
tubes to mechanical deformation, we studied a (12, 0) zigzag and a (6, 6) armchair
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(6.6) Armchair

Fig. 2.2 (a) AFM deformation of a (6, 6) tube by a Li-needle. Respective deformation angles are
indicated. (b) QM clusters at 25° of deformation showing no signs of sp® coordination

tube, each consisting of 2,400 atoms. The AFM tip was modeled by a 6-layer deep
15-atom Li-needle normal to the (100) direction, terminating in an atomically sharp
tip (see Fig. 2.2) [36]. To simulate AFM-tip-deformation, the Li-needle was
initially aimed at the center of a hexagon on the bottom-side of the middle part of
the tube. The Li-needle tip was then displaced by an amount  toward the tube along
the needle-axis, resulting in a deformation angle 0 = tan '(28/L), L being the
nonstretched length of the tube. At each end of the tube, a contact region was
defined by a unit cell plus one atomic ring (a total of 36 and 60 atoms for the
armchair and the zigzag tube, respectively). The whole tube was then relaxed by
UFF keeping the needle atoms and the end contact regions of the tube fixed. The
contact region atoms were fixed in order to simulate an ideal nondeformed semi-
infinite CNT lead, and to ensure that all possible contact modes were coupled to the
deformed part of the tube. Following the UFF relaxation, a cluster of 132 C-atoms
for the (6, 6) tube, and a cluster of 144 C-atoms for the (12, 0) tube were cut out
from the middle of the tubes. These clusters (plus the AFM-tip atoms), referred to
below as the QM clusters, were further relaxed with the DFT-code DMol® [3, 29]
with the end atoms of the cluster plus the Li-tip atoms fixed at their respective
classical positions.

Figure 2.2b displays the tip-deformed QM-cluster for the (6, 6) tubes at the
highest deformation angle of 25° considered in these simulations. Even under such
large deformations, there is no indication of sp® bonding [the same is true for a
(12, 0) tube], and the structure is very similar to what was previously observed for a
(5, 5) tube [36]. The absence of sp3 coordination is inferred on the basis of an
analysis of nearest-neighbor distances of the atoms with the highest displacements,
i.e., the ones closest to the Li-tip. Although for each of these atoms the three nearest
neighbor C-C bonds are stretched to a length between 1.45 and1.75 A, the distance
of the fourth neighbor, required to induce sp> coordination is greater than 2.2 A for
all tubes in our simulations. The electronic charge density in the region between a
C-atom and its fourth nearest neighbor is negligibly small, and none of the C-C-C
angles between bonded atoms in the vicinity of the tip deviates by more than a few
degrees from 120°, suggesting that the C-atoms near the AFM-tip essentially
remain sp>-coordinated. In order to test any possible dependence on the choice of
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our tip, we also performed limited calculations with a close-capped (5, 5) CNT as
the AFM tip, and the results were very similar to that obtained with a Li-tip.

2.1.1.1 Transport Calculations

Following structural relaxation of the CNTs as described above, we computed the
transmission and conductance through the deformed CNT using NEGF formalism.
A brief description of the method is provided below.

Electron transport through molecular wires like SWNTSs is essentially ballistic,
i.e., highly coherent with little scattering and very long mean free paths. Ohm’s law
completely breaks down in this regime. Such transport is best described by an
energy-dependent transmission function 7(E), which strongly depends on the
(discrete) electronic levels of the molecular wire (in our case, a nanotube), the
levels in the (usually metallic) leads or electrodes, and broadening of the electronic
levels in the wire because of chemical coupling to the electrodes [37—42]. Such
physics is most conveniently described by the NEGF formalism. The starting point
is the Green’s function of an isolated system at an energy E, which is defined by the
following equation:

(E - S;j — Hyj)GR* = 6%, (2.3)

where &} is the Kronecker delta, and S;; = <ilj> and H,; = <ilH|j> are the overlap
and Hamiltonian matrix elements between electronic states i and j, respectively.
However, we are interested in systems in which a nanoscale region is coupled with
two semi-infinite electrodes at the two ends (the so called two-probe system). In
such a system, the coupling to the electrodes (mathematically expressed in terms of
the so-called self-energy matrices 2) modifies (2.1) to the form

(E-Sij — Hyj — Zpij — Zr;)GRE = 6% (2.4)

In the above equation X1 r are the retarded self-energies of the left and the right
semi-infinite contacts. The transmission at energy E is then found from the follow-
ing equation:

T(E) = GMTLxGM T 4, (2.5)

where I'L g =i (ZEAR — Zé,R) are the couplings to the left and right leads and the
superscripts R and A represent retarded and advanced quantities, respectively.
Finally, the total conductance of the tube is computed using the Landauer-Biittiker
formula [43, 44]:

G="" [ T(E (— %) dE, (2.6)
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fo(E) being the Fermi-Dirac function. The electronic states in the system, and more
specifically the various matrix elements can be obtained either from first-principles
or semi-empirical (e.g., tight-binding) quantum mechanical treatments. Also, if the
interest is to investigate changes to the intrinsic electrical conductance of the
nanotube, a common trick is to define “ideal” semi-infinite contacts on the basis
of defect-free unstrained pieces of the pristine CNT. Such a procedure bypasses the
necessity to model explicit metallic contacts, which is likely to involve additional
chemical complexities on the top of extra computational burden.

The electrons in our model were described using a nearest-neighbor sp’-tight-
binding Hamiltonian in a nonorthogonal basis. The parameterization scheme
explicitly accounts for effects of strain in the system through a bond-length-
dependence of the Hamiltonian and the overlap matrices H;; and S;; [45].

Our results indicate that the conductance remains essentially constant for the
(6, 6) armchair tube up to deformation as large as 25°. However, for the (12, 0) tube
the conductance drops by a factor of ~0.3 at 15°, two orders of magnitude at 20°,
and four orders of magnitude at 0 = 25°. As sp° coordination could be ruled out, the
only logical explanation of the observed behavior could be due to stretching. We
verified that by computing conductance changes due to pure tensile stretching and
comparing the results with that of AFM-deformed tubes (Fig. 2.3). It should also be
noted that the (12, 0) tube displays only a 70% drop in electrical conductance at 0 =
15°, while the experimental tube in Tombler et al. [19] underwent more than two
orders of magnitude drop. This can be explained by the fact that the (12, 0) tube has
a diameter of only ~1 nm, while the experimental tube was of diameter ~3 nm.
A (36, 0) CNT, with diameter similar to the experimental tube, indeed displays a
much higher drop in electrical conductance (Fig. 2.3).

In order to explain the differences in conductance drops of the armchair (6, 6)
and the zigzag (12, 0) tubes as a function of strain, we turn to the literature where a
considerable amount of theoretical work already exists [46—51]. An important result
[50] is that the rate of change of bandgap as a function of strain depends on the CNT
chiral angle 0, more precisely as proportional to cos(30). Thus, stretched armchair
tubes (0 = 30°) do not open any bandgap, and always remain metallic. On the
other hand, a metallic (3n, 0) zigzag tube (0 = 0) can open a bandgap of ~100 meV
when stretched by only 1%. This bandgap increases linearly with strain, thus
transforming the CNT into a semiconductor at a strain of only a few percent.
In general, all metallic tubes with n;—n, = 3n (n > 0) will undergo the above
metal-to-semiconductor transition, the effect being the most pronounced in metallic
zigzag tubes. An experiment as in Tombler et al. [19] is therefore expected to show
a decrease in conductance upon AFM-deformation for all nanotubes except the
armchair tubes. Researchers are also beginning to explore electrical response of
squashed CNTs [52—54] where sp” coordination is a possibility.

In addition to the above results for metallic CNTs, theory also predicts that [S0]
for semiconducting tubes (n;—n, # 3n), the bandgap can either increase (for
ny—n, = 3n—2) or decrease (for n;—n, = 3n—1) with strain. These results have
prompted more detailed experiments on a set of metallic and semiconducting CNTs
deformed with an AFM-tip [55], as well as on CNTs under experimental tensile
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Fig. 2.3 Computed electrical conductance for (12, 0) CNT — comparison between AFM-deformed
and uniformly stretched tubes. Inset displays density of states plot for the (12, 0) tube at the largest
deformations, showing opening of a bandgap at the Fermi energy. The figure also displays the
conductance of a (36, 0) tube subjected to a uniform stretch

stretch [56]. Commercial applications from such work could lead to novel pressure
sensors, transducers, amplifiers, and logic devices [57].

Finally, progress is also being made in the application of CNTs as actuators
[58, 59], where an externally applied small electric voltage, heat, or optical signal is
transduced in the form of mechanical deformation of oscillations. Significant
insight for the working of such devices can be provided through a theoretical
understanding of the mode of electromechanical coupling in a CNT. A few such
attempts using both DFT and tight-binding have appeared in the theoretical litera-
ture [60].

2.1.2 CNT-Metal Contacts

Conductance through a nanodevice depends strongly on the contact resistance of
the metal electrodes, and CNT-based electronic devices are no exception. Besides,
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CNTs interacting with metal nanoparticles are gaining considerable interest as
sensing materials, catalysts, in the synthesis of metallic nanowires, as well as in
nanoelectronics applications as field-effect-transistor (FET) devices. A systematic
study of electron-beam-evaporation-coating of suspended CNT with various metals
reveals that the nature of the coating can vary significantly depending upon the
metal [61]. Thus, Ti, Ni, and Pd form continuous and quasicontinuous coating,
while Au, Al, and Fe form only discrete particles on the CNT surface. In fact, Pd is a
unique metal in that it consistently yields ohmic contacts to metallic nanotubes [62]
and zero or even negative Schottky barrier at junctions [63] with semiconducting
CNTs for FET applications. The Schottky barrier (for p-channel conductance)
could, in principle, be made even lower if a higher work function metal, e.g.,
Pt is used. Unfortunately, Pt appears to form nonohmic contacts to both metallic
and semiconducting CNTs with lower p-channel conductance than Pd-contacted
junctions.

The computed interaction energy of a single metal atom on a CNT [64]
follows the trend E,(Ti) >> E,(Pt) > E,(Pd) > E,(Au). These trends would suggest
that Ti sticks the best to the CNT and Au the worst, in good agreement with
experiment. However, it does not explain why Pt consistently makes worse contacts
than Pd, and why Ti, in spite of its good wetting of a CNT surface, yields Ohmic
contacts only rarely [62]. A detailed investigation of the metal-CNT contact at full
atomistic detail is a significant undertaking, and is likely beyond the realm of
today’s first-principles quantum mechanics codes. Nevertheless, as a first attempt,
it is instructive to look into the interactions of CNTs with metallic entities beyond
single atoms.

We carried out binding energy calculations of metallic monolayers, multilayers,
and 13-atom clusters with a sheet of graphene, which is a representative of wide-
diameter CNTs. In addition, the interaction of a semiconducting (8, 0) tube with flat
metallic surfaces was also studied. Three metals were considered for concreteness —
Au, Pt, and Pd. Calculations were performed with the DFT code DMol® [3, 29]
Details are given in Ref. [65]. We only summarize the main results below:

1. For isolated Au, Pd, and Pt atoms on a sheet of graphene, the respective binding
energies are 0.30, 0.94, and 1.65 eV, respectively, i.e., in the same order as
previous computed values on a (8, 0) CNT [64]. The binding sites are also quite
similar, although the binding energies to graphene are ~40% smaller than that to
the CNT, whose finite curvature imparts higher reactivity.

2. For monolayer or multilayer of metal atoms on graphene, most of the metal
binding arises from metal-metal interaction rather than metal-graphene interac-
tion. This is due to high cohesive energies of the metals in the bulk crystalline
state. If only the metal—graphene part of the interaction is considered, the binding
for Pt falls rapidly with layer thickness, and is less than that of Pd for three-layer
films, perhaps indicating possible instability of Pt films beyond a certain thick-
ness. This is likely due to much higher cohesive energy of Pt as compared to that
of Pd. For Au, isolated atoms as well as films interact very weakly with graphene,
in agreement with experimentally observed poor wetting properties.
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3. A 13-atom Pd cluster binds more strongly to the graphene surface than a 13-
atom Pt cluster. The Pd cluster, in particular, gets significantly distorted from its
ideal icosahedral geometry (see Fig. 2.4). Spin might play an important role in
such binding calculations, and requires a more careful analysis.

4. We predict a critical cluster size of a few tens of metal atoms below which the
metal should wet a graphene (and therefore CNT) surface uniformly, and above
which nonuniform clustering is likely. Using a simple model we show that the
critical cluster size for Pt is ~23, which is smaller than that for Pd (~30),
implying higher propensity of Pt to form a nonuniform coating unless it is
deposited in the form of ultrafine nanoparticles.

5. Finally, CNTs placed on flat Pt or Pd surface can form direct covalent bonds to
the metal, which, along with the resulting deformation in tube cross-section
might alter its electronic properties and impact performance of electronic
devices based on such geometry. Interaction with an Au surface is weak, and
the CNT cross-section remains circular.

Our emphasis has been on the structure and chemistry of metal-CNT contacts. In
order to characterize the contact resistance one needs to investigate electronic
transport across the contact. We would like to mention a few contributions that
shed important light into various aspects of this problem: effect of contact geometry
and oxide thickness on Schottky barrier [66], effect of tube diameter and gate
dielectric constant on current—voltage (/-V) characteristics [67], dependence of

Fig. 2.4 Relaxed structures of (a) a 13-atom Pd cluster; and (b) a 13-atom Pt cluster on a (6 x 6)
graphene surface. The binding energies (for the whole cluster) are 1.2 eV and 0.7 eV, respectively.
Smaller Pd—Pd bond strength leads to a more open structure of the Pd-13 cluster and a higher
binding energy to the graphene surface
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Schottky barrier for various metals and surfaces [68], dependence of contact quality
on charge distribution across the contact [69], and controlled lowering of Schottky
barrier with chemical treatment [70]. For other theoretical aspects, including a
discussion on electron—phonon scattering and effect of disorder on transport, we
refer the reader to a recent review by Charlier et al. [71].

2.1.3 SWNTs as Chemical Sensors

Of the projected electronics-based application areas of CNTs, chemical/gas sensors
appear to show a lot of commercial promise. Detection of gas molecules such as Ar,
NO,, O,, NH3, N,, CO,, H,, CHy, CO, or even water is important for monitoring
environmental, medical, or industrial conditions. It has been reported [72—75] that
the measured electrical conductance of semiconducting SWNTs at room tempera-
ture can increase or decrease upon the adsorption of different gas molecules.
In particular, it was found that [72] the electrical conductance of a p-doped
SWNT increases by three orders of magnitude upon exposure to 0.2% of NO,,
and decreases by two orders of magnitude upon exposure to 1% of NH;. Amine
containing molecules have been observed to significantly alter the doping type and
the I-V characteristics of CNT-based transistors [76]. Exposure to O, also appears
to consistently increase the electrical conductance, although the effect is not as
dramatic as for NO,. In addition to the above mentioned changes in electrical
conductance, physisorption of molecules on CNTs has led to measurable modula-
tions in capacitance [77] and thermopower [78]. Also, the selectivity and sensitivity
of detection can be increased significantly by using appropriate functionalization,
e.g., nanotubes coated by polymer [79] and single-stranded DNA [80]. Researchers
have also extended nanotube-based sensors to the detection and immobilization of
biomolecules and other biorelated applications [81-85].

Measured [-V characteristics of the CNT used in the experiment of Kong et al.
[72] identified it to be effectively p-type (i.e. holes were the majority carriers).
Thus, the observed behavior of conductance changes can be rationalized through a
simple charge transfer model in which NO, molecules accept electrons from the
CNT, thereby increasing the hole population, while the NH; molecules donate
electrons, thereby depleting the hole population and the conductance. For NO,
the computed binding energy has varied between 0.4 and 0.9 kcal mol ™' [81], and
could be enhanced even more through the formation of NO; groups [86-88].
However, such a conclusion for NH; is inconsistent with theoretical results
[89, 90] showing that NH3; molecules interact very weakly with pure CNTs,
which would make charge transfer very difficult to explain.

A possible explanation could be the presence of topological defects on the CNT
incorporated either thermally or during high-temperature growth conditions.
Evidence of the importance of defects has appeared in the experimental literature
[91, 92]. Also, the nanotubes are not in isolation, and surrounding environment
(oxygen, water vapor), or the substrate, or metal contacts at the ends might directly



2 Electromechanical and Chemical Sensing at the Nanoscale: DFT and Transport Modeling 59

Fig. 2.5 NH; dissociated at various defects on a (8, 0) CNT: (a) defect-free tube; (b) vacancy; (c)
interstitial; (d) a Stone—Wales (SW) defect; and (e) an O, molecule predissociated at a SW defect
(SW_O_O). Dissociated NH, and H fragments are shown in ball representation. In (e), the second
O breaks an O—C bond and creates a OH group single-bonded to the other C atom

Table 2.1 NH; dissociation (into NH, and H) on a (8, 0) CNT: reaction energetics (AE cqac),
activation barrier (AE,), and net electron transfer (Ag) from NH, and H groups to the CNT

Substrate Resulting bonding configuration — AE,. (V) AE,,(eV) Agq from
on CNT surface NHj; (el)
CNT (defect-free)  C3-NH, + C3—H (Fig. 2.5a) +0.77 2.38 0.025
v C,-NH, + C,—H (Fig. 2.5b) —2.49 0.35 0.063
1 NHz—Cz’ bridge_H (Flg 25C) —2.26 1.13 0.036
SW Cs, 577-NH, + C;3, 577-H —0.17 1.50 0.044
(Fig. 2.5d)
SW_0_0O Cs, 577, 0-NH; + C5577~0-H —2.77 0.25 0.176
(Fig. 2.5e)

Negative values of (AE .,.) denote an exothermic process

C; = Regular threefold coordinated sp” carbon on a defect-free CNT; C, = C5 atom with a missing
C neighbor; Cs, 577 = sp2 carbon at a SW site shared by two heptagons and a pentagon; Cs_ 577, 0 =
C;, 577 atom with a bridging O separating it from one of its C neighbors

or indirectly provide a mechanism of binding of the gas molecules [66, 93].
Recently we performed DMol® [3] calculations on the chemisorption of a NH;
molecule on structural defects on a semiconducting SWNT [94]. Figure 2.5 displays
dissociated NH, and H fragments chemisorbed on a (8, 0) CNT containing various
types of defects: (a) pristine CNT; (b) a vacancy (V); (c) an interstitial (I); (d) a
Stone-Wales (SW) defect [95]; and (e) an O, molecule pre-dissociated into a SW
defect (SW_O_O). Table 2.1 displays the reaction energetics (AE ), activation
barrier (AE,.), and net electron transfer (Ag) from NH, and H groups to the CNT
for the five structures described by Fig. 2.5a-e. We follow the convention that
AE s < 0 for an exothermic process. The important results can be summarized
as follows:

1. Chemisorption to a defect-free CNT is an endothermic process with a large
activation barrier, and therefore highly unlikely even at elevated temperatures.
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2. At both V and [ the dissociation becomes exothermic with energy gains of 2.49
and 2.26 eV, respectively. The activation barrier for dissociation is rather low
at V, and dissociation should happen readily at room temperature, while that at /
is also possible, although at a slower rate.

3. At SW the dissociation is marginally exothermic, and the activation barrier is
lower than that for a defect-free tube, although a bit high for chemisorption to
happen readily at room temperatures. However, the presence of pre-dissociated
O (SW_0O_O) significantly enhances the stability of chemisorbed NH; and
makes the NH; dissociation process nearly spontaneous.

4. In all cases there is net electron transfer from the chemisorbed NH; to the CNT.
As compared to the defect-free tube, the amount of charge transfer to V increases
almost two-and-a-half fold, while that to SW_O_O is enhanced nearly seven-
fold. It is also to be noted here that multiple O, molecules could potentially
dissociate on the same SW defect, thus providing dissociation sites for multiple
NH; molecules, leading to much higher net charge transfer to the SWNT.

5. Computed infrared (IR) spectrum of some of the defect structures of Fig. 2.5
provides proper interpretation of experimental FTIR data [96]. See Andzelm
et al. [94] for more details.

Large charge transfer should qualitatively explain the observed drops in electrical
conductance, although a quantitative comparison would require explicit electronic
transport calculations [97]. An important part of that problem is an analysis of the
electronic density of states (DOS), which has been carried out for several different
adsorbates on nanotubes, both physisorbed and chemisorbed [94, 98, 99]. Most
important to transport are the changes in DOS that occur close to the Fermi surface.
In addition, most of the theoretical analyses have been performed on molecules
adsorbing on the external surface of single isolated nanotubes. In reality, the sensor
design often involves nanotube networks, bundles, and films. For such systems,
one needs to analyze the effect of binding and diffusion in the intertube space
within bundles, which could lead to more delayed desorption [100] than for the
isolated tubes.

2.2 Metal-Oxide Nanowires

In spite of tremendous advances in carbon nanotube research, there remain some
practical difficulties that hinder many applications. Cheap mass-production remains
one of the biggest hurdles. Other technological challenges involve controlling CNT
diameter, chirality, and doping levels, isolating/separating CNTs from bundles,
alignment in nanocomposites, and so on. Chemical inertness of the CNT often
poses big problems in sensor applications and adhesion to structural materials,
although some of it is being overcome through chemical functionalization. The
above deficiencies prompted researchers to explore other types of one-dimensional
nanostructures, and led to the synthesis of nanowires and nanoribbons. Nanowires
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[101]

10-30 n

so-m 5—100 um

Fig. 2.6 Schematic diagram of a SnO, nanoribbon, showing typical dimensions, exposed planes,
and growth direction

are typically solid (i.e., not hollow) cylindrical objects with a nearly uniform
diameter of a few tens of nanometers or less. Most nanowires [101] have so far
been synthesized from standard semiconductors: Si, Ge, GaAs, GaP, GaN, InAs,
InP, ZnS, ZnSe, CdS, CdSe, and mixed compounds. Semiconducting nanowires
have great potential in electronic and optoelectronic applications at the nanoscale.
In addition, conducting nanowires made of transition and noble metals, silicides
(ErSi,), and polymeric materials have also been investigated in connection with
interconnect applications.

Nanoribbons are a special type of nanowires. As the name suggests, they possess
a uniform rectangular cross-section with well-defined crystal structure, exposed
planes, and growth direction (see Fig. 2.6). So far, nanoribbons have primarily been
synthesized from the oxides of metals and semiconductors. In particular, SnO,
and ZnO nanoribbons [102-104] have been material systems of great current
interest because of potential applications as catalysts, in optoelectronic devices,
and as chemical sensors for pollutant gas species and biomolecules [105-107].
Although they grow to tens of microns long, the nanoribbons are remarkably single-
crystalline and essentially free of dislocations. Thus they provide an ideal model for
the systematic study of electrical, thermal, optical, and transport processes in one-
dimensional semiconducting nanostructures, and their response to various external
process conditions.

2.2.1 SnO, Nanoribbons as Gas Sensor

SnO, nanoribbons are usually synthesized by evaporating SnO or SnO, powder at
high temperature, followed by deposition on an alumina substrate in the down-
stream of an Ar-gas flow [102]. Field-emission scanning electron microscopy
(FE-SEM) and transmission electron microscopy revealed that the ribbons (1)
possess a highly crystalline rutile structure; (2) grow tens of microns long in the
<1 0 1> direction; (3) display a uniform quasirectangular cross-section
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perpendicular to the growth direction; and (4) present the (1 0 1) and (0 1 0) rutile
planes as surface facets along the growth axis, with dimensions ranging from 80 to
120 nm by 10 to 30 nm (Fig. 2.6). Rutile SnO; is a wide-bandgap (3.6 eV) n-doped
semiconductor, with the intrinsic carrier density determined by the deviation from
stoichiometry, primarily in the form of oxygen vacancies [108]. Experiments with
SnO, nanoribbons [109] indicate that these are highly effective in detecting even
very small amounts of harmful gases like NO,. Upon adsorption of these gases, the
electrical conductance of the sample decreases by several orders of magnitude.
More interestingly, it is possible to get rid of the adsorbates by shining UV light,
and the electrical conductance is completely restored to its original value. Such
single-crystalline sensing elements have several advantages over conventional thin-
film oxide sensors: low operating temperatures, no ill-defined coarse grain bound-
aries, and high active surface-to-volume ratio.

Electron withdrawing groups like NO, and O, are expected to deplete the
conduction electron population in the nanoribbon, thereby leading to a decrease
in electrical conductance. To investigate this, we performed DMol® calculations of
the adsorption process of NO,, O, and CO on the exposed (1 0 1) and (0 1 0)
surfaces, as well as the edge atoms of a SnO, nanoribbon [110]. The nanoribbon
surfaces were represented in periodic supercells (Fig. 2.7).

In bulk rutile SnO,, the Sn atoms are octahedrally coordinated with six O
neighbors, while each O atom is a threefold bridge between neighboring Sn centers.
At both (1 0 1) and (0 1 0) surfaces the Sn atoms lose an O neighbor, thereby
becoming fivefold coordinated (Fig. 2.7a, b). The surface O atoms become twofold-
coordinated bridges connecting neighboring surface Sn atoms (Fig. 2.7a, b). Both
surfaces were represented by three layers of Sn, each layer being sandwiched
between two O layers. The bottom SnO, layer was fixed in order to simulate the
presence of several bulk-like layers in the actual sample. In order to reduce
interaction with periodic images, the surface unit cell was doubled in the direction

Fig. 2.7 Simulation supercells representing exposed surfaces of a SnO, nanoribbon: (a) (1 0 1)
surface; (b) (0 1 0) surface; and (c¢) nanoribbon edge. For clarity, the periodic cell is not shown in
(c), and the interior atoms are represented by polyhedra. Surface atoms in (a) and (b), and edge
atoms in (c) are shown in ball representation. Larger balls and smaller balls represent Sn and O
atoms, respectively. Sn' and Sn? are neighboring Sn atoms connected with a bridging O. Reprinted
with permission from Ref. [110]. Copyright (2005) from the American Chemical Society
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of the smaller surface lattice constant, and a vacuum of 15 A was placed normal to
the surface. To simulate nanoribbon edges [i.e., lines of intersection of (1 0 1) and
(0 1 0) planes], a structure as in Fig. 2.7c was embedded in a periodic supercell with
the smallest repeat period (5.71 A) along the length of the ribbon, and a vacuum of
15 A normal to both the (1 0 1) surface (y-axis) and the (0 1 0) surface (x-axis). At
the nanoribbon edges the Sn atoms can be either threefold- or fourfold-coordinated
(Fig. 2.7¢).

Details of the results on binding energy and charge transfer are discussed
elsewhere [110]. The important results are summarized below.

All adsorbate structures involve one or more bonds to surface Sn atoms. The
binding energy on different surfaces and edges increases in the sequence (0 1 0) <
(10 1) < threefold edge < fourfold edge.

NO, adsorption displays a very rich chemistry because it can either form a single
bond to a surface Sn, or can adsorb in the bidented form through two single bonds to
neighboring Sn atoms. The doubly bonded NO, is 2-3 kcal mol ' more stable than
the single-bonded NO,, and the binding energies are in general 4-5 kcal mol ™
higher on the (1 0 1) surface than on the (0 1 0). Activation barrier between the
doubly-bonded and single-bonded structures is expected to be low, which should
make the NO, species mobile on the exposed faces by performing a series of
random walk steps along well-defined rows of Sn atoms on the surface.

When two NO, molecules meet on the surface, either through random walk as
described above, or through the incidence of a second NO, from gas phase in the
vicinity of an already chemisorbed NO,, there is a transfer of an O atom from one
NO, to the other, thus converting it to a surface NOj3 species. The net dispropor-
tionation reaction NO, + NO, — NOjz + NO is well known in chemistry. The
bidented NOj group has a substantially higher binding energy, especially on the
(10 1) surface, and should not therefore be mobile. The resulting NO species is only
weakly bound to the surface and should desorb easily. Synchrotron measurements
using X-ray absorption near-edge spectroscopy (XANES) confirmed the abundance
of NOj; species on the nanoribbon surface following NO, adsorption.

On a defect-free surface (i.e., surface with no O-vacancies), the O, molecules
can only weakly physisorb. In this configuration, there is no charge transfer to the
O,, and therefore, a nanoribbon surface without surface O-vacancies should be
insensitive to atmospheric oxygen. However, at O-vacancy sites, the O, molecule
has a strongly bound chemisorbed structure in the form of a peroxide bridge.

Both NOj; groups and chemisorbed O, (at O-vacancy sites) accept significant
amount of electronic charge from the surface. Therefore, such adsorbates should
lead to the lowering of electrical conductance of the effectively n-doped sample.
CO, on the other hand, donates a moderate amount of electrons to the surface, and
is therefore expected to increase the electrical conductance. All these results are
consistent with direct experimental measurements of sample conductance
[105, 109, 111]. Charge transfer between molecular species (donor or acceptor
alike) and the nanoribbon surface could thus serve as a general mechanism for
ultrasensitive chemical and biological sensing using single crystalline semiconductor
nanowires.
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A CO likes to adsorb in the following manner: the C forms two single bonds to
the surface — one with a surface Sn and another with a bridging O, while the O of the
CO forms a double bond to the C and sticks out of the surface. This way, the C
atoms attains its preferred 4-valency and the O has its bivalency satisfied.

To end this section, we would like to note that pioneering work by Lieber and his
network of collaborators has led to the synthesis and exploration of many different
configurations of nanowires, including core-shell structures, cross-bar architecture,
heterostructures, and so on. Versatility in materials choice and architectural flexi-
bility are enabling a vast array of potential applications including optical wave-
guides, nanophotonics, nanomedicine, NEMS, biosensing, biomedicine, flexible
electronics, and smart materials. For a recent review see Ref. [112]. Some of the
previous work has been reviewed by Law et al. [113].

2.3 Conclusions

Through a few application examples we have illustrated the use of a variety of
theoretical techniques spanning a wide spectrum of length and time-scales. As
better synthesis and experimental manipulation methods emerge, and more com-
plex and newer applications are proposed, they open up exciting opportunities for
theory, modeling, and simulations. However, several challenges, both experimental
and theoretical, remain as a roadblock to successful commercial deployment of
most technologies. As with any nanosystem, contact remains a critical issue. Small
atomic-level changes in the structure of the contact can have a significant impact on
the contact resistance, and very little characterization data exists on most experi-
mental contacts. Besides, even though DFT-based NEGF codes are becoming faster
and more accurate, they are still too limited in realistically representing metal-CNT
contacts. Standard DFT or tight-binding treatments, as described here, also do not
take into account complex many-body electron-correlation effects that may arise at
low temperatures, or Coulomb blockade effects when electrons in CNTs get highly
localized because of large mechanical deformation or highly resistive contacts.
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