
Chapter 4
Invariant Fiber Bundles

In a broad range of qualitative studies on nonlinear dynamical systems, invariant
manifolds are omnipresent and play a crucial role for local as well as global ques-
tions: For instance, local stable and unstable manifolds dictate the saddle-point
behavior in the vicinity of hyperbolic solutions (or surfaces) of a system. As il-
lustrated by the celebrated reduction principle of Pliss, center manifolds are a
paramount tool to simplify given dynamical systems in terms of a reduction of their
state space dimension. Concerning a more global perspective, stable manifolds serve
as separatrix between different domains of attractions and allow a classification of
solutions with a specific asymptotic behavior. Systems with a gradient structure
possess global attractors consisting of unstable manifolds (and equilibria). Finally,
so-called inertial manifolds are global versions of the classical center-unstable
manifolds and yield a global reduction principle for typically infinite-dimensional
dissipative equations.

The invariant fiber bundles introduced in this chapter generalize invariant man-
ifolds from the well-known autonomous dynamical systems to nonautonomous
difference equations. Precisely, we call a nonautonomous set W in the extended
state space X a (forward) invariant fiber bundle1 of (D), if it is (forward) invariant
and each fiberW(k) is a submanifold of a linear spaceXk for k ∈ I.

The contents of this chapter can be summarized as follows:

• From a technical perspective it is advantageous to initially work with semilinear
implicit difference equations. For this type of systems, we provide an existence
and uniqueness criterion for forward and backward solutions, as well as assump-
tions guaranteeing the existence of a nontrivial global attractor.

• In the following section, we present and discuss a fairly general version of an
existence theorem for invariant fiber bundles of semilinear equations. It applies
to non-invertible implicit nonautonomous difference equations, whose linear part
can be pseudo-hyperbolic, i.e., associated to an arbitrary spectral splitting. More
detailed, each gap in an exponential splitting (see Fig. 3.4) gives rise to two

1 We refer to [1, p. 184, Definition 3.4.27] for the general notion of a fiber bundle in differential
topology. In this sense, our fiber bundles W are trivial with the discrete interval I as base space and
submanifolds W(k) as fibers.
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188 4 Invariant Fiber Bundles

invariant fiber bundles intersection along a complete (exponentially) bounded
solution. These fiber bundles consist of solutions with a particular exponential
growth behavior in forward resp. backward time – thus, our approach is based
on the Lyapunov–Perron method. Using a less functional analytical argument,
we also construct nontrivial intersections of invariant fiber bundles yielding an
extended hierarchy.

• Whereas in Sect. 4.2 we construct invariant fiber bundles, we next investigate
the asymptotic behavior of solutions which are not contained in these bundles.
Indeed, due to our general pseudo-hyperbolic framework, attractivity properties
of invariant fiber bundles need to be generalized to exponential boundedness of
solutions approaching the bundle. Here, we work with invariant foliations which
are equivalence classes of solutions converging towards a given solution at an
exponential rate. In order to obtain an asymptotic phase property, we track a
particular solution starting on a fiber bundle.

• Besides existence we next tackle the smoothness of invariant fiber bundles, which
is of fundamental importance in applications. In particular, an elementary yet
lengthy proof for the differentiability is presented: Fundamentally based on the
classical contraction mapping principle only, none of the classical approaches,
i.e., Banach space scale techniques, a Henry-type lemma or the fiber contraction
theorem, is involved.

• As prerequisite for persistence under perturbation or discretization, we also es-
tablish the normal hyperbolicity of invariant fiber bundles.

• The subsequent sections present two applications of this flexible framework.
First, we weaken the global assumptions and obtain (pseudo-) stable and unstable
fiber bundles, which are related to given (pseudo-) hyperbolic reference solutions
and describe the local saddle-point structure around them. W.r.t. the aspects given
above, the corresponding Theorem 4.6.4 extends stable manifold theorems com-
monly found in the literature. Intersections of these pseudo-stable and -unstable
bundles yield center-like bundles and in particular the classical hierarchy of the
stable, center-stable, center, center-unstable and the unstable bundle. The center-
unstable fiber bundle’s asymptotic phase enables us to derive a nonautonomous
version of Pliss’ reduction principle. It states that stability properties of nonhy-
perbolic solutions are determined by their behavior on the center-unstable fiber
bundle. In order to apply it, we address local approximation issues of invariant
fiber bundles by means of Taylor series. Differing from the autonomous situ-
ation, the time-dependent Taylor coefficients are bounded solutions of a linear
difference equation rather than solutions of a linear algebraic problem.

• Furthermore, discrete versions of inertial manifolds are constructed. Despite not
having an asymptotic phase, they still possess the beneficial property of being
asymptotically complete. Beyond the situation of classical center-unstable man-
ifolds, inertial fiber bundles allow a global reduction principle guaranteeing that
the essential dynamics of a possibly infinite-dimensional problem is given by a
finite-dimensional difference equation. In particular, inertial bundles contain the
global attractor of dissipative equations.
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• Last but not least, we discuss an approximation method for the invariant fiber
bundles. It is based on fixed point iteration for the Lyapunov–Perron operator.
A corresponding error estimate justifies that one can pass over to the so-called
truncated Lyapunov–Perron operator, which involves only finite sums. In a nut-
shell, this means that invariant fiber bundles can be approximated by solving
nonlinear systems of algebraic equations, which can be efficiently and success-
fully achieved using, e.g., Newton methods from numerical analysis.

• Our theoretical results from Sect. 4.1 apply to full discretizations of semilinear
FDEs. Using a simple example we show that under corresponding assumptions,
attractors of discretized semilinear DDEs can be nontrivial. The following sub-
section on time-discretized abstract evolutionary equations shows how global
integral manifolds can be constructed using an appropriate discretization from
Sect. 2.6.2; moreover, we provide criteria for the existence of a global attractor.
Using two examples, we illustrate how hierarchies of invariant fiber bundles can
be constructed for temporal discretizations of parabolic evolution equation. For
full discretizations of scalar RDEs and the complex Ginzburg–Landau equation
we prove the existence of inertial fiber bundles – here, our results are quanti-
tative and we obtain explicit dimension estimates. The algorithm from Sect. 4.8
is exemplified in order to approximate the inertial manifold of a scalar RDE of
Chafee–Infante type.

Throughout the chapter, we suppose that I is an unbounded discrete interval, the
extended state space X consists of Banach spaces and Y of linear spaces.

4.1 Semilinear Difference Equations

During this opening section and beyond, nonautonomous equations of the form

Bk+1x
′ = Akx+ fk(x, x′) (S)

are in the center of our interest. As opposed to (Sg) studied in Sect. 3.5, we do not
suppose that (S) admits the trivial solution.

One denotes (S) as semilinear, when it is studied using perturbation techniques
on the basis of an established linear theory applicable to

Bk+1x
′ = Akx, (L0)

where Ak, Bk are as in Definition 3.1.1. For instance, this is possible for globally
Lipschitzian or linearly bounded nonlinearities fk. Note that for a linearly implicit
equation the functions fk do not depend on their second argument x′.

Hypothesis 4.1.1. Suppose that the linear homogeneous equation (L0) satisfies
(3.1a) and fk : Xk ×Xk+1 → Yk+1 fulfills fk(Xk, Xk+1) ⊆ imBk+1,

lip2B
−1
k+1fk < 1 for all k ∈ I

′. (4.1a)
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Remark 4.1.2. The global Lipschitz condition (4.1a) trivially holds for linearly im-
plicit equation (S). In various discretizations it can be fulfilled for small temporal
stepsizes. Especially for the θ-method from Example 2.1.4 or the 2-stage θ-method
in Example 2.1.6, small values of θ ∈ [0, 1] ensure (4.1a).

Proposition 4.1.3. Letm ∈ N. Under Hypothesis 4.1.1 the following holds:

(a) The general forward solution ϕ to (S) exists on X .
(b) If B−1

k+1Ak ∈ L(Xk, Xk+1) and B−1
k+1fk(·, x′) : Xk → Xk+1, x′ ∈ Xk+1, is

continuous for all k ∈ I
′, then also ϕ is continuous.

(c) If B−1
k+1Ak ∈ L(Xk, Xk+1) and B−1

k+1fk ∈ Cm(Xk × Xk+1, Xk+1) for all
k ∈ I

′, then also ϕ(k;κ, ·) ∈ Cm(Xκ, Xk) for all κ ≤ k.

Proof. The claims (a) and (b) are an immediate consequence of Theorem 2.3.6,
while assertion (c) follows from Theorem 2.3.9. ��

Next we formulate a dual version of Proposition 4.1.3 for backward solutions.

Proposition 4.1.4. Let m ∈ N and suppose that (L0) satisfies (3.1a) with
B−1

k+1Ak ∈ GL(Xk, Xk+1), k ∈ I
′. If fk : Xk ×Xk+1 → Yk+1 fulfills

fk(Xk, Xk+1) ⊆ imBk+1,
∥
∥(B−1

k+1Ak)−1
∥
∥

L(Xk+1,Xk)
lip1B

−1
k+1fk < 1

for all k ∈ I
′, then the following holds:

(a) The general backward solution ϕ to (S) exists on X .
(b) In case B−1

k+1fk(x, ) : Xk+1 → Xk+1, x ∈ Xk, is continuous for all k ∈ I
′,

then ϕ is continuous.
(c) In case B−1

k+1fk ∈ Cm(Xk × Xk+1, Xk+1) for all k ∈ I
′, then one has the

inclusion ϕ(k;κ, ·) ∈ Cm(Xκ, Xk) for all k ≤ κ.

Proof. In order to construct backward solutions, we proceed as in Proposition 4.1.3
using Theorem B.1.1 for (a), (b), resp. Theorem B.1.5 for (c) applied to the fixed
point problem B−1

k+1Ak

[

x′ −B−1
k+1fk(x, x′)

]

= x for all k ∈ I
′, x′ ∈ Xk+1. ��

Having the variation of constants formula from Theorem 3.1.16 available, we can
prove dissipativity results for semilinear equations (S). While the Lipschitz condi-
tions assumed in Theorem 3.5.8 implied a condition for exponential stability (see
Remark 3.5.9(1)), we now are interested in boundedness properties:

Proposition 4.1.5. Suppose that beyond Hypothesis 4.1.1 the following holds:

(i) B−1
k+1Ak ∈ L(Xk, Xk+1), k ∈ I

′, and there exist K ≥ 1 and a : I → (0,∞)
with

‖Φ(k, l)‖L(Xl,Xk) ≤ Kea(k, l) for all l ≤ k. (4.1b)

(ii) There exist sequences βk, γk ≥ 0 and δ ∈ [0, 1/K) such that

∥
∥B−1

k+1fk(x, x′)
∥
∥

Xk+1
≤ βk + max

{

γk ‖x‖Xk
, δ ‖x′‖Xk+1

}

(4.1c)

for all k ∈ I
′, x ∈ Xk and x′ ∈ Xk+1.
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Then the general forward solution of (S) satisfies for all κ ≤ k, ξ ∈ Xκ that

‖ϕ(k;κ, ξ)‖Xk
≤ K

1− δK

(

e a+γK
1−δK

(k, κ) ‖ξ‖Xκ
+

k−1∑

l=κ

e a+γK
1−δK

(k, l + 1)βl

)

.

Proof. Thanks to Corollary 3.1.18(a) the forward evolution operator Φ for (L0) ex-
ists and is bounded. From Proposition 4.1.3(a) we know that the general forward
solution ϕ to (S) exists. For a fixed (κ, ξ) ∈ X we abbreviate ϕ(k) := ϕ(k;κ, ξ).
Thus, according to Theorem 3.1.16(a) the sequence ϕ satisfies

ϕ(k) (3.1h)= Φ(k, κ)ξ +
k−1∑

l=κ

Φ(k, l + 1)B−1
l+1fl(ϕ(l))

for all κ ≤ k, where we have abbreviated fl(ϕ(l) := fl(ϕ(l), ϕ′(l)) (see p. 54).
Passing over to the norms, we obtain

‖ϕ(k)‖
(4.1b)
≤ Kea(k, κ) ‖ξ‖+K

k−1∑

l=κ

ea(k, l + 1)
∥
∥
∥B−1

l+1fl(ϕ(l))
∥
∥
∥

(4.1c)
≤ Kea(k, κ) ‖ξ‖+K

k−1∑

l=κ

ea(k, l + 1)βl

+K
k−1∑

l=κ

ea(k, l + 1)γl ‖ϕ(l)‖+ δK
k−1∑

l=κ

ea(k, l+ 1) ‖ϕ′(l)‖ ,

abbreviating u(k) := ea(κ, k) ‖ϕ(k)‖ yields

u(k) ≤ K ‖ξ‖+K
k−1∑

l=κ

ea(κ, l + 1)βl +K
k−1∑

l=κ

γl

a(l)
u(l) + δK

k−1∑

l=κ

u′(l)

and from this we finally infer

u(k) ≤ K

1− δK

(

‖ξ‖+
k−1∑

l=κ

ea(κ, l + 1)βl

)

+
K

1− δK

k−1∑

l=κ

(
γl

a(l)
+ δ

)

u(l)

for all κ ≤ k. The Gronwall lemma in Proposition A.2.1(a) implies

u(k)
(A.2b)
≤ K

1− δK e1+b(k, κ) ‖ξ‖+
K

1− δK

k−1∑

l=κ

e1+b(k, l + 1)ea(κ, l+ 1)βl
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with b(k) := K
1−δK

(
γk

a(k) + δ
)

and consequently by Proposition A.1.2(b)

‖ϕ(k)‖
(A.1b)
≤ K

1− δK ea+ab(k, κ) ‖ξ‖+
K

1− δK

k−1∑

l=κ

ea+ab(k, l + 1)βl

for all κ ≤ k, which was our claim. ��

Corollary 4.1.6. Suppose ε > 0 is fixed and I is unbounded below. If the assump-
tions of Proposition 4.1.5 hold with the summability condition

ρk :=
k−1∑

l=−∞
e a+γK

1−δK
(k, l + 1)βl <∞ for all k ∈ I,

then the nonautonomous setA :=
{

(k, x) ∈ X : ‖x‖Xk
≤ ε+ Kρk

1−δK

}

is B̂-absor-

bing for every absorption universe

B̂ ⊆
{

B ⊆ X : lim
n→∞ e a+γK

1−δK
(k, k − n)

⎪⎪⎪⎪B(k − n)
⎪⎪⎪⎪ = 0 for all k ∈ I

}

,

and B̂-uniformly absorbing for every absorption universe

B̂ ⊆
{

B ⊆ X : lim
n→∞ sup

k∈I

e a+γK
1−δK

(k, k − n)
⎪⎪⎪⎪B(k − n)

⎪⎪⎪⎪ = 0
}

.

Proof. Using Proposition 4.1.5 this can be shown as Corollary 2.3.19. ��

Corollary 4.1.7. Let I be unbounded below. If beyond Hypothesis 4.1.1 the map-
pings B−1

k+1Ak , B−1
k+1fk satisfy (4.1c) and a Darbo condition with

q(k) := darB−1
k+1Ak + darB−1

k+1fk ∈ [0, 1] for all k ∈ I
′,

then the semilinear difference equation (S) is:

(a) B̂-contracting for every family

B̂ ⊆
{

B ⊆ S : lim
n→∞ eq(k, k − n)χk−n(B(k − n)) = 0 for all k ∈ I

}

.

(b) B̂-uniformly contracting, provided limn→∞ supk∈I
eq(k, k − n) = 0.

Proof. Let k ∈ I
′. By Proposition 4.1.3 the general forward solution ϕ of (S) exists

on X . Referring to the proof of Theorem 2.3.6 one constructs the generator ϕ̂k of ϕ
using the fixed point equation (2.3e), which in the present situation reads as

x = B−1
k+1Akξ +B−1

k+1fk(ξ, x) =: Tk(ξ, x) for all (k, ξ) ∈ X .
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Due to the assumed inequality (4.1c) its right-hand side Tk(·, x) is bounded for
every fixed x ∈ Xk+1 and [35, p. 39, Proposition 5.3(c)] guarantees

darTk ≤ darB−1
k+1Ak + darB−1

k+1fk = q(k) ≤ 1 for all κ ∈ I
′.

Hence, we can apply Corollary 2.3.8 yielding the claim. ��

This brings us to the main result of this section:

Theorem 4.1.8. Let q ∈ [0, 1), suppose that I is unbounded below, the family B̂
consists of all uniformly bounded nonautonomous sets and that beyond Hypothe-
sis 4.1.1 the following holds for all k ∈ I

′:

(i) B−1
k+1Ak ∈ L(Xk, Xk+1) satisfies (4.1b).

(ii) B−1
k+1fk(·, x′) : Xk → Xk+1, x′ ∈ Xk+1, is continuous with (4.1c).

(iii) supl∈I′ βl <∞ and one has the estimate a(k)+Kγk

1−Kδ ∈ [0, q].

If the semilinear equation (S) is B̂-contracting, then it possesses a uniformly
bounded global attractorA∗, which additionally satisfies

A∗(k) ⊆ B K sup
l∈I′ βl

(1−q)(1−Kδ)

(0, Xk) for all k ∈ I.

Proof. First of all, by Proposition 4.1.3 the general forward solution ϕ of (S) exists
and is continuous. Choose B ∈ B̂ and by assumption (iii) with Proposition A.1.2(d)
we get

e a+γK
1−δK

(k, k − n)
⎪⎪⎪⎪B(k − n)

⎪⎪⎪⎪ ≤ qn
⎪⎪⎪⎪B(k − n)

⎪⎪⎪⎪ −−−−→
n→∞ 0 uniformly in k ∈ I,

as well as
∑k−1

l=−∞ e a+γK
1−δK

(k, l + 1)βl ≤ supl∈I
βl

1−q for all k ∈ I. So Corollary 4.1.6

ensures that ϕ has a closed B̂-uniformly absorbing set A ∈ B̂, i.e., ϕ is uni-
formly bounded dissipative. We assumed that ϕ is B̂-contracting. Because A is
B̂-uniformly absorbing, for each B ∈ B̂ there exists an N = N(B) ≥ 0 such
that (cf. Definition 1.3.6(b))

γN
B (k) =

⋃

n≥N

ϕ(k; k − n,B(k − n)) ⊆ A(k) for all k ∈ I

and γN
B ⊆ A ∈ B̂. Thus, Proposition 1.2.30 implies that ϕ is B̂-asymptotically com-

pact. With this we have verified the assumptions of Theorem 1.3.9 and (S) admits
a global attractor A∗, which is uniformly bounded; in particular Theorem 1.3.9(b)
implies the claimed bound on the fibersA∗(k). ��
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4.2 Existence of Invariant Fiber Bundles

Every five years or so, if not more often, someone ‘discovers’ the theorem of
Hadamard and Perron, proving it by Hadamard’s method of proof, or by Perron’s.

D.V. Anosov (cf. [11])

For linear difference equations admitting an exponential splitting we have a solid un-
derstanding of their dynamical behavior. Indeed, by virtue of Remark 3.4.16 it was
possible to characterize the set of c±-bounded solutions using kernels and ranges
of associated invariant projectors – the invariant vector bundles form the skeleton
of the extended state space. Moreover, for autonomous equations these vector bun-
dles become generalized eigenspaces and can be determined using purely algebraic
methods.

In this section, we aim to extend the above observation to nonlinear equations,
yielding invariant fiber bundles. As explicated in the introduction to this chapter,
applications for invariant manifolds or fiber bundles cover local questions (behavior
near reference solutions in Sect. 4.6, linearization in Chap. 5) as well as global ones
(dynamics of dissipative equations in Sect. 4.7). For this reason, we need flexible
existence theorems which apply to both cases and carry most of the technical prepa-
rations. It is the goal of the present section to tackle this problem for a sufficiently
wide class of equations, namely semilinear equations as already considered above.

According to this, our intent is centered around semilinear equations

Bk+1x
′ = Akx+ fk(x, x′), (S)

which are understood as a perturbation of the linear homogeneous system

Bk+1x
′ = Akx. (L0)

Thus, it will be a standing assumption throughout the remaining chapter that (L0)
has an exponential splitting. The alert reader surely remembers that for autonomous
or periodic linear equations (L0), one can formulate the following crucial hypothesis
in terms of spectral properties for Ak, Bk (cf. Theorems 3.4.28 and 3.4.31).

Hypothesis 4.2.1. Suppose that Ak ∈ Hom(Xk, Yk+1), Bk ∈ Hom(Xk, Yk) has
an inverse with B−1

k+1Ak ∈ L(Xk, Xk+1), k ∈ I
′, and that the linear equation (L0)

admits a strongly regular exponentialN -splitting on I with N > 1, namely

S(A,B;P ) =
N−1⋃

i=0

(bi+1, ai),

where the sequences bi are bounded above. The associated Green’s functions are
abbreviated by Gi := GP i

1
, 1 ≤ i < N .

Remark 4.2.2. If a linear equation (L0) is B̂-contracting, B̂ denoting the family of
uniformly bounded subsets of X , then the pseudo-unstable vector bundles P i

1 are
finite-dimensional, as soon as bi ≥ 1 (cf. Proposition 3.4.24).
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In contrast to Sect. 4.1, we additionally impose that the nonlinearity fk satis-
fies a global Lipschitz condition, as opposed to the linear bound in (4.1c). It will
be demonstrated in the upcoming Sects. 4.6–4.7 how such a restrictive assumption
can be weakened when it comes to applications. Yet, we try to make our results as
explicit as possible, since quantitative results pay off when it comes to domain es-
timates of locally invariant fiber bundles (see Sect. 4.6) or dimension estimates for
inertial fiber bundles (see Sect. 4.7).

Conditions for solutions of implicit difference equations to exist have been given
throughout Sects. 2.2 and 2.3; moreover, the particular situation of semilinear equa-
tions (S) is addressed in Proposition 4.1.3. We, however, explicitly suppose the
existence of forward solutions in order to remain flexible:

Hypothesis 4.2.3. Let the general forward solution ϕ of equation (S) exist on X .
Suppose that fk : Xk × Xk+1 → Yk+1 fulfills fk(Xk, Xk+1) ⊆ imBk+1 for all
k ∈ I

′ and that we have the global Lipschitz estimates

Lj := sup
k∈I′

lipj B
−1
k+1fk <∞ for j = 1, 2. (4.2a)

Remark 4.2.4 (spectral gap condition). For an integer 1 ≤ i < N we require the

spectral gap condition that there exists a ςi ∈
(

0, �bi−ai	
2

)

such that

max
{

K−
i ,K

+
i

}

(L1 + �bi�L2)
1 + max

{

K−
i ,K

+
i

}

L2

< ςi, (Gi)

choose a fixed real number ς ∈
(

max
{

K−
i ,K

+
i

}

(L1 + �bi − ςi�L2) , ςi
)

and de-
fine intervals Γ̄i := [ai + ς, bi − ς].

(1) The gap condition (Gi) guarantees that neither the real interval for ς nor Γ̄i

itself is empty. If we introduce the function g : [0,∞)→ R by g(t) := t(L1+
bi�L2)
1+tL2

,

then (Gi) can be written as g(max
{

K−
i ,K

+
i

}

) < ςi. For later use we point out that
g is strictly increasing on [0,∞) from 0 to ∞. Thus, if g(t∗) < ςi holds for one
t∗ > 0, one surely has g(t) ≤ ςi for all t ∈ (0, t∗].

(2) For semi-implicit equations (S) the gap condition (Gi) simplifies to

max
{

K−
i ,K

+
i

}

L1 < ςi.

(3) In order to give an intuition for the crucial condition (Gi) we observe the
following: Assume a more classical situation in which the linear part (L0) is auton-
omous and generates a bounded discrete semigroup ((B−1A)k)k∈Z

+
0

on a common
space X = Xk. Referring to Theorem 3.4.28, an exponential dichotomy holds,
provided the spectrum σ(A,B) allows a decomposition σ(A,B) = σ+∪̇σ− into
disjoint spectral sets σ+, σ− ⊆ C such that maxz∈σ− |z| < ai < bi < infz∈σ+ |z|
with positive reals ai, bi (see Fig. 3.2). Moreover, we suppose (S) is linearly implicit,
i.e., one has L2 = 0 and (Gi) reduces to the above inequality. Hence, we are able
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to fulfill the spectral gap condition (Gi), if one of the following two conditions is
satisfied:

(i) For a given spectral gap bi − ai and ςi ∈
(

0, bi−ai

2

)

the nonlinear perturbation
fk is so weak that its Lipschitz constant L1 > 0 fulfills (Gi).

(ii) Given a fixed value forL1 > 0, the spectral gap bi−ai > 0 has to be sufficiently
large so that there exists a ςi ∈

(

0, bi−ai

2

)

satisfying (Gi).

Which of these perspectives (i) or (ii) is favorable, depends on the application. When
dealing with local questions, i.e., in the context of invariant fiber bundles associated
to fixed reference solutions (see Sect. 4.6), the first interpretation applies. For inertial
fiber bundles (see Sect. 4.7), which are global in nature, the second one is crucial.
Admittedly, the situation of (ii) changes for implicit nonlinearities, i.e., L2 > 0. In
fact, we still have to require a smallness condition on L2, no matter how large the
gap bi − ai in the spectrum is.

Remark 4.2.5 (growth condition). For 1 ≤ i < N we require the growth conditions

∃κ ∈ I : Γ+
κ (i) := sup

k∈Z
+
κ

∥
∥B−1

k+1fk(0, 0)
∥
∥

Xk+1
eai(κ, k) <∞, (Γ+

i )

∃κ ∈ I : Γ−
κ (i) := sup

k∈Z
−
κ

∥
∥B−1

k+1fk(0, 0)
∥
∥

Xk+1
ebi(κ, k) <∞, (Γ−

i )

provided the discrete interval I is unbounded above resp. below:
(1) If a constant Γ±

κ (i) exist for one κ ∈ I, then it exists for all κ ∈ I.
(2) Besides in Sect. 4.6, we do not assume that the nonlinearity fk(0, 0) van-

ishes identically on I
′. Rather, we weaken this frequently made assumption to an

exponential boundedness, i.e., the finite existence of Γ±
κ (i). More detailed, the con-

dition (Γ+
i ) is equivalent to the inclusion f·(0, 0) ∈ X+

κ,ai,B
, i.e., the sequence

B−1
·+1f·(0, 0) is a+i -bounded and dually (Γ−

i ) means f·(0, 0) ∈ X−
κ,bi,B

, i.e., the se-

quence B−1
·+1f·(0, 0) is b−i -bounded. By Lemma 3.3.26 this yields the implications

(Γ+
i ) ⇒ (Γ+

i−1), (Γ−
i−1)⇒ (Γ−

i ) for all 2 ≤ i < N.

We construct invariant fiber bundles of (S) using a functional analytical approach.
For this, let (κ, ξ) ∈ X , c : I → (0,∞) and suppose the discrete interval I is un-
bounded below. We aim to characterize the solutions of (S) which exist in backward
time and are c−-bounded. Choose a fixed 1 ≤ i < N . For given φ ∈ X−

κ,c, we for-
mally define a sequence-valued mapping – the so-called Lyapunov–Perron operator

T−
κ (φ; ξ) := Φ−

P i
1
(·, κ)P i

1(κ)ξ +
κ−1∑

n=−∞
Gi(·, n+ 1)B−1

n+1fn(φ(n)) (4.2b)

resembling the Lyapunov–Perron sums in Theorem 3.5.3(b). The backward evo-
lution operators Φ−

P i
1

of (L0) exist on P i
1 by the strongly regular splitting from

Hypothesis 4.2.1.
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The next lemma establishes a solid part of our notation:

Lemma 4.2.6. Assume Hypotheses 4.2.1 and 4.2.3. If (Γ−
i ) holds and c, d : I →

(0,∞) satisfy

c ∈ (ai, bi), 0� d ≤ c for one 1 ≤ i < N, (4.2c)

then the mapping T−
κ : X−

κ,c ×Xκ → X−
κ,d is well-defined with

∥
∥T−

κ (φ; ξ)
∥
∥
−
κ,d
≤ K−

i

∥
∥P i

1(κ)ξ
∥
∥

Xκ
+ Ci(c)

(

Γ−
κ (i) + L(c) ‖φ‖−κ,c

)

,

∥
∥Qi

1(κ)T
−
κ (κ, φ; ξ)

∥
∥

Xκ
≤ K

+
i Γ

−
κ (i)

�c− ai�
+ �+i (c) ‖φ‖−κ,c

(4.2d)

for all (κ, ξ) ∈ X , φ ∈ X−
κ,c and we have Lipschitz estimates

lip1Q
i
1(κ)T

−
κ (κ, ·) ≤ �+i (c), lip1 T

−
κ ≤ �i(c), lip2 T

−
κ ≤ K−

i (4.2e)

with the constants Ci(c) from Theorem 3.5.3 and

�i(c) := Ci(c)(L1 + �c�L2), L(c) := L1 + �c�L2,

�+i (c) :=
K+

i

�c− ai�
(L1 + �c�L2), �−i (c) :=

K−
i

�bi − c�
(L1 + �c�L2).

Proof. Let (κ, ξ) ∈ X be given and choose growth rates c, d : I → (0,∞) as
required in (4.2c). We begin with preparatory estimates. For a sequence φ ∈ X−

κ,c,
using the triangle inequality and (Γ−

i ), one has

∥
∥
∥B−1

n+1fn(φ(n))
∥
∥
∥

(4.2a)
≤

(

Γ−
κ (i) + L(c) ‖φ‖−κ,c

)

ec(n, κ) for all n ∈ Z
−
κ

as in the proof of Theorem 3.5.8 (cf. (3.5h)). Using the splitting estimates (3.4g),
we obtain almost identically to the proof of Theorem 3.5.3(b) that

∥
∥P i

1(k)T
−
κ (k, φ; ξ)

∥
∥ ed(κ, k) ≤ K−

i

∥
∥P i

1(κ)ξ
∥
∥+

K−
i

�bi − c�

(

Γ−
κ (i) + L(c) ‖φ‖−κ,c

)

∥
∥Qi

1(k)T
−
κ (k, φ; ξ)

∥
∥ ed(κ, k) ≤

K+
i

�c− ai�

(

Γ−
κ (i) + L(c) ‖φ‖−κ,c

)

for all k ∈ Z
−
κ (cf. Proposition A.1.2). Combining these two estimates, one de-

duces the inclusion T−
κ (φ; ξ) ∈ X−

κ,d as well as the first estimate (4.2d). The second
relation (4.2d) follows from the latter above estimate by setting k = κ. To prove the
Lipschitz estimates in (4.2e), let φ, φ̄ ∈ X−

κ,c and ξ, ξ̄ ∈ Xκ. We get from (3.4g) that

∥
∥P i

1(k)
[

T−
κ (k, φ; ξ)− T−

κ (k, φ̄; ξ)
]∥
∥

(4.2a)
≤ K−

i L(c)
�bi − c�

∥
∥φ− φ̄

∥
∥
−
κ,c
ec(k, κ)
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for all k ∈ Z
−
κ , and similarly

∥
∥Qi

1(k)
[

T−
κ (k, φ; ξ)− T−

κ (k, φ̄; ξ)
]∥
∥

(4.2a)
≤ K+

i L(c)
�c− ai�

∥
∥φ− φ̄

∥
∥
−
κ,c
ec(k, κ)

for all k ∈ Z
−
κ . Setting k = κ gives us the first relation in (4.2e). Multiplying both

above estimates with ed(κ, k), the definition of the norm ‖·‖−κ,d immediately yields
the Lipschitz condition for T−

κ (·; ξ), i.e., the middle relation of (4.2e). Finally, using
(4.2b), (3.4g), the remaining Lipschitz estimate in (4.2e) follows from

∥
∥T−

κ (k, φ; ξ)− T−
κ (k, φ; ξ̄)

∥
∥ ed(κ, k) ≤ K−

i

∥
∥ξ − ξ̄

∥
∥ for all k ∈ Z

−
κ .

This establishes Lemma 4.2.6. ��

By virtue of the Lyapunov–Perron operator T−
κ from (4.2b), we will characterize

the exponentially bounded solutions of (S) as its fixed points, and solve the corre-
sponding problem using the contraction mapping principle.

Lemma 4.2.7. Let (κ, ξ) ∈ X and assume Hypotheses 4.2.1 and 4.2.3 are fulfilled.
If (Γ−

i ) holds, a sequence c : I → (0,∞) satisfies (4.2c) and φ ∈ X−
κ,c, then for the

mapping T−
κ (·; ξ) : X−

κ,c → X−
κ,c the following statements are equivalent:

(a) φ solves the difference equation (S) with P i
1(κ)φ(κ) = P i

1(κ)ξ.
(b) φ is a solution of the fixed point equation

φ = T−
κ (φ; ξ). (4.2f)

Proof. Let (κ, ξ) ∈ X and define a sequence gk := fk(φ(k)) in Y for k ∈ I
′. As in

the above proof of Lemma 4.2.6 one has the estimate

∥
∥B−1

k+1gk
∥
∥ ≤

(

Γ−
κ (i) + L(c) ‖φ‖−κ,c

)

ec(k, κ) for all k ∈ Z
−
κ

with the constant L(c) from Lemma 4.2.6, and consequently g ∈ X−
κ,c,B.

(a) ⇒ (b) Let φ : Z
−
κ → X be a c−-bounded solution of (S) satisfying

P i
1(κ)φ(κ) = P i

1(κ)ξ. Then φ also solves the linear inhomogeneous difference
equation Bk+1x

′ = Akx+ gk and Theorem 3.5.3(b) implies assertion (b).
(b) ⇒ (a) Conversely, a fixed point of T−

κ (·, ξ) is a solution of the above lin-
ear inhomogeneous equation, and thus of the semilinear equation (S) satisfying the
relation P i

1(κ)φ(κ) = P i
1(κ)ξ. ��

Lemma 4.2.8. Let (κ, ξ) ∈ X and assume Hypotheses 4.2.1 and 4.2.3. If (Gi),
(Γ−

i ) hold and c ∈ Γ̄i, then T−
κ (·; ξ) : X−

κ,c → X−
κ,c has a unique fixed point

φκ(ξ) ∈ X−
κ,c. The fixed point mapping φκ : Xκ → X−

κ,c satisfies φκ(ξ) =
φκ(P i

1(κ)ξ) and:
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(a) φκ : Xκ → X−
κ,c is linearly bounded, i.e., for ξ ∈ Xκ it is

‖φκ(ξ)‖−κ,c ≤
K−

i

1− �i(c)
∥
∥P i

1(κ)ξ
∥
∥

Xκ
+
Ci(c)Γ−

κ (i)
1− �i(c)

,

∥
∥Qi

1(κ)φκ(κ, ξ)
∥
∥

Xκ
≤ K

+
i Γ

−
κ (i)

�c− ai�
+

�+i (c)
1− �i(c)

·

·
(

K−
i

∥
∥P i

1(κ)ξ
∥
∥

Xκ
+ Ci(c)Γ−

κ (i)
)

, (4.2g)

(b) φκ is globally Lipschitzian with

lipφκ ≤
K−

i

1− �i(c)
, lipQi

1(κ)φκ ≤
K−

i �
+
i (c)

1 − �i(c)
, (4.2h)

where the constants Ci(c), �i(c) ∈ [0, 1), �+i (c) are defined in Lemma 4.2.6.

Proof. Let (κ, ξ) ∈ X be given. The spectral gap condition (Gi) implies

�i(c) = max
{

K+
i

�c− ai�
,
K−

i

�bi − c�

}

L(c) ≤
max

{

K+
i ,K

−
i

}

ς
L(c) < 1 (4.2i)

for all c ∈ Γ̄i. Thus, from the middle estimate (4.2e) in Lemma 4.2.6 we know that
T−

κ (·; ξ) is a contraction on the Banach space X−
κ,c (cf. Lemma 3.3.25(a)) and the

contraction mapping theorem (see, for example, [295, p. 361, Lemma 1.1]) implies
the existence of a unique fixed point φκ(ξ) ∈ X−

κ,c. Furthermore, the claimed re-
lation φκ(ξ) = φκ(P i

1(κ)ξ) follows from the fact T−
κ (·; ξ) = T−

κ (·;P i
1(κ)ξ), and

consequently the fixed points of the two contractions coincide.
(a) Thanks to �i(c) < 1 (see (4.2i)), the first estimate (4.2g) follows from

‖φκ(ξ)‖−κ,c

(4.2f)=
∥
∥T−

κ (φκ(ξ); ξ)
∥
∥
−
κ,c

(4.2d)
≤ K−

i

∥
∥P i

1(κ)ξ
∥
∥ + Ci(c)

(

Γ−
κ (i) + L(c) ‖φκ(ξ)‖−κ,c

)

and the second estimate (4.2g) is a consequence of the above inequality and

∥
∥Qi

1(κ)φκ(κ, ξ)
∥
∥

(4.2f)=
∥
∥Qi

1(κ)T
−
κ (κ, φκ(ξ); ξ)

∥
∥

(4.2d)
≤ K+

i Γ
−
κ (i)

�c− ai�
+ �+i (c) ‖φκ(ξ)‖−κ,c for all ξ ∈ Xκ.

(b) Next we derive the Lipschitz estimates in (4.2h). Let ξ, ξ̄ ∈ Xκ be given and
from (4.2f), (4.2e) we obtain using the triangle inequality

∥
∥φκ(ξ)− φκ(ξ̄)

∥
∥
−
κ,c
≤ K−

i

∥
∥ξ − ξ̄

∥
∥ + �i(c)

∥
∥φκ(ξ)− φκ(ξ̄)

∥
∥
−
κ,c
,
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which yields the left relation in (4.2h). From (4.2f), (4.2b), (4.2e) one has

∥
∥Qi

1(κ)
[

φκ(κ, ξ)− φκ(κ, ξ̄)
]∥
∥ ≤ �+i (c)

∥
∥φκ(ξ)− φκ(ξ̄)

∥
∥
−
κ,c
,

and this in connection with the left estimate for φκ in (4.2h) established above, leads
to the remaining estimate claimed in (4.2h). ��

After these preparations we formulate and prove the main existence theorem for
invariant fiber bundles. It states that the vector bundles Qi

1 and P i
1 guaranteed by

Hypothesis 4.2.1 and Remark 3.4.17 resp. Remark 3.4.18 persist globally as invari-
ant fiber bundlesW+

i andW−
i overQi

1 and P i
1, resp., under nonlinear perturbations

as in Hypothesis 4.2.3. This includes the dynamical characterization from (3.4k)
and (3.4l).

Theorem 4.2.9 (of Hadamard–Perron). Assume Hypotheses 4.2.1 and 4.2.3 are
satisfied and that (Gi) holds for one 1 ≤ i < N .

(a) If I is unbounded above and (Γ+
i ) holds, then the nonautonomous set

W+
i :=

{

(κ, ξ) ∈ X : ϕ(·;κ, ξ) ∈ X+
κ,c

}

is a forward invariant fiber bundle of (S), which is independent of c ∈ Γ̄i and
possesses the representation as graph

W+
i =

{

(κ, η + w+
i (κ, η)) ∈ X : (κ, η) ∈ Qi

1

}

of a uniquely determined mapping w+
i : X → X with

w+
i (κ, ξ) = w+

i (κ,Qi
1(κ)ξ) ∈ P i

1(κ) for all (κ, ξ) ∈ X (4.2j)

and satisfying the invariance equation

w+
i (κ+ 1, η1) = B−1

κ+1Aκw
+
i (κ, η)

+P i
1(κ+ 1)B−1

κ+1fκ(η + w+
i (κ, η), η1 + w+

i (κ+ 1, η1)),

η1 = B−1
κ+1Aκη +B−1

κ+1fκ(η + w+
i (κ, η), η1 + w+

i (κ+ 1, η1))
(4.2k)

for all (κ, η) ∈ Qi
1, η1 ∈ Qi

1(κ+ 1). Furthermore, for all c ∈ Γ̄i it holds:

(a1) w+
i : X → X is linearly bounded, i.e., for (κ, ξ) ∈ X one has

∥
∥w+

i (κ, ξ)
∥
∥

Xκ
≤ K

−
i Γ

+
κ (i)

�bi − c�
+
�−i (c)

1− �i(c)

(

K+
i

∥
∥Qi

1(κ)ξ
∥
∥

Xκ
+ Ci(c)Γ+

κ (i)
)

,

(a2) w+
i (κ, ·) is globally Lipschitzian with lip2 w

+
i ≤ �̃+i (c).
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(b) If I is unbounded below and (Γ−
i ) holds, then the nonautonomous set

W−
i :=

{

(κ, ξ) ∈ X
∣
∣
∣
∣

there exists a solution φ : I → X of (S)
with φ(κ) = ξ ∈ Xκ and φ|

Z
−
κ
∈ X−

κ,c

}

is an invariant fiber bundle of (S), which is independent of c ∈ Γ̄i and possesses
the representation as graph

W−
i =

{

(κ, η + w−
i (κ, η)) ∈ X : (κ, η) ∈ P i

1

}

(4.2l)

of a uniquely determined mapping w−
i : X → X with

w−
i (κ, ξ) = w−

i (κ, P i
1(κ)ξ) ∈ Qi

1(κ) for all (κ, ξ) ∈ X

and satisfying the invariance equation

w−
i (κ+ 1, η1) = B−1

κ+1Aκw
−
i (κ, η)

+Qi
1(κ+ 1)B−1

κ+1fκ(η + w−
i (κ, η), η1 + w−

i (κ+ 1, η1)),

η1 = B−1
κ+1Aκη +B−1

κ+1fκ(η + w−
i (κ, η), η1 + w−

i (κ+ 1, η1))
(4.2m)

for all (κ, η) ∈ P i
1, η1 ∈ P i

1(κ+ 1). Furthermore, for all c ∈ Γ̄i it holds:

(b1) w−
i : X → X is linearly bounded, i.e., for (κ, ξ) ∈ X one has

∥
∥w−

i (κ, ξ)
∥
∥

Xκ
≤ K

+
i Γ

−
κ (i)

�c− ai�
+

�+i (c)
1− �i(c)

(

K−
i

∥
∥P i

1(κ)ξ
∥
∥

Xκ
+ Ci(c)Γ−

κ (i)
)

,

(4.2n)
(b2) w−

i (κ, ·) is globally Lipschitzian with lip2 w
−
i ≤ �̃−i (c),

where the constants Ci(c), �±i (c), �i(c) ∈ [0, 1) are defined in Lemma 4.2.6 and

�̃±i (c) := K±
i �∓i (c)

1−�i(c)
.

Remark 4.2.10. (1) The (forward) invariance ofW+
i andW−

i implies for all κ ≤ k
the relations

P i
1(k)ϕ(k;κ, ξ) = w+

i (k,Qi
1(k)ϕ(k;κ, ξ)) for all (κ, ξ) ∈ W+

i ,

Qi
1(k)ϕ(k;κ, ξ) = w−

i (k, P i
1(k)ϕ(k;κ, ξ)) for all (κ, ξ) ∈ W−

i .
(4.2o)

(2)W+
i is an invariant fiber bundle, if the general solution to (S) exists on X .

(3) The fiber bundle W+
i can be considered as set of all c+-bounded forward

solutions, while W−
i consists of c−-bounded backward solutions for (S). In detail,

given (κ1, ξ1), (κ2, ξ2) ∈ X we introduce the following equivalence relations onX :

• With κ := max {κ1, κ2} define (cf. Remark 3.4.17)

(κ1, ξ1) ∼+
i (κ2, ξ2) :⇔

{

there exist solutions φj : Z
+
κj
→ X to (S) with

φj(κj) = ξj and φ1 − φ2 ∈ X+
κ,c for all c ∈ Γ̄i.
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• With κ := min {κ1, κ2} define (cf. Remark 3.4.18)

(κ1, ξ1) ∼−
i (κ2, ξ2) :⇔

{

there exist solutions φj : Z
−
κj
→ X to (S) with

φj(κj) = ξj and φ1 − φ2 ∈ X−
κ,c for all c ∈ Γ̄i.

Provided we have a c±-bounded solution φ∗ : I → X of (S) with c ∈ Γ̄i, the
corresponding equivalence classes fulfill

[(κ, φ∗(κ))]
+
i =W+

i , [(κ, φ∗(κ))]
−
i = W−

i .

(4) It is possible to apply Theorem 4.2.9 in case of a linear function fk. In
this sense, Theorem 4.2.9 resembles our previous roughness result Theorem 3.6.5
for exponential splittings. However, the gap condition (Gi) appears to be weaker
than (3.6j).

Proof. Let (κ, ξ) ∈ X , we choose a fixed 1 ≤ i < N , c ∈ Γ̄i and abbreviate

P+(k) := IXk
− P i

1(k), P−(k) := P i
1(k),

P+ := Qi
i, P− := P i

i , (4.2p)

w±(κ, x) := w±
i (κ, x), W± := W±

i

for all k, κ ∈ I, x ∈ Xκ. This brief and intuitive notation will be useful later as well.
(a) Since the present part (a) of Theorem 4.2.9 can be proved along the same lines

as part (b) we present only a sketch of the proof. Analogously to Lemma 4.2.7, the
c+-bounded solutions of (S) can be characterized as fixed points of the Lyapunov–
Perron operator T+

κ : X+
κ,c ×Xκ → X+

κ,c,

T+
κ (φ; ξ) := Φ(·, κ)P+(κ)ξ +

∞∑

n=κ

Gi(·, n+ 1)B−1
n+1fn(φ(n)) (4.2q)

(cf. Theorem 3.5.3(a)). Here, the forward evolution operator Φ for (L0) exists
due to Lemma 3.3.6(a). In particular, under (Γ+

i ) corresponding counterparts to
our preparatory Lemmata 4.2.6, 4.2.7 and 4.2.8 hold true in the Banach space
X+

κ,c, where the proof of Lemma 4.2.7 relies on Theorem 3.5.3(a). It follows
from the spectral gap condition (Gi) that T+

κ (·, ξ), ξ ∈ Xκ, is a contraction
on the Banach space X+

κ,c (cf. Lemma 3.3.25(a)) and we denote its unique fixed
point by φ+

κ (ξ) ∈ X+
κ,c. Then the function w+(κ, ·) : Xκ → Xκ is defined by

w+(κ, ξ) := P−(κ)φ+
κ (κ, ξ).

(b) We want to show first that W− is an invariant fiber bundle of (S). By defini-
tion, for each pair of initial values (κ, ξ0) ∈ W− there exists a solution φ ∈ X−

κ,c

of (S) with φ(κ) = ξ0. Due to the uniqueness of forward solutions guaranteed
by Hypothesis 4.2.3, we have φ = ϕ(·; l, φ(l)); accordingly ϕ(·; l, φ(l)) is a c−-
bounded solution and this yields the inclusion ϕ(l;κ, ξ) ∈ W−(l) for all l ∈ Z

+
κ .

Conversely, for ξ1 ∈ W ′
−(κ) there exists a c−-bounded solution φ : I → X
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of (S) with φ′(κ) = ξ1. Obviously, ξ0 := φ(κ) ∈ W−(κ) and since the gen-
eral forward solutions exists, ξ1 = ϕ(κ + 1;κ, ξ0), i.e., we have the inclusion
ξ1 ∈ ϕ(κ+ 1;κ,W−(κ)).

Our Lemma 4.2.8 implies that the mapping T−
κ (·; ξ) : X−

κ,c → X−
κ,c has a

unique fixed point φκ(ξ) ∈ X−
κ,c. This fixed point is independent of the growth

rate c ∈ Γ̄i because one has the inclusion X−
κ,bi−ς ⊆ X−

κ,c (cf. Lemma 3.3.26)
and every T−

κ (·; ξ) : X−
κ,c → X−

κ,c possesses the same fixed point as the restric-
tion T−

κ (·; ξ)|X−
κ,bi−ς

. Furthermore, the fixed point φκ(ξ) is a solution of (S) on Z
−
κ

satisfying P−(κ)φκ(κ, ξ) = P−(κ)ξ (cf. Lemma 4.2.7). Now we define

w−(κ, ξ) := P+(κ)φκ(κ, ξ) (4.2r)

and immediately conclude w−(κ, ξ) ∈ P+(κ). In addition, (4.2b) and the relation
φκ(ξ) = φκ(P−(κ)ξ) in Lemma 4.2.8 imply

w−(κ, ξ) (4.2r)= P+(κ)φκ(κ, ξ) = P+(κ)φκ(κ, P−(κ)ξ) (4.2r)= w−(κ, P−(κ)ξ).

We now verify the representation (4.2l) and the invariance equation (4.2m).
(⊆) Let (κ, x0) ∈ W−, i.e., there exists a c−-bounded solution φ : I → X of

(S) with φ(κ) = x0. Then φ satisfies P−(κ)φ(κ) = P−(κ)x0 and is consequently
the unique fixed point of T−

κ (·;x0), i.e., φ = φκ(x0) (see Lemma 4.2.7). This, and
φκ(ξ) = φκ(P−(κ)ξ) (cf. Lemma 4.2.8), implies

x0 = P−(κ)φκ(κ, x0) + P+(κ)φκ(κ, x0) = P−(κ)x0 + P+(κ)φκ(κ, P−(κ)x0).

So, setting ξ := P−(κ)x0, we have x0 = ξ + P+(κ)φκ(κ, ξ) = ξ + w−(κ, ξ) by
(4.2r) and finally the first inclusion of (4.2l) is verified.

(⊇) On the other hand, let x0 ∈ Xκ be of the form x0 = ξ + w−(κ, ξ) for some
ξ ∈ P−(κ). Then

x0
(4.2r)= ξ + P+(κ)φκ(κ, ξ) = P−(κ)φκ(κ, ξ) + P+(κ)φκ(κ, ξ) = φκ(κ, ξ)

and therefore, φ = φκ(ξ) is a c−-bounded solution of (S) with φ(κ) = x0.
With points (κ, ξ0) ∈ W−, κ ∈ I

′, the invariance ofW− (i.e., (4.2o)) implies the
relation ϕ(k;κ, ξ0) = P−(k)ϕ(k;κ, ξ0)+w−(k, P−(k)ϕ(k;κ, ξ0)) and multiplica-
tion with P+(k) yields P+(k)ϕ(k;κ, ξ0) = w−(k, P−(k)ϕ(k;κ, ξ0)) for k ∈ Z

−
κ .

We set k = κ+ 1 and the solution identity for (S) eventually implies the invariance
equation (4.2m).

(b1) We obtain (4.2n) from Lemma 4.2.8(a), since (4.2r) yields

∥
∥w−(κ, ξ)

∥
∥

(4.2g)
≤ �̃−i (c) ‖P−(κ)ξ‖ +

K+
i Γ

−
κ (i)

�c− ai�
+
Ci(c)Γ−

κ (i)�+i (c)
1− �i(c)

.
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(b2) To prove the claimed Lipschitz estimate, consider ξ, ξ̄ ∈ Xκ and corre-
sponding fixed points φκ(ξ), φκ(ξ̄) ∈ X−

κ,c of T−
κ (·; ξ) and T−

κ (·; ξ̄), respectively.
One obtains from Lemma 4.2.8(b) that

∥
∥w−(κ, ξ)− w−(κ, ξ̄)

∥
∥

(4.2r)=
∥
∥P+(κ)

[

φκ(κ, ξ)− φκ(κ, ξ̄)
]∥
∥

(4.2h)
≤ �̃−i (c)

∥
∥ξ − ξ̄

∥
∥

and this finishes the present proof of Theorem 4.2.9. ��

It can be seen that the gap condition (Gi) is optimal in the following sense:

Example 4.2.11 (optimal spectral gap). Let reals 0 < α < 1 < β and ε be given.
For X = Z× R

2 we consider an autonomous explicit difference equation (S) with

Ak :≡
(
α 0
0 β

)

, Bk :≡ IR2 , fk(x) := ε
(
−x2

x1

)

.

The linear part (L0) is hyperbolic on Z and for the nonlinearity we obtain the
Lipschitz constant lip fk = |ε|. The right-hand side of x′ = Akx + fk(x) can
be written as linear system x′ =

( α ε
ε β

)

x, whose coefficient matrix has the two

eigenvalues 1
2

(

α+ β ±
√

(β − α)2 − 4ε2
)

. Thus, the origin is a saddle, precisely

as long as |ε| < β−α
2 and this is equivalent to the spectral gap condition (Gi). For

nonlinearities with |ε| ≥ β−α
2 the origin becomes a sink or a source (depending

on the value α+β
2 ) and we do not have invariant fiber bundles given by graphs over

images of nontrivial projectors as postulated in Theorem 4.2.9.

Our next observation is that the invariant fiber bundlesW±
i from Theorem 4.2.9

are nested, which means they are ordered w.r.t. the set inclusion.

Corollary 4.2.12. Let 1 ≤ i∗ < N and S(A,B;P ) be minimal.

(a) In case I is unbounded above, (Γ+
i∗ ) and (Gi) for 1 ≤ i ≤ i∗ hold, we obtain

the pseudo-stable hierarchy of forward invariant fiber bundles,

W+
i∗ ⊂ W

+
i∗−1 ⊂ . . . ⊂ W+

1 ⊂ X .

(b) In case I is unbounded below, (Γ−
i∗ ) and (Gi) for i∗ ≤ i < N hold, we obtain

the pseudo-unstable hierarchy of invariant fiber bundles,

W−
i∗ ⊂ W

−
i∗+1 ⊂ . . . ⊂ X .

Proof. From Remark 4.2.5(2) we see that the growth condition (Γ−
i∗ ) implies (Γ+

i )
for all 1 ≤ i ≤ i∗. Thus, by Theorem 4.2.9(a) there exist forward invariant
fiber bundles W+

i consisting of c+i -bounded forward solutions. The growth rates
ci ∈ Γ̄i fulfill ci+1 � ci and therefore claim (a) follows from the embed-
dings in Lemma 3.3.26. The pseudo-unstable hierarchy in (b) can be established
analogously. ��
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Generally speaking, through a given point (κ, ξ) ∈ X there may exist no or
a multiple number of backward solutions of (S). The next result ensures that for
(κ, ξ) ∈ W−

i , exactly one of them lies on the fiber bundle W−
i and that ϕ(k;κ, ·)

is Lipschitzian between the fibers of W−
i . Moreover, it relates the dynamics of

equation (S) to a reduced equation (the so-called W−
i -reduced equation), which

is finite-dimensional provided dimP i
1 <∞.

Corollary 4.2.13 (W−
i -reduced equation). The general solution ϕ of (S) exists

onW−
i . Moreover, the so-calledW−

i -reduced equation

Bk+1x
′ = Akx+Bk+1P

i
1(k+1)B−1

k+1fk(x+w−
i (k, x), x′+w−

i (k+1, x′)) (4.2s)

in the pseudo-unstable vector bundle P i
1 has the following properties:

(a) Its general solution ϕ̂ exists on P i
1 and ϕ is related to ϕ̂ by virtue of

ϕ̂(k;κ, ξ) = P i
1(k)ϕ(k;κ, ξ + w−

i (κ, ξ)) for all (k, κ, ξ) ∈ I× P i
1.

(b) Under the condition K−
i max

{

1, �̃−i (c)
}(

L1
bi(k) + L2

)

< 1 for all k ∈ I and

a fixed c ∈ Γ̄i, one has the following Lipschitz estimate for all k ∈ Z
−
κ ,

lipϕ(k;κ, ·)|W−
i (κ) ≤ K

−
i max

{

1, �̃−i (c)
}(

1 + L2 max
{

1, �̃−i (c)
})

eb̂i
(k, κ),
(4.2t)

where b̂i(k) := bi(k)−K+
i max

{

1, �̃−i (c)
}

(L1 + bi(k)L2).

Proof. Let κ ∈ I be given and choose c ∈ Γ̄i. First of all, we prove that the general
solution ϕ of (S) exists on W−

i . Due to the invariance of W−
i we know that the

mapping ϕ(κ + 1;κ, ·) : W−
i (κ) → W−

i (κ + 1) is onto. Let us show now that
the inverse of this mapping is given by ξ �→ φκ+1(κ, ξ), with the φκ+1(ξ) from
the proof of Theorem 4.2.9(b). Indeed, for each ξ ∈ W−

i (κ + 1) there exists a c−-
bounded solution of (S), given by φκ+1(ξ) : Z

−
κ+1 → X, and Lemma 4.2.7 yields

ξ = P i
1(κ+ 1)ξ + w−

i (κ+ 1, P i
1(κ+ 1)ξ)

(4.2r)= P i
1(κ+ 1)ξ +Qi

1(κ+ 1)φκ+1(κ+ 1, ξ) = φκ+1(κ+ 1, ξ).

Since the sequence φκ+1(ξ) is a solution of (S), one has ϕ(κ+ 1;κ, φκ+1(κ, ξ)) =
φκ+1(κ+1, ξ) = ξ. It remains to derive the relation φκ+1(κ, ϕ(κ+1, κ, ξ)) = ξ for
all ξ ∈ W−

i (κ). For this purpose, we define ψ(κ+1) := ϕ(κ+1;κ, ξ) and ψ(k) :=
φκ+1(k + 1, ξ) for k ≤ κ. Then ψ : Z

−
κ+1 → X is a c−-bounded solution of (S)

and again Lemma 4.2.7 implies ψ(κ) = φκ+1(κ, ψ′(κ)) = φκ+1(κ, ϕ(κ;κ+1, ξ)).
Noting that ψ(κ) = φκ+1(κ + 1, ξ) = ξ holds we are done. Hence, each mapping
ϕ(κ+ 1;κ, ·) :W−

i (κ) →W−
i (κ+ 1) is bijective and therefore ϕ exists onW−

i .
(a) By multiplying the solution identity for ϕ with P i

1(k + 1), using (3.3h) and
the invariance of W−

i given in (4.2o), it is easily seen that the relation between ϕ
and ϕ̂ holds and that ϕ̂ is defined on P i

1, yielding the assertion (a).
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(b) Finally, it remains to prove the Lipschitz estimate (4.2t). We pick two points
ξ1, ξ2 ∈ W−

i (κ) and the invariance ofW−
i implies

ϕ(k;κ, ξj)
(4.2o)= ϕ̂(k;κ, P i

1(κ)ξj) + w−
i (k, ϕ̂(k;κ, P i

1(κ)ξj)) for all k ∈ I

and j = 1, 2, which, in turn, using Theorem 4.2.9(b2) yields the estimate

|ϕ(k;κ, ξ1)− ϕ(k;κ, ξ2)|i
≤ max

{

1, lip2 w
−
i

} ∥
∥ϕ̂(k;κ, P i

1(κ)ξ1)− ϕ̂(k;κ, P i
1(κ)ξ2)

∥
∥

for all k ∈ I. To obtain an estimate for the difference ϕ̂(k;κ, ξ̄1)− ϕ̂(k;κ, ξ̄2) with
ξ̄1, ξ̄2 ∈ P i

1(κ), we remark that Φ(k, l) is an isomorphism between the fibers of P i
1

(cf. Lemma 3.3.6(b)). If we abbreviate ϕ̂j(k) := ϕ̂(k;κ, ξ̄j), then the variation of
constants formula from Theorem 3.1.16(b) and Remark 3.1.17(1) yields

ϕ̂j(k) = Φ(k, κ)ξ̄j −
κ−1∑

n=k

Φ(k, n+ 1)P i
1(n+ 1)B−1

n+1·

· fn
(

ϕ̂j(n) + w−
i (n, ϕ̂j(n)), ϕ̂j(n+ 1) + w−

i (n+ 1, ϕ̂j(n+ 1))
)

for all k ∈ Z
−
κ and j = 1, 2. Thus, setting u(k) := ‖ϕ̂1(k)− ϕ̂2(k)‖, the relations

(3.4g), (4.2a) imply the inequality

u(k)ebi(κ, k) ≤K−
i

∥
∥ξ̄1 − ξ̄2

∥
∥ +K−

i L1 max
{

1, lip2 w
−
i

}
κ−1∑

n=k

ebi(κ, n+ 1)u(n)

+K−
i L2 max

{

1, lip2 w
−
i

}
κ−1∑

n=k

ebi(κ, n+ 1)u′(n)

≤K−
i

[

1 + L2 max
{

1, lip2 w
−
i

}] ∥
∥ξ̄1 − ξ̄2

∥
∥

+K−
i max

{

1, lip2 w
−
i

}
κ−1∑

n=k

(
L1

bi(n)
+ L2

)

ebi(κ, n)u(n)

for all k ∈ Z
−
κ , so that our assumption allows us to apply Gronwall’s lemma in

backward time (cf. Proposition A.2.1(b)), which leads to

u(k) ≤ K−
i

[

1 + L2 max
{

1, lip2 w
−
i

}]

eb̂i
(k, κ)

∥
∥ξ̄1 − ξ̄2

∥
∥

for all k ≤ κ. Thanks to Theorem 4.2.9(b2), this finally implies (4.2t). ��

Before proceeding, we need a technical result for later purpose in Sect. 4.7. It
states that the general forward solution ϕ of (S) satisfies a Lipschitz estimate, if the
linear part of the W−

i -reduced equation (4.2s) has bounded forward growth. Note
that the required estimate becomes void for explicit equations.
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Corollary 4.2.14. Let I = Z, Ki ≥ 1 and āi : Z → (0,∞). If

∥
∥Φ(k, l)P i

1(l)
∥
∥

L(Pi
1(l),Pi

1(k))
≤ Kieāi(k, l) for all l ≤ k

andKiL2 max
{

1, �̃−i (c)
}

< 1 for a fixed c ∈ Γ̄i, then the Lipschitz estimate

lipϕ(k;κ, ·)|W−
i (κ) ≤

Ki max
{

1, �̃−i (c)
}

1−KiL2 max
{

1, �̃−i (c)
}eâi(k, κ) for all k ∈ Z

+
κ

holds, where âi(k) := āi(k) +
(

1 +
Ki max{1,�̃−i (c)}

1−KiL2 max{1,�̃−i (c)}

)

(L1 + āi(k)L2).

Proof. The argument follows along the lines to infer (4.2t): The difference is to
apply results in forward time k ∈ Z

+
κ , namely the variation of constants for-

mula for (4.2s) from Theorem 3.1.16(a) and the Gronwall’s lemma in Proposition
A.2.1(a). ��

The bundlesW−
i andW+

i intersect along exponentially bounded solutions.

Corollary 4.2.15. Let I = Z, 1 ≤ i < N and assume c, d : Z → (0,∞) satisfy
c, d ∈ Γ̄i. If beyond (Γ+

i ) and (Γ−
i ) also the strengthened gap condition

2 max
{

K−
i ,K

+
i

}

(L1 + �bi�L2)
1 + 2 max

{

K−
i ,K

+
i

}

L2

< ςi (4.2u)

holds, then (S) has a unique c, d-bounded solution φ∗ : Z → X and beyond
[(κ, φ∗(κ))]±i = W±

i , κ ∈ Z, one hasW+
i ∩W−

i = φ∗.

Remark 4.2.16. (1) From Remark 4.2.4(1) one sees that (4.2u) implies (Gi).
(2) Under the assumption fk(0, 0) ≡ 0 on Z, the fiber bundles W+

i and W−
i

intersect along the trivial solution, i.e.,W+
i ∩W−

i = Z× {0}.

Proof. Given c, d ∈ Γ̄i we proceed in two steps:
(I) We first show that Theorem 3.5.10 is applicable to equation (S). For this,

we observe that gk := fk(0, 0) satisfies the inclusion g ∈ Xai,bi,B ⊆ Xc,d,B

(cf. Lemma 3.3.26) due to (Γ±
i ). Moreover, the constant Di(c, d) defined in

Theorem 3.5.4 fulfills the estimateDi(c, d) ≤ 2
ς max

{

K+
i ,K

−
i

}

and from

(L1+L2 max {�c� , �d�})Di(c, d) ≤ (L1+L2 �bi�−L2ςi)Di(c, d)
2 max{K−

i ,K+
i }

ςi

we see that (4.2u) implies the condition (3.5j). Thus, our semilinear equation (S)
admits a unique c, d-bounded solution φ∗ : Z → X.
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(II) Let κ ∈ Z be arbitrary. Then the above Theorem 4.2.9 immediately yields
that the c, d-bounded complete solution φ∗ must satisfy φ∗(κ) ∈ W−

i (κ)∩W+
i (κ).

Conversely, a point in the intersection ξ ∈ W−
i (κ)∩W+

i (κ) is an initial value for a
c, d-bounded solution to (S). Since such solutions are uniquely determined by step
(I), we have φ∗(κ) = ξ and thus the assertion follows. ��

Our next intention is to have a look at nontrivial intersections and to show that
also the extended hierarchy from Remark 3.4.19 persists under weak perturbations:

Proposition 4.2.17 (intersection of invariant fiber bundles). Let I = Z and as-
sume Hypotheses 4.2.1, 4.2.3 hold. For pairs (i, j) with 1 < i ≤ j < N satisfying
(Γ+

i−1), (Γ−
j ) and the strengthened spectral gap conditions

(K+
nK

−
n + max {K−

n ,K
+
n }) (L1 + �bn�L2)

1 + (K+
nK

−
n + max

{

K−
n ,K

+
n

}

)L2

< ς̄n (G̃n)

for n ∈ {i− 1, j}, the nonautonomous set

Wj
i :=

{

(κ, ξ) ∈ X
∣
∣
∣
∣

there exists a solution φ : Z → X of
(S) with φ(κ) = ξ ∈ Xκ and φ ∈ Xc,d

}

is a forward invariant fiber bundle for (S), which is independent of c ∈ Γ̄i−1, d ∈ Γ̄j

and possesses the representation as graph

Wj
i = W+

i−1 ∩W−
j =

{

(κ, η + wj
i (κ, η)) ∈ X : (κ, η) ∈ Uj

i

}

(4.2v)

of a uniquely determined mapping wj
i : X → X with

wj
i (κ, ξ) = wj

i (κ, P
j
i (κ)ξ) ∈ Qj

i (κ) for all (κ, ξ) ∈ X .

Furthermore, it holds:

(a) wj
i : X → X is linearly bounded, i.e., for all (κ, ξ) ∈ X one has

∥
∥
∥w

j
i (κ, ξ)

∥
∥
∥

Xκ

≤ 2�ij(c, d)
1− �ij(c, d)

∥
∥
∥P

j
i (κ)ξ

∥
∥
∥

Xκ

+
2

1− �ij(c, d)
max

{(

K−
i−1

�bi−1 − d�
+
�−i−1(d)Ci−1(d)

1− �i−1(d)

)

Γ+
κ (i− 1),

(

K+
j

�c− aj�
+
�+j (c)Cj(c)
1− �j(c)

)

Γ−
κ (j)

}

.
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(b) wj
i (κ, ·) is globally Lipschitzian with lip2 w

j
i ≤

2�ij(c,d)
1−�ij(c,d) ,

where the constants Ci(c), �±i (c), �i(c) ∈ [0, 1) are defined in Lemma 4.2.6, �̃±i (c)

is given in Theorem 4.2.9 and �ij(c, d) := max
{

�̃+i−1(c), �̃
−
j (d)

}

∈ [0, 1).

Remark 4.2.18. (1) Under the conventions W+
0 = Q0

1 = X , W−
N = PN

1 = X
(provided N < ∞), the intersection (4.2v) extends to the cases i = 1, j = N and
one obtainsWj

1 = W−
j ,WN

i = W+
i−1 (providedN <∞).

(2) By Remark 4.2.4(1) one sees that (G̃n) for n ∈ {i− 1, j} implies both the
spectral gap conditions (Gi−1) and (Gj). Moreover, (G̃i) is sufficient for (4.2u).

(3) The fiber bundle Wj
i consists of all c, d-bounded complete solutions to (S).

More detailed, given a complete solution φ∗ ∈ Xc,d with c ∈ Γ̄i−1, d ∈ Γ̄j , as in
Remark 3.4.19 we define the equivalence relation

(κ1, ξ1) ∼j
i (κ2, ξ2) :⇔

⎧

⎪⎪⎨

⎪⎪⎩

there exist complete solutions φj : Z → X to

(S) with φj(κj) = ξj and φ2 − φ1 ∈ Xc,d for

all ai−1 � c ≤ bi−1 and aj � d ≤ bj ,

whose equivalence classes [·]ji satisfy Wj
i = [(κ, φ∗(κ))]

j
i for all κ ∈ Z.

(4) The (forward) invariance ofWj
i guarantees

Qj
i (k)ϕ(k;κ, ξ) = wj

i (k, P
j
i (k)ϕ(k;κ, ξ)) for all (κ, ξ) ∈ Wj

i , κ ≤ k.

(5) Another possibility to construct the desired mapping wj
i : X → X is using

the Lyapunov–Perron operator T±
κ : Xc,d ×Xκ → Xc,d,

T±
κ (φ, η) := Φ(·, κ)P j

i (κ)η +
k−1∑

n=−∞
Φ(k, n+ 1)Qj−1

1 (n+ 1)B−1
n+1fn(φ(n))

+
k−1∑

n=κ

Φ(k, n+ 1)P j
i (n+ 1)B−1

n+1fn(φ(n))

−
∞∑

n=κ

Φ(k, n+ 1)P i−1
1 (n+ 1)B−1

n+1fn(φ(n)).

Applying methods as previously in this section, T±
κ (·, η) turns out to be a contrac-

tion on Xc,d. Having the unique fixed point φκ(η) ∈ Xc,d at hand,Wj
i is the graph

of the unique mappingwj
i (κ, η) :=

[

Qj−1
1 (κ)+P i−1

1 (κ)
]

φκ(η) over Pj
i . However,

our construction of the fiber bundleWj
i is more geometrical in nature.
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Proof. We suppose 1 < i ≤ j < N and subdivide the proof into several steps:
(I) Our Theorem 4.2.9 guarantees the existence of two fiber bundles W+

i−1 and
W−

j . Here, thanks to our assumption (G̃n), one sees from Theorem 4.2.9(a2) and
(b2) that the corresponding functions w+

i−1 and w−
j satisfy

lip2 w
+
i−1 ≤ �̃+i−1(c) < 1, lip2 w

−
j ≤ �̃−j (d) < 1

and consequently �ij(c, d) < 1 for all c ∈ Γ̄i−1, d ∈ Γ̄j . Having this at our disposal,
for every κ ∈ Z we define the operator Tκ : X2

κ ×Xκ → X2
κ by

Tκ(x, z; y) :=
(

w+
i−1(κ, z + y), w−

j (κ, x+ y)
)

. (4.2w)

Considering y ∈ Xκ as a fixed parameter, thanks to the estimate

‖Tκ(x, z; y)− Tκ(x̄, z̄; y)‖ (??)= max
{∥
∥w+

i−1(κ, z + y)− w+
i−1(κ, z̄ + y)

∥
∥ ,

∥
∥w−

j (κ, x+ y)− w−
j (κ, x̄+ y)

∥
∥
}

≤ �ij(c, d)
∥
∥
(

x− x̄, z − z̄
)∥
∥ for all x, x̄, z, z̄ ∈Xκ,

the operator Tκ(·, y) : X2
κ → X2

κ is a uniform contraction in y ∈ Xκ. Similarly, we
deduce from Theorem 4.2.9(a2) and (b2) that lip3 Tκ ≤ �ij(c, d) and the uniform
contraction principle in Theorem B.1.1 ensures that there exists a unique fixed point
Υi,j(κ, y) = (Υ+

i,j , Υ
−
i,j)(κ, y) ∈ X2

κ of Tκ(·, y).
(II) Now we infer the representation (4.2v) of Wj

i as graph of a function wj
i

over Pj
i . From Theorem 4.2.9(a) we know that a point (κ, x0) ∈ X is contained in

W+
i−1, if and only if there exists a ξ0 ∈ Qi−1

1 (κ) such that x0 = ξ0 + w+
i−1(κ, ξ0)

and accordingly Qi−1
1 (κ)x0 = ξ0 + Qi−1

1 (κ)w+
i−1(κ, x0) = ξ0 (cf. (4.2j)). This

yields (κ, x0) ∈ W+
i−1 if and only if x0 = Qi−1

1 (κ)x0 + w+
i−1(κ,Q

i−1
1 (κ)x0).

Analogously from Theorem 4.2.9(b) we have the inclusion (κ, x0) ∈ W−
j if and

only if x0 = P j
1 (κ)x0+w−

j (κ, P j
1 (κ)x0). The unique decomposition x0 = ξ+η+ζ

into ξ ∈ Qi−1
1 (κ), η ∈ Pj

i (κ), ζ ∈ Pj
1(κ) leads to the equivalence

(κ, x0) ∈ Wj
i ⇔ x0 = Qi−1

1 (κ)x0 + w+
i−1(κ,Q

i−1
1 (κ)x0) and

x0 = P j
1 (κ)x0 + w−

j (κ, P j
1 (κ)x0)

⇔ ζ = w+
i−1(κ, ξ + η) and ξ = w−

j (κ, η + ζ)
(4.2w)⇔ (ξ, ζ) = Tκ(ξ, ζ; η),
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i.e., the pair (ξ, ζ) ∈ Qi−1
1 (κ) × Pj

1(κ) is a fixed point of Tκ(·; η); from the above
step (I) it is uniquely determined by Υi,j(κ, η). As a result, if we definewj

i (κ, x0) :=
Υ+

i,j(κ, P
j
i (κ)x0)+Υ−

i,j(κ, P
j
i (κ)x0) for (κ, x0) ∈ X , then the representation (4.2v)

holds. Moreover, by construction one has

wj
i (κ, P

j
i (κ)x0) = wj

i (κ, x0) = w+
i−1(κ, x0) + w−

j (κ, x0) ∈ Qj
i (κ).

The fiber bundle Wj
i is forward invariant, because for (κ, x0) ∈ Wj

i we obtain
ϕ(·;κ, x0) ∈ X+

κ,c, as well as the existence of a d−-bounded solution φ : Z → X of
(S) with φ(κ) = x0 for all c ∈ Γ̄i−1, d ∈ Γ̄j . Then the semigroup property (2.3a)
implies that ϕ(·; k0, ϕ(k0;κ, x0)), k0 ∈ Z

+
κ , is also c+- and d−-bounded (in the

sense above), and therefore (k0, ϕ(k0;κ, x0)) ∈ Wj
i .

(a) Let (κ, x) ∈ X . In order to establish the linear bound for wj
i (κ, x) we point

out that the inclusionsw+
i−1(κ, x) ∈ P i−1

1 (κ) and w−
j (κ, x) ∈ Qj

1(κ) readily imply

the inclusion Υ+
i,j(κ, x) ∈ P i−1

1 (κ) resp. Υ−
i,j(κ, x) ∈ Q

j
1(κ). Therefore, the fixed

point relation for Υ+
i,j(κ, x) and Theorem 4.2.9(a1) yields the estimate

∥
∥Υ+

i,j(κ, y)
∥
∥

(4.2w)=
∥
∥w+

i−1(κ, Υ
−
i,j(κ, y) + y)

∥
∥

≤
K−

i−1Γ
+
κ (i− 1)

�bi−1 − c�
+

�−i−1(c)
1− �i−1(c)

[

K+
i−1

∥
∥Qi−1

1 (κ)
(

Υ−
i,j(κ, y) + y

)∥
∥

+ Ci−1(c)Γ+
κ (i− 1)

]

,

≤
K−

i−1Γ
+
κ (i− 1)

�bi−1 − c�
+

�−i−1(c)
1− �i−1(c)

[

K+
i−1

(∥
∥Qi−1

1 (κ)y
∥
∥ +

∥
∥Υ−

i,j(κ, y)
∥
∥
)

+ Ci−1(c)Γ+
κ (i− 1)

]

,

while correspondingly Theorem 4.2.9(b1) leads to

∥
∥Υ−

i,j(κ, y)
∥
∥

(4.2w)=
∥
∥w−

j (κ, Υ+
i,j(κ, y) + y)

∥
∥

≤
K+

j Γ
−
κ (j)

�d− aj�
+

�+j (d)
1− �j(d)

[

K−
j

∥
∥
∥P

j
1 (κ)

(

Υ+
i,j(κ, y) + y

)
∥
∥
∥

+ Cj(d)Γ−
κ (j)

]

≤
K+

j Γ
−
κ (j)

�d− aj�
+

�+j (d)
1− �j(d)

[

K−
j

(∥
∥
∥P

j
1 (κ)y

∥
∥
∥ +

∥
∥Υ+

i,j(κ, y)
∥
∥

)

+ Cj(d)Γ−
κ (j)

]
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for all y ∈ Xκ. Using (??), this equips us with the relation

∥
∥
∥

(

Υ+
i,j(κ, y), Υ

−
i,j(κ, y)

)∥
∥
∥

≤ max
{

K−
i−1Γ+

κ (i−1)

�bi−1−c	 +
�−i−1(c)

1−�i−1(c)

[

K+
i−1

∥
∥Qi−1

1 (κ)y
∥
∥ + Ci−1(c)Γ+

κ (i− 1)
]

,

K+
j Γ−

κ (j)

�d−aj	 +
�+j (d)

1−�j(d)

[

K−
j

∥
∥
∥P

j
1 (κ)y

∥
∥
∥ + Cj(d)Γ−

κ (j)
]}

+�ij(c, d)
∥
∥
∥

(

Υ+
i,j(κ, y), Υ

−
i,j(κ, y)

)∥
∥
∥ for all y ∈ Xκ

and by definition of wj
i we can use the elementary inequality

a+ b ≤ 2 max {a, b} for all a, b ≥ 0, (4.2x)

in order to deduce the estimate claimed in assertion (a).
(b) From Theorem B.1.1(b) we know that Υi,j(κ, ·) : Xκ → X2

κ fulfills the

Lipschitz estimate lip2 Υi,j ≤ �ij(c,d)
1−�ij(c,d) and as a result of (4.2x) the assertion (b)

yields. ��

For the sake of completeness we also state that the extended hierarchy of in-
variant vector bundles from Corollary 3.3.18 persists under nonlinear perturbations
yielding the promised (N+2)(N−1)

2 nontrivial invariant fiber bundles of (S). Using
the conventions explained in Remark 4.2.18(1) we consequently have

Corollary 4.2.19 (hierarchy of invariant fiber bundles). Let S(A,B;P ) be mini-
mal. If (Γ±

n ) and the strengthened spectral gap condition (G̃n) hold for 1 ≤ n < N ,
then:

(a) One has the inclusionsWj
i−1 ⊃ W

j
i ⊂ W

j+1
i for all 1 < i ≤ j < N .

(b) In case N <∞ one has the extended hierarchy

W1
1 ⊂ W2

1 ⊂ . . . ⊂ WN−1
1 ⊂ X

∪ ∪ ∪
W2

2 ⊂ . . . ⊂ WN−1
2 ⊂ WN

2

∪ ∪
. . .

...
...

∪ ∪
WN−1

N−1 ⊂ WN
N−1

∪
WN

N

Proof. Referring to the notation from Remark 4.2.18(1), the cases i = 1 and j = N
have already been shown in Corollary 4.2.12. We thus restrict to indices 1 < i ≤
j < N . Above all, we choose growth rates c ∈ Γ̄i−1, d ∈ Γ̄j and point out that
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the sets Wj
i are dynamically characterized using c, d-bounded solutions. A growth

rate d̄ ∈ Γ̄j+1 satisfies d̄ � d and Lemma 3.3.26 yields the inclusion Xc,d ⊆ Xc,d̄

guaranteeingWj
i ⊂ W

j+1
i . Analogously, for growth rates c̄ ∈ Γ̄i−2 one has c� c̄,

Xc,d ⊂ Xc̄,d by Lemma 3.3.26 and thusWj
i ⊂ W

j
i−1. ��

Corollary 4.2.20. Under the assumption fk(0, 0) ≡ 0 on I one has for κ ∈ I:

(a) If I is unbounded above, then w+
i (κ, 0) ≡ 0 on I and [(κ, 0)]+i ∼= W+

i .
(b) If I is unbounded below, then w−

i (κ, 0) ≡ 0 on I and [(κ, 0)]−i ∼=W−
i .

(c) If I = Z and (G̃n), n ∈ {i− 1, j}, holds, then wj
i (κ, 0) ≡ 0 on Z and one also

has [(κ, 0)]ji = Wj
i .

Proof. The assumption fk(0, 0) ≡ 0 on I yields Γ±
κ (i) = 0 for every κ ∈ I.

Both the claims (a) and (b) follow from the respective assertions (a1) and (b1) of
Theorem 4.2.9, whereas (c) is a consequence of Proposition 4.2.17(a). ��

The following corollary deals with the case where (S) is periodic in time or even
autonomous. In this case the fibers of the bundlesW±

i andWj
i repeat periodically;

in the autonomous case they are identical copies of each other.

Corollary 4.2.21. Let p ∈ N.

(a) If (S) is p-periodic, then one has for all (κ, ξ) ∈ X that

w±
i (κ+ p, ξ) = w±

i (κ, ξ), wj
i (κ+ p, ξ) = wj

i (κ, ξ),

i.e., the mappings w±
i , w

j
i are also p-periodic in their first argument.

(b) If (S) is autonomous, then the mappings w+
i , w

−
i , w

j
i do not depend on their

first argument, i.e., the constant fibers W±
i (κ), Wj

i (κ), κ ∈ Z, are invariant
manifolds of (S).

Proof. Let κ ∈ Z. The assertions of (b) readily follow from (a) and we restrict to the
proof for the mapping w+

i . We choose a growth rate c ∈ Γ̄i and an arbitrary point
ξ0 ∈ P i

1(κ). By Theorem 4.2.9(a) the solution φ := ϕ(·;κ, ξ0 + w+
i (κ, ξ0)) of (S)

is c+-bounded and due to the p-periodicity of (S) we know that also ψ : Z
+
κ+p → X,

ψ(k) := φ(k − p) is a c+-bounded solution (cf. Proposition 2.5.3). Hence, we have
the inclusion (κ + p, ψ(κ)) ∈ W+

i and consequently, using our convention that
periodic equations have periodic invariant projectors (cf. Corollary 3.4.25),

w+
i (κ+ p, ξ0)

(4.2j)
= w+

i (κ+ p, P i
1(κ)φ(κ+ p− p))

= w+
i (κ+ p, P i

1(κ+ p)ψ(κ+ p)) (4.2o)= P i
1(κ+ p)ψ(κ+ p)

(4.2j)
= w+

i (κ, ξ0),

i.e., we have established the p-periodicity of w+
i (·, ξ0) in case ξ0 ∈ P i

1(κ). With
this the p-periodicity of w+

i (·, x0) for general x0 ∈ X follows from (4.2j). ��
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4.3 Invariant Foliations and Asymptotic Phase

As starting point, consider a linear homogenous equation

Bk+1x
′ = Akx (L0)

for which we have an exponentialN -splitting as in Hypothesis 4.2.1. Given a fixed
reference solution φ∗ : I → X to (L0), we are interested in the nonautonomous
set Vφ∗ ⊆ X consisting of all initial pairs (κ, ξ) ∈ X such that the difference
Φ(·, κ)ξ − φ∗ is c+-bounded. This enables us to group points in X according to the
above asymptotic behavior as equivalence classes.

The latter are easily characterized, since we have the equivalence

Φ(·, κ)[ξ − φ∗(κ)] ∈ X+
κ,ci

(3.4k)⇔ ξ = φ∗(κ) +Qi
1(κ) for all κ ∈ I

and 1 ≤ i < N , yielding Vφ∗ = φ∗ + Qi
1. We expect that this observation persists

when passing over from the linear equation (L0) to (S). Accordingly, in this section
we investigate attraction properties of the invariant fiber bundlesW±

i from Theorem
4.2.9 in the generalized framework of c±-boundedness. For this, our main tools will
be certain invariant fibers, which serve as leaves for an invariant foliation of the
extended state space X . Equivalently, given (κ, ξ) ∈ X we aim to characterize the
equivalence classes [(κ, ξ)]±i defined in Remark 4.2.10(3).

This enables us to construct an asymptotic phase property for eachW±
i by choos-

ing (κ, ξ) ∈ W±
i . This means that W±

i is not only exponentially attracting in
forward resp. backward time, but solutions are also in phase with corresponding
solutions on the invariant setW±

i .
Our strategy in the first part of this section is parallel to the previous one.

Nonetheless, the present assumptions are stronger than in Sect. 4.2, in a sense that
continuity of the general forward solution ϕ(k;κ, ·) : Xκ → Xk to

Bk+1x
′ = Akx+ fk(x, x′), (S)

will play a crucial role. Such issues were addressed in Theorem 2.3.6 for general
implicit equations and in Proposition 4.1.3 for semilinear problems (S).

Hypothesis 4.3.1. Let the general forward solution ϕ of (S) exist as a continuous
mapping. Suppose fk : Xk×Xk+1 → Yk+1 with fk(Xk, Xk+1) ⊆ imBk+1 for all
k ∈ I

′ and that we have the global Lipschitz estimates (4.2a).

Next, we introduce an appropriate Lyapunov–Perron operator to construct in-
variant fibers. Choose a fixed 1 ≤ i < N and suppose I is unbounded above. Let
(κ, η, ξ) ∈ Qi

1 ×X and c : I → (0,∞). Since the general forward solution ϕ of (S)
exists, for ψ ∈ X+

κ,c, we can formally define the mapping
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S+
κ (ψ; η, ξ) := Φ(·, κ)

[

η −Qi
1(κ)ξ

]

+
∞∑

n=κ

Gi(·, n+ 1)B−1
n+1·

·
[

fn(ψ(n) + ϕ(n;κ, ξ))− fn(ϕ(n;κ, ξ))
]

.

Note that the forward evolution operator Φ and Green’s function Gi for (L0) exist
by Lemma 3.3.6(a). Due to the particular difference structure of S+

κ , the growth
conditions (Γ±

i ) will be of minor importance in the following considerations.

Lemma 4.3.2. Assume Hypotheses 4.2.1 and 4.3.1. If c, d : I → (0,∞) satisfy
(4.2c), then the mapping S+

κ : X+
κ,c ×Qi

1(κ)×Xκ → X+
κ,d is well-defined with

∥
∥S+

κ (ψ; η, ξ)
∥
∥

+

κ,d
≤ K+

i

∥
∥η −Qi

1(κ)ξ
∥
∥

Xκ
+ �i(c) ‖ψ‖+κ,c ,

∥
∥P i

1(κ)S
+
κ (κ, ψ; η, ξ)

∥
∥

Xκ
≤ �−i (c) ‖ψ‖+κ,c

(4.3a)

for all (κ, η, ξ) ∈ Qi
1 × X , ψ ∈ X+

κ,d and we have the Lipschitz estimates

lip1 P
i
1(κ)S

+
κ (κ, ·) ≤ �−i (c), lip1 S

+
κ ≤ �i(c), lip2 S

+
κ ≤ K+

i , (4.3b)

where the constants �i(c), �−i (c) are defined in Lemma 4.2.6.

Proof. Let c ∈ (ai, bi), ψ ∈ X+
κ,c and (κ, η, ξ) ∈ Qi

1 ×X be given. First, we show
that the sequence S+

κ (ψ; η, ξ) is d+-bounded for c ≤ d. For this, from (3.5a), (3.4g),
(4.2a) one has using Lemma A.1.5(a) that

∥
∥P i

1(k)S
+
κ (k, ψ; ξ, η)

∥
∥ ed(κ, k)

≤ K−
i L(c)

∞∑

n=k

ebi(k, n+ 1)ec(n, κ) ‖ψ‖+κ,c ed(κ, k)
(A.1d)
≤ �−i (c) ‖ψ‖+κ,c

for all k ∈ Z
+
κ , where L(c) is defined in Lemma 4.2.6. Accordingly, (3.5a), (3.4g)

and (4.2a) also imply with Lemma A.1.5(b) the dual inequality

∥
∥Qi

1(k)S
+
κ (k, ψ; η, ξ)

∥
∥ ed(κ, k) ≤ K+

i e ai
d

(k, κ)
∥
∥η −Qi

1(κ)ξ
∥
∥

+K+
i L(c)

k−1∑

n=κ

eai(k, n+ 1)ec(n, κ) ‖ψ‖+κ,c ed(κ, k)

(A.1e)
≤ K+

i

∥
∥η −Qi

1(κ)ξ
∥
∥ + �+i (c) ‖ψ‖+κ,c

for all k ∈ Z
+
κ . Combining these estimates, Lemma 3.3.22 leads to

∣
∣S+

κ (k, ψ; η, ξ)
∣
∣
i
ed(κ, k) ≤ K+

i

∥
∥η −Qi

1(κ)ξ
∥
∥ + �i(c) ‖ψ‖+κ,c for all k ∈ Z

+
κ .
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This implies S+
κ (ψ; η, ξ) ∈ X+

κ,d, as well as the first estimate (4.3a). Moreover, if
we set k = κ, then the second relation in (4.3a) is a consequence of the above. Next
we derive the Lipschitz estimates (4.3b). Let ψ, ψ̄ ∈ X+

κ,c, η, η̄ ∈ Qi
1(κ) and fix

ξ ∈ Xκ. We obtain from (3.5a), (3.4g), (4.2a) and Lemma A.1.5(a),

∥
∥P i

1(k)
[

S+
κ (k, ψ; η, ξ)− S+

κ (k, ψ̄; η, ξ)
]∥
∥ ed(κ, k)

≤ K−
i L(c)

∞∑

n=k

ebi(k, n+ 1)ec(n, κ)
∥
∥ψ − ψ̄

∥
∥

+

κ,c
ed(κ, k)

(A.1d)
≤ �−i (c)

∥
∥ψ − ψ̄

∥
∥

+

κ,c

(4.3c)

for all k ∈ Z
+
κ , and dually (3.5a), (4.2a) have the consequence

∥
∥Qi

1(k)
[

S+
κ (k, ψ; η, ξ)− S+

κ (k, ψ̄; η, ξ)
]∥
∥ ed(κ, k)

≤ K+
i L(c)

k−1∑

n=κ

eai(k, n+ 1)ec(n, κ)
∥
∥ψ − ψ̄

∥
∥

+

κ,c
ed(κ, k)

(A.1e)
≤ �+i (c)

∥
∥ψ − ψ̄

∥
∥

+

κ,c

for all k ∈ Z
+
κ . Again, combining the last two inequalities in order to estimate the

differenceS+
κ (ψ; η, ξ)−S+

κ (ψ̄; η, ξ), we are using the norm |·|i from Lemma 3.3.22.
This implies the middle relation in (4.3b); moreover, setting here k = κ leads to
the first estimate in (4.3b). Finally, the remaining right Lipschitz estimate in (4.3b)
follows from ‖S+

κ (k, ψ; η, ξ)− S+
κ (k, ψ; η̄, ξ)‖ ed(κ, k) ≤ K+

i ‖η − η̄‖ for every
k ∈ Z

+
κ , which we get from (4.2b), (3.4g). Thus, we are done. ��

The next lemma provides a dynamical interpretation of the operator S+
κ .

Lemma 4.3.3. Let (κ, η, ξ) ∈ Qi
1 × X and assume Hypotheses 4.2.1 and 4.3.1. If

one chooses c : I → (0,∞) according to (4.2c) and ψ ∈ X+
κ,c, then the following

statements are equivalent for S+
κ (·; η, ξ) : X+

κ,c → X+
κ,c:

(a) There exists a ζ ∈ Xκ such that ψ = ϕ(·;κ, ζ) − ϕ(·;κ, ξ) ∈ X+
κ,c and

Qi
1(κ)ψ(κ) = η −Qi

1(κ)ξ. (4.3d)

(b) ψ is a solution of the fixed point equation

ψ = S+
κ (ψ; η, ξ). (4.3e)

Proof. Let (κ, ξ) ∈ X and assume ψ ∈ X+
κ,c. We define the inhomogeneity

gk := fk(ψ(k) + ϕ(k;κ, ξ))− fk(ϕ(k;κ, ξ)),

which clearly satisfies gk ∈ Yk+1, k ∈ I. In addition, due to the estimate

∥
∥B−1

k+1gk
∥
∥

(4.2a)
≤ (L1 + �c�L2) ‖ψ‖+κ,c ec(k, κ) for all k ∈ Z

+
κ
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one obtains the inclusion g ∈ X+
κ,c,B. From these preparations we get:

(a) ⇒ (b) Let η ∈ Qi
1(κ) and assume there exists a ζ ∈ Xκ such that the

difference ψ = ϕ(·;κ, ζ)−ϕ(·;κ, ξ) is c+-bounded andQi
1(κ)ψ(κ) = η−Qi

1(κ)ξ.
Then ψ is a c+-bounded solution of the inhomogeneous equationBk+1x

′ = Akx+
gk and Theorem 3.5.3(a) implies that ψ is a fixed point of S+

κ (·; ξ, η).
(b)⇒ (a) Conversely, assume thatψ ∈ X+

κ,c satisfies (4.3e) for some η ∈ Qi
1(κ),

ξ ∈ Xκ, define ζ := Qi
1(κ) [ξ + ψ(κ)] + η and set φ := ψ + ϕ(·;κ, ξ). Hence,

φ(κ) = ψ(κ) + ξ (4.3e)= P i
1(κ)ψ(κ) +Qi

1(κ)S
+
κ (κ, ψ; η, ξ)(κ) + ξ

= P i
1(κ)ψ(κ) + η −Qi

1(κ)ξ + ξ = P i
1(κ) [ψ(κ) + ξ] + η = ζ

and φ also solves (S). Due to the uniqueness of forward solutions guaranteed by
Hypothesis 4.3.1, this gives us φ = ϕ(·;κ, ζ), i.e., ψ = ϕ(·;κ, ζ) − ϕ(·;κ, ξ).
Finally, one hasQi

1(κ)ψ(κ) = Qi
1(κ) [ζ − ξ] = Qi

1(κ) [η − ξ] = η −Qi
1(κ)ξ. ��

Lemma 4.3.4. Let (κ, η, ξ) ∈ Qi
1 × X and assume Hypotheses 4.2.1 and 4.3.1. If

(Gi) holds and c ∈ Γ̄i, then the mapping S+
κ (·; η, ξ) : X+

κ,c → X+
κ,c has a unique

fixed pointψκ(η, ξ) ∈ X+
κ,c. Moreover, the fixed point mapping ψκ : Qi

1(κ)×Xκ →
X+

κ,c satisfies ψκ(η, ξ) = ψκ(Qi
1(κ)η, ξ) and one has:

(a) ψκ : Qi
1(κ)×Xκ → X+

κ,c is linearly bounded, i.e., it is

‖ψκ(η, ξ)‖+κ,c ≤
K+

i

1− �i(c)
∥
∥η −Qi

1(κ)ξ
∥
∥

Xκ
,

∥
∥P i

1(κ)ψκ(κ, η, ξ)
∥
∥

Xκ
≤ �̃+i (c)

∥
∥η −Qi

1(κ)ξ
∥
∥

Xκ
.

(4.3f)

(b) One has the Lipschitz estimates

lip1 ψκ ≤
K+

i

1− �i(c)
, lip1 P

i
1(κ)ψκ(κ, ·) ≤ �̃+i (c) (4.3g)

and ψκ : Qi
1(κ)×Xκ → X+

κ,c is continuous for c ∈ (ai + ς, bi − ς],

where the constants �i(c) ∈ [0, 1), �̃+i (c) are defined in Lemma 4.2.6.

Proof. Let (κ, η, ξ) ∈ Qi
1 × X . From the middle estimate (4.3b) in Lemma 4.3.2

and (4.2i) we know that S+
κ (·; η, ξ) is a contraction on X+

κ,c and Banach’s theorem
(see, for instance, [295, p. 361, Lemma 1.1]) implies the existence of a unique fixed
point denoted by ψκ(η, ξ) ∈ X+

κ,c.
(a) Thanks to �i(c) < 1 (cf. (4.2i)), the first estimate (4.3f) follows from

‖ψκ(η, ξ)‖+κ,c

(4.3e)=
∥
∥S+

κ (ψκ(η, ξ); η, ξ)
∥
∥

+

κ,c

(4.3a)
≤ K+

i

∥
∥η −Qi

1(κ)ξ
∥
∥ + �i(c) ‖ψκ(η, ξ)‖+κ,c ,
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and similarly we get

∥
∥P i

1(κ)ψκ(κ, η, ξ)
∥
∥

(4.3e)=
∥
∥P i

1(κ)S
+
κ (κ, ψκ(η, ξ); η, ξ)

∥
∥

(4.3a)
≤ �−i (c) ‖ψκ(η, ξ)‖+κ,c ;

by the inequality shown before, this implies (4.3f).
(b) Next we derive the Lipschitz estimates in (4.3g). For this, let η, η̄ ∈ Qi

1(κ),
fix ξ ∈ Xκ, and from (4.3e) we obtain

‖ψκ(η, ξ)− ψκ(η̄, ξ)‖+κ,c

(4.3b)
≤ K+

i ‖η − η̄‖+ �i(c) ‖ψκ(η, ξ) − ψκ(η̄, ξ)‖+κ,c ,

yielding the left relation in (4.3g). Similarly, using (4.3e), (4.3b) one has

∥
∥P i

1(κ) [ψκ(κ, η, ξ)− ψκ(κ, η̄, ξ)]
∥
∥ ≤ �−i (c) ‖ψκ(η, ξ)− ψκ(η̄, ξ)‖+κ,c

leading to the remaining right relation in (4.3g). To complete the proof of (b), one
has to show the continuity of ψκ : Qi

1(κ) × Xκ → X+
κ,c for c ∈ (ai + ς, bi − ς].

Here, our strategy serves as a prototype for various related continuity proofs in the
following. Due to (4.3e), in order to prove the continuity of ψκ, it suffices to show
for arbitrary fixed (κ, η0) ∈ Qi

1 the following limit relation:

lim
ξ→ξ0

‖ψκ(η0, ξ)− ψκ(η0, ξ0)‖+κ,c = 0 (4.3h)

(cf. Lemma B.1.3). To arrive at a short notation, we suppress the dependence on
η0 ∈ Qi

1(κ) from now on and define mappingsHk : Xk ×Xk+1 ×Xκ → Xk+1,

Hk(x, y, ξ) := B−1
k+1[fk(x + ϕ(k;κ, ξ), y + ϕ(k + 1;κ, ξ))− fk(ϕ(k;κ, ξ))]

and H̄k(ζ, ξ) := B−1
k+1Hk(ψκ(k, ζ), ξ) for k ∈ Z

+
κ . Note that Hk and H̄k(ζ, ·) are

continuous due to Hypothesis 4.3.1. For any parameter ξ0 ∈ Xκ we obtain from
(4.3e), similarly to (4.3c), the estimate

∥
∥Qi

1(κ) [ψκ(k; ξ)− ψκ(k; ξ0)]
∥
∥ ≤

∥
∥Φ(k, κ)Qi

1(κ)
∥
∥ ‖ξ − ξ0‖

+K+
i

k−1∑

n=κ

eai(k, n+ 1)
∥
∥H̄n(ξ, ξ)− H̄n(ξ0, ξ0)

∥
∥ ,

‖ψκ(k; ξ)− ψκ(k; ξ0)‖ ≤ K−
i

∞∑

n=k

ebi(k, n+ 1)
∥
∥H̄n(ξ, ξ)− H̄n(ξ0, ξ0)

∥
∥

for all k ∈ Z
+
κ , using the dichotomy estimates (3.4g). Subtraction and addition of

H̄n(ξ0, ξ) in the corresponding norms in connection with Lemma 3.3.22 leads to

|ψκ(k; ξ)− ψκ(k; ξ0)|i ≤ max {S0 + S2 + S4, S1 + S3} for all k ∈ Z
+
κ ,
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where (cf. (3.4g) and (4.2a)) S0 := K+
i eai(k, κ) ‖ξ − ξ0‖,

S1 := K−
i L1

∞∑

n=k

ebi(k, n+ 1) ‖ψκ(n, ξ)− ψκ(n, ξ0)‖

+K−
i L2

∞∑

n=k

ebi(k, n+ 1) ‖ψκ(n+ 1, ξ)− ψκ(n+ 1, ξ0)‖ ,

S2 := K+
i L1

k−1∑

n=κ

eai(k, n+ 1) ‖ψκ(n, ξ)− ψκ(n, ξ0)‖

+K+
i L2

k−1∑

n=κ

eai(k, n+ 1) ‖ψκ(n+ 1, ξ)− ψκ(n+ 1, ξ0)‖ ,

S3 := K−
i

∞∑

n=k

ebi(k, n+ 1)
∥
∥H̄n(ξ0, ξ)− H̄n(ξ0, ξ0)

∥
∥ ,

S4 := K+
i

k−1∑

n=κ

eai(k, n+ 1)
∥
∥H̄n(ξ0, ξ)− H̄n(ξ0, ξ0)

∥
∥ .

Using well-known arguments we get Slec(κ, k) ≤ �i(c) ‖ψκ(ξ) − ψκ(ξ0)‖+κ,c for
every l ∈ {1, 2} and k ∈ Z

+
κ . Therefore, we obtain the estimate

|ψκ(k; ξ)− ψκ(k; ξ0)|i ec(κ, k) ≤ max
{

K+
i ‖ξ − ξ0‖+ S3ec(κ, k), S4ec(κ, k)

}

+ �i(c) ‖ψκ(ξ) − ψκ(ξ0)‖+κ,c

and by passing over to the least upper bound for k ∈ Z
+
κ , we get

‖ψκ(ξ)− ψκ(ξ0)‖+κ,c ≤
K+

i

1− �i(c)
‖ξ − ξ0‖+

max
{

K−
i ,K

+
i

}

1− �i(c)
sup

k∈Z
+
κ

U(k, ξ)

with the mapping

U(k, ξ) := ec(κ, k)
∞∑

n=k

ebi(k, n+ 1)
∥
∥H̄n(ξ0, ξ)− H̄n(ξ0, ξ0)

∥
∥

+ec(κ, k)
k−1∑

n=κ

eai(k, n+ 1)
∥
∥H̄n(ξ0, ξ)− H̄n(ξ0, ξ0)

∥
∥ .

Therefore, it suffices to prove the limit relation

lim
ξ→ξ0

sup
k∈Z

+
κ

U(k, ξ) = 0 (4.3i)
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in order to establish (4.3h). We proceed indirectly. If (4.3i) does not hold, then
there exists an ε > 0 and a sequence (ξj)j∈N in Xκ with limj→∞ ξj = ξ0 and
supk∈Z

+
κ
U(k, ξj) > ε for all j ∈ N. This implies the existence of a sequence

(kj)j∈N in Z
+
κ such that

U(kj , ξj) > ε for all j ∈ N. (4.3j)

From now on assume ai + ς � c, choose a fixed growth rate d ∈ (ai + ς, c)
and remark that the inequality d � c will play an important role below. Because
of Hypothesis 4.3.1 and the inclusion ψκ(ξ) ∈ X+

κ,d we arrive at
∥
∥H̄n(ξ0, ξ)

∥
∥ ≤

L(c) ‖ψκ(ξ0)‖+κ,d ed(n, κ) for all n ∈ Z
+
κ (cf. (4.2a)) and Lemma A.1.5 leads to

U(k, ξ) ≤ ‖ψκ(ξ0)‖+κ,d

(
L(c)
�bi − d�

+
L(c)

�d− ai�

)

e d
c
(k, κ) for all k ∈ Z

+
κ .

Because of d
c � 1, passing over to the limit k → ∞ yields limk→∞ U(k, ξ) = 0

uniformly in ξ ∈ Xκ, and taking into account (4.3j) the sequence (kj)j∈N in Z
+
κ has

to be bounded above, i.e., there exists an integerK > κ with kj ≤ K for all j ∈ N.
Hence, we can infer using Proposition A.1.2(d) that

U(k, ξj) ≤ e bi
c

(k, κ)
∞∑

n=κ

ebi(κ, n+ 1)
∥
∥H̄n(ξ0, ξj)− H̄n(ξ0, ξ0)

∥
∥

+ e ai
c

(k, κ)
︸ ︷︷ ︸

≤1

K∑

n=κ

eai(κ, n+ 1)
∥
∥H̄n(ξ0, ξj)− H̄n(ξ0, ξ0)

∥
∥

≤ e bi
c

(K,κ)
∞∑

n=κ

ebi(κ, n+ 1)
∥
∥H̄n(ξ0, ξj)− H̄n(ξ0, ξ0)

∥
∥

+
K∑

n=κ

eai(κ, n+ 1)
∥
∥H̄n(ξ0, ξj)− H̄n(ξ0, ξ0)

∥
∥ for all j ∈ N,

where the finite sum tend to zero for j → ∞ by the continuity of Hn. Continuity
properties of Hn also imply limj→∞ H̄n(ξ0, ξj) = H̄n(ξ0, ξ0) and with the domi-
nated convergence theorem of Lebesgue2 the infinite sum tends to zero in the limit
j → ∞. Thus, we derived the relation limj→∞ U(kj , ξj) = 0, which obviously
contradicts (4.3j). Consequently, we have shown the continuity of the fixed point
mapping ψκ(η0, ·) : Xκ → X+

κ,c and the proof of (b) is finished. ��

Our preparations yield the first basic result in this section. It guarantees the exis-
tence of invariant fiber bundles through given solutions, i.e., invariant fibers:

2 In order to apply this result from integration theory (see, e.g., [295, p. 141, Theorem 5.8]), one
has to write the infinite sum as an integral over piecewise-constant functions and use the Lipschitz
estimate on Hn, which is implied by (4.2a), to get an integrable majorant.
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Proposition 4.3.5 (existence of invariant fibers). Let (κ, ξ) ∈ X . Assume that
Hypothesi 4.2.1, 4.3.1 are satisfied and that (Gi) holds for one 1 ≤ i < N .

(a) If I is unbounded above, then the forward fiber through (κ, ξ), given by

V+
i (κ, ξ) :=

{

ζ ∈ Xκ : ϕ(·;κ, ζ) − ϕ(·;κ, ξ) ∈ X+
κ,c

}

is independent of c ∈ Γ̄i, forward invariant w.r.t. (S), i.e.

ϕ(k;κ,V+
i (κ, ξ)) ⊆ V+

i (k, ϕ(k;κ, ξ)) for all k ∈ Z
+
κ (4.3k)

and possesses the representation

V+
i (ξ) =

{

(κ, η + v+i (κ, η, ξ)) : (κ, η) ∈ Qi
1

}

(4.3l)

as graph of a unique mapping v+i : X × X → X satisfying

v+i (κ, η, ξ) ∈ P i
1(κ) for all (κ, η, ξ) ∈ Qi

1 ×X (4.3m)

and the invariance equation

v+i (κ+ 1, η1, ξ1) = B−1
κ+1Aκv

+
i (κ, η, ξ)

+Qi
1(κ+ 1)fκ(η + v+i (κ, η, ξ), η1

+v+i (κ+ 1, η1, ξ1)), (4.3n)

η1 = B−1
κ+1Aκη +Qi

1(κ+ 1)fκ(η + v+i (κ, η, ξ), η1 + v+i (κ+ 1, η1, ξ)),

ξ1 = B−1
κ+1Aκξ +B−1

κ+1fκ(ξ, ξ1) for all (κ, η, ξ) ∈ Qi
1 ×X .

Furthermore, for all c ∈ Γ̄i it holds:

(a1) v+i : Qi
1 × X → X is continuous and linearly bounded, i.e., for all triple

(κ, η, ξ) ∈ Qi
1 ×X one has

∥
∥v+i (κ, η, ξ)

∥
∥

Xκ
≤

∥
∥P i

1(κ)ξ
∥
∥

Xκ
+ �̃+i (c)

∥
∥η −Qi

1(κ)ξ
∥
∥

Xκ
. (4.3o)

(a2) v+i (κ, ·, ξ) is globally Lipschitzian with lip2 v
+
i ≤ �̃+i (c).

(b) If I is unbounded below and the general solution ϕ of (S) exists on X as con-
tinuous mapping, then the backward fiber through (κ, ξ), given by

V−
i (κ, ξ) :=

{

ζ ∈ Xκ : ϕ(·;κ, ζ)− ϕ(·;κ, ξ) ∈ X−
κ,c

}

is independent of c ∈ Γ̄i, invariant w.r.t. (S), i.e.

ϕ(k;κ,V−
i (κ, ξ)) = V−

i (k, ϕ(k;κ, ξ)) for all k ∈ Z
+
κ
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and possesses the representation

V−
i (ξ) =

{

(κ, η + v−i (κ, η, ξ)) : (κ, η) ∈ P i
1

}

as graph of a unique mapping v−i : X × X → X satisfying

v−i (κ, η, ξ) ∈ Qi
1(κ) for all (κ, η, ξ) ∈ P i

1 ×X

and the invariance equation

v−i (κ+ 1, η1, ξ1) = B−1
κ+1Aκv

−
i (κ, η, ξ)

+ P i
1(κ+ 1)fκ(η + v−i (κ, η, ξ), η1 + v−i (κ+ 1, η1, ξ1)),

η1 = B−1
κ+1Aκη + P i

1(κ+ 1)fκ(η + v−i (κ, η, ξ), η1 + v−i (κ+ 1, η1, ξ)),

ξ1 = B−1
κ+1Aκξ +B−1

κ+1fκ(ξ, ξ1) for all (κ, η, ξ) ∈ P i
1 ×X .

Furthermore, for all c ∈ Γ̄i it holds:

(b1) v−i : P i
1 × X → X is continuous and linearly bounded, i.e., for all triple

(κ, η, ξ) ∈ P i
1 ×X one has

∥
∥v−i (κ, η, ξ)

∥
∥

Xκ
≤

∥
∥Qi

1(κ)ξ
∥
∥

Xκ
+ �̃−i (c)

∥
∥η − P i

1(κ)ξ
∥
∥

Xκ
.

(b2) v−i (κ, ·, ξ) is globally Lipschitzian with lip2 v
−
i ≤ �̃−i (c),

where the constants �̃±i (c) are defined in Theorem 4.2.9.

Remark 4.3.6. (1) In case fk(0, 0) ≡ 0 on I holds, one has W±
i = V±

i (0) and in
this setting, Theorem 4.2.9 can be seen as a special case of Proposition 4.3.5 in the
sense that the c, d-bounded solution φ∗ from Corollary 4.2.15 is the trivial one.

(2) Given a pair (κ, ξ) ∈ X , we have the relation [(κ, ξ)]±i = V±
i (ξ) with the

equivalence classes from Remark 4.2.10(3).
(3) For the existence of a function v−i : X × X → X parametrizing V−

i (ξ) and
satisfying both the assertions (b1) and (b2) it is sufficient to assume that the general
backward solution of (S) exists as a continuous mapping.

(4) If the general solution to (S) exists on X , then the fibers V+
i (ξ) are invariant

w.r.t. (S), i.e., the inclusion (4.3k) can be strengthened to

ϕ(k;κ,V±
i (κ, ξ)) = V±

i (k, ϕ(k;κ, ξ)) for all k ∈ I. (4.3p)

For instance, a combination of the assumptions for Propositions 4.1.3 and 4.1.4
yields the existence of the general solution ϕ on X .
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Proof. Let c ∈ Γ̄i be given.
(a) Let (κ, η, ξ) ∈ Qi

1×X . First, we show the invariance assertion for the forward
fiber V+

i (ξ). Let x0 ∈ ϕ(k;κ,V+
i (κ, ξ)) for some k ∈ Z

+
κ , and by definition this

is equivalent to the existence of a ζ ∈ Xκ with x0 = ϕ(k;κ, ζ) guaranteeing a
difference ϕ(·;κ, ζ) − ϕ(·;κ, ξ) ∈ X+

κ,c. Therefore,

ϕ(·; k, x0)− ϕ(·; k, ϕ(k;κ, ξ)) = ϕ(·; k, ϕ(k;κ, ζ)) − ϕ(·; k, ϕ(k;κ, ξ))
(2.3a)= ϕ(·;κ, ζ) − ϕ(·;κ, ξ),

i.e., x0 ∈ V+
i (k, ϕ(k;κ, ξ)) for all k ∈ Z

+
κ .

Due to the spectral gap condition (Gi) one has (4.2i) and the middle estimate
(4.3b) in Lemma 4.3.2 shows that S+

κ (·; η, ξ) : X+
κ,c → X+

κ,c is a contraction. Hence,
Lemma 4.3.4 implies that S+

κ (·; η, ξ) has a unique fixed point ψκ(η, ξ) ∈ X+
κ,c,

which is independent of c ∈ Γ̄i, because due to Lemma 3.3.26 one has the inclusion
X+

κ,ai+ς ⊆ X+
κ,c and every mapping S+

κ (·; η, ξ) : X+
κ,c → X+

κ,c possesses the same
fixed point as the restriction S+

κ (·; η, ξ)
∣
∣
X+

κ,ai+ς

. Furthermore, the fixed point is of

the form ψκ(η, ξ) = ϕ(·;κ, ζ) − ϕ(·;κ, ξ) with ζ ∈ Xκ (cf. Lemma 4.3.3). Having
this available, we define

v+i (κ, η, ξ) := P i
1(κ) [ξ + ψκ(κ, η, ξ)] (4.3q)

and evidently get v+i (κ, x0) ∈ P i
1(κ). Let us verify the representation (4.3l).

(⊆) Let ζ ∈ V+
i (κ, ξ), i.e., ψ = ϕ(·;κ, ζ)− ϕ(·;κ, ξ) ∈ X+

κ,c. By Lemma 4.3.3,

ζ = ψ(κ) + ξ = P i
1(κ)ψ(κ) +Qi

1(κ)ψ(κ) + ξ
(4.3d)= P i

1(κ)ψ(κ) + η −Qi
1(κ)ξ + ξ = P i

1(κ)ψ(κ) + η + P i
1(κ)ξ,

henceQi
1(κ)ζ = η, and ζ = Qi

1(κ)ζ+P
i
1(κ) [ξ + ψκ(κ, η, ξ)]. Thus, ζ is contained

in the graph of v+i (κ, ·, ξ) overQi
1(κ).

(⊇) On the other hand, suppose that ζ ∈ Xκ is of the form ζ = η + v+i (κ, η, ξ)
with some given η ∈ Qi

1(κ). Then (4.3e) implies Qi
1(κ)ψκ(η, ξ) = η − Qi

1(κ)ξ,
which yields ζ = η + P i

1(κ) [ξ + ψκ(κ, η, ξ)] = ξ + ψκ(κ, η, ξ), and consequently
the inclusion ϕ(·;κ, ζ) − ϕ(·;κ, ξ) ∈ X+

κ,c, i.e., ζ ∈ V+
i (κ, ξ).

To establish our invariance equation (4.3n), we observe that (4.3l) and the for-
ward invariance of V+

i (ξ) imply

ϕ(k;κ, η + v+i (κ, η, ξ)) = Qi
1(k)ϕ(k;κ, η + v+i (κ, η, ξ))

+ v+i (k,Qi
1(k)ϕ(k;κ, η + v+i (κ, η, ξ)), ϕ(k;κ, ξ))

for all k ∈ Z
+
κ and η ∈ Qi

1(κ). Multiplying this relation with the projection P i
1(k),

setting k = κ+1, and keeping the inclusion (4.3m) in mind, this yields (4.3n) using
the solution identity for (S).
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(a1) We obtain (4.3o) from Lemma 4.3.4, since (4.3q), (4.3f) imply
∥
∥v+i (κ, η, ξ)

∥
∥ ≤

∥
∥P i

1(κ)ξ
∥
∥ + �̃+i (c)

∥
∥η −Qi

1(κ)ξ
∥
∥ .

(a2) To prove the claimed Lipschitz estimate, consider η, η̄ ∈ Qi
1(κ), ξ ∈ Xκ

and the corresponding fixed points ψκ(η, ξ), ψκ(η̄, ξ) ∈ X+
κ,c of S+

κ (·; η, ξ) and
S+

κ (·; η̄, ξ), respectively. One gets from Lemma 4.3.4(b) that

∥
∥v+i (κ, η, ξ)− v+i (κ, η̄, ξ)

∥
∥

(4.3q)
=

∥
∥P i

1(κ) [ψκ(κ, η, ξ)− ψκ(κ, η̄, ξ)]
∥
∥

(4.3g)
≤ K−

i �
−
i (c)

1− �i(c)
‖η − η̄‖ .

From Hypothesis 4.3.1 we deduce by Lemma 4.3.4(b) thatψκ : Qi
1(κ)×Xκ → X+

κ,c

is continuous, and by definition in (4.3q) we get the continuity of v+i (κ, ·).
(b) The proof of assertion (b) is dual to (a) and we merely present a sketch. Above

all, since the general (backward) solution ϕ to (S) exists on X , we can define the
Lyapunov–Perron operator S−

κ (·; η, ξ) : X−
κ,c → X−

κ,c,

S−
κ (ψ; η, ξ) := Φ−

P i
1
(·, κ)

[

η −Qi
1(κ)ξ

]

+
κ−1∑

n=−∞
Gi(·, n+ 1)B−1

n+1 ·

·
[

fn(ψ(n) + ϕ(n;κ, ξ))− fn(ϕ(n;κ, ξ))
]

for all (κ, η, ξ) ∈ P i
1×X . Using dual versions of Lemmata 4.3.2, 4.3.3 and 4.3.4 in

the linear spaces X−
κ,c, one shows that S−

κ (·; η, ξ) is a contraction on X−
κ,c, uniformly

in the parameters η, ξ. With its unique fixed point ψ−
κ (η, ξ) ∈ X−

κ,c at hand, we
define v−i (κ, η, ξ) := Qi

1(κ) [ξ + ψ−
κ (κ, η, ξ)] and proceed as above. ��

In a descriptive way, the subsequent asymptotic phase property is also referred as
“exponential tracking” of the fiber bundleW−

i . It states that convergence to W−
i is

actually “in phase” with solutions on the invariant fiber bundleW−
i , and for that rea-

son we speak of an asymptotic phase (see Fig. 4.1). The proof relies on a geometric
argument, which demands a stronger spectral gap condition.

Xk

I

Xκ Xκ+1 Xκ+2 Xκ+3 . . .

Wi
−

ξ

πi
+(κ, ξ)

ϕ(k; κ, ξ)

ϕ(k; κ, πκ
+(κ, ξ))

Fig. 4.1 Asymptotic forward phase of W−
i and decaying solutions ϕ(·;κ, ξ) − ϕ(·;κ, π+

κ (κ, ξ))
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Theorem 4.3.7 (existence of an asymptotic phase). Let I = Z and (κ, ξ) ∈ X .
Assume Hypotheses 4.2.1 and 4.3.1 are satisfied and define

K̂i :=

⎧

⎨

⎩

√
K+

i K−
i −1

K+
i K−

i −1
ifK+

i K
−
i > 1,

1
2 ifK+

i K
−
i = 1.

Moreover, suppose the strengthened spectral gap condition

max
{

K+
i ,K

−
i

}

(L1 + �bi�L2)

K̂i + max
{

K+
i ,K

−
i

}

L2

< ςi (Ĝi)

holds for some 1 ≤ i < N and choose c ∈ Γ̄i.

(a) If the growth condition (Γ−
i ) is satisfied, then the invariant fiber bundle W−

i

from Theorem 4.2.9(b) possesses an asymptotic forward phase, i.e., there exists
a mapping π+

i : X → X with the property that for all k ∈ Z
+
κ ,

∥
∥ϕ(k;κ, ξ)− ϕ(k;κ, π+

i (κ, ξ))
∥
∥

Xk
≤ K+

i ec(k,κ)

1−�i(c)

(∥
∥Qi

1(κ)ξ
∥
∥

Xκ
+ C̃+

κ (ξ,c)

1−�̃i(c)

)

.

(4.3r)

Geometrically, π+
i (κ, ξ) is given as unique intersection

W−
i (κ) ∩ V+

i (κ, ξ) =
{

π+
i (κ, ξ)

}

for all (κ, ξ) ∈ X (4.3s)

and one has:

(a1) π+
i (κ, ·) : Xκ →W−

i (κ) is a continuous retraction onto the κ-fiberW−
i (κ),

linearly bounded, i.e.

∥
∥π+

i (κ, ξ)
∥
∥

Xκ
≤

(

1 + �̃+i (c)
)
(

∥
∥Qi

1(κ)ξ
∥
∥

Xκ
+
C̃+

κ (ξ, c)
1− �̃i(c)

)

and, thus, maps bounded subsets of Xκ on bounded subsets ofW−
i (κ),

(a2) ϕ(k;κ, ·) ◦ π+
i (κ, ·) = π+

i (k, ·) ◦ ϕ(k;κ, ·) for all k ∈ Z
+
κ .

(b) If the growth condition (Γ+
i ) is satisfied and the general solution ϕ of (S) ex-

ists on X as a continuous mapping, then the invariant fiber bundle W+
i from

Theorem 4.2.9(a) possesses an asymptotic backward phase, i.e., there exists a
mapping π−i : X → X with the property that for all k ∈ Z

−
κ ,

∥
∥ϕ(k;κ, ξ)− ϕ(k;κ, π−i (κ, ξ))

∥
∥

Xk
≤ K−

i ec(k,κ)

1−�i(c)

(∥
∥P i

1(κ)ξ
∥
∥

Xκ
+ C̃−

κ (ξ,c)

1−�̃i(c)

)

.
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Geometrically, π−i (κ, ξ) is given as unique intersection

W+
i (κ) ∩ V−

i (κ, ξ) =
{

π−i (κ, ξ)
}

for all (κ, ξ) ∈ X

and one has:

(b1) π−i (κ, ·) : Xκ →W+
i (κ) is a continuous retraction onto the κ-fiberW+

i (κ),
linearly bounded, i.e.

∥
∥π−i (κ, ξ)

∥
∥

Xκ
≤

(

1 + �̃−i (c)
)
(

∥
∥P i

1(κ)ξ
∥
∥

Xκ
+
C̃−

κ (ξ, c)
1− �̃i(c)

)

and, thus, maps bounded subsets of Xκ on bounded subsets ofW+
i (κ),

(b2) ϕ(k;κ, ·) ◦ π−i (κ, ·) = π−i (k, ·) ◦ ϕ(k;κ, ·) for all k ∈ Z
+
κ ,

where the constants �i(c) ∈ [0, 1) are defined in Lemma 4.2.6, �̃±i (c) are given in
Theorem 4.2.9 and �̃i(c) := �̃−i (c)�̃+i (c) ∈ [0, 1),

C̃+
κ (ξ, c) :=

(
K+

i Γ−
κ (i)

�c−ai	 + �+i (c)Ci(c)Γ
−
κ (i)

1−�i(c)

)

+ �̃−i (c)
(

1 + �̃+i (c)
) ∥
∥Qi

1(κ)ξ
∥
∥

Xκ
,

C̃−
κ (ξ, c) :=

(
K−

i Γ+
κ (i)

�bi−c	 + �−i (c)Ci(c)Γ
+
κ (i)

1−�i(c)

)

+ �̃+i (c)
(

1 + �̃−i (c)
) ∥
∥P i

1(κ)ξ
∥
∥

Xκ
.

Remark 4.3.8 (spectral gap condition). Thanks to K̂i ≤ 1 one sees that (Ĝi) implies
(Gi). Indeed, our different gap conditions are related as follows:

(G̃i) ⇒ (4.2u) ⇒ (Gi) ⇐ (Ĝi).

Moreover, (Ĝi) can be replaced by (G̃i) in Theorem 4.3.7. Actually, the conse-
quences of our three different spectral gap conditions are as follows:

• Condition (Gi) guarantees �i(c) < 1 (cf. (4.2i)) and therefore the operators
T±

κ from the proof of Theorem 4.2.9 and S±
κ needed to prove Proposition 4.3.5

satisfy

lip1 T
±
κ < 1, lip1 S

±
κ < 1.

• Condition (G̃i) yields �̃±i (c) < 1 and so the mappings w±
i from Theorem 4.2.9

and v∓i in Proposition 4.3.5 satisfy

lip2 w
±
i < 1, lip2 v

∓
i < 1.

• Condition (Ĝi) finally ensures lip2 w
±
i · lip2 v

∓
i < 1 (see (4.3t) below).

Proof. Let c ∈ Γ̄i and fix a pair (κ, ξ) ∈ X . We begin with a preliminary remark
illustrating the consequences of (Ĝi). From (Ĝi) one easily deduces the inequalities

�+i (c) ≤ K+
i

ς L(bi − ς) < K̂i and �−i (c) ≤ K−
i

ς L(bi − ς) < K̂i, which guarantee

K+
i K

−
i �

+
i (c)2 < (1− �+i (c))2, K+

i K
−
i �

−
i (c)2 < (1 − �−i (c))2
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and these two relations imply:

• If �−i (c) ≤ �+i (c), then

K+
i K

−
i �

+
i (c)�−i (c) ≤ K+

i K
−
i �

+
i (c)2 < (1− �+i (c))2 = (1 − �i(c))2,

• if �+i (c) ≤ �−i (c), then

K+
i K

−
i �

+
i (c)�−i (c) ≤ K+

i K
−
i �

−
i (c)2 < (1− �−i (c))2 = (1− �i(c))2.

We can therefore conclude that the functions w±
i : X → X from Theorem 4.2.9, as

well as v∓i : X × X → X from Proposition 4.3.5 satisfy

lip2 w
±
i · lip2 v

∓
i ≤

K+
i K

−
i �

+
i (c)�+i (c)

(1− �i(c))2
= �̃i(c) < 1. (4.3t)

(a) We show that there exists one and only one ζ ∈ W−
i (κ)∩V+

i (κ, ξ). For this,
note that ζ ∈ W−

i (κ)∩V+
i (κ, ξ) holds if and only if ζ = P i

1(κ)ζ +w−
i (κ, P i

1(κ)ζ)
and ζ = Qi

1(κ)ζ + v+i (κ,Qi
1(κ)ζ, ξ), which is equivalent to

Qi
1(κ)ζ = w−

i (κ, P i
1(κ)ζ) and P i

1(κ)ζ = v+i (κ,Qi
1(κ)ζ, ξ).

Due to the contraction condition (4.3t) we can apply Corollary B.1.4(a) to the above
equations. Thus, there exist two uniquely determined functions qκ : Xκ → Qi

1(κ),
pκ : Xκ → P i

1(κ) satisfying the identities

qκ(ξ) ≡ w−
i (κ, pκ(ξ)) and pκ(ξ) ≡ v+i (κ, qκ(ξ), ξ) onXκ. (4.3u)

Therefore, π+
i (κ, ξ) := pκ(ξ) + qκ(ξ) is the unique element in the intersection

W−
i (κ) ∩ V+

i (κ, ξ). We now derive the estimate (4.3r). From (4.3u) we get

‖qκ(ξ)‖
(4.2n)
≤ K+

i Γ
−
κ (i)

�c− ai�
+

�+i (c)
1− �i(c)

(

K−
i

∥
∥v+i (κ, qκ(ξ), ξ)

∥
∥ + Ci(c)Γ−

κ (i)
)

(4.3o)
≤ K+

i Γ
−
κ (i)

�c− ai�
+
�+i (c)Ci(c)Γκ(i)

1− �i(c)

+�̃−i (c)
(
∥
∥Qi

1(κ)ξ
∥
∥ +K+

i

�−i (c)
1− �i(c)

∥
∥qκ(ξ) −Qi

1(κ)ξ
∥
∥

)

and the triangle inequality together with (4.3t) yields

‖qκ(ξ)‖ ≤ C̃
+
κ (ξ, c)

1− �̃i(c)
. (4.3v)



228 4 Invariant Fiber Bundles

Since by construction one has the inclusion π+
i (κ, ξ) ∈ V+

i (κ, ξ) for all
ξ ∈ Xκ, it follows from Lemma 4.3.3 that ϕ(·;κ, ξ) − ϕ(·;κ, π+

i (κ, ξ)) =
ψκ(Qi

1(κ)π
+
i (κ, ξ), ξ) and Lemma 4.3.4 together with (4.3f) implies

∥
∥ϕ(k;κ, ξ)− ϕ(k;κ, π+

i (κ, ξ))
∥
∥

+

κ,c
≤ K+

i

1− �i(c)
(

‖qκ(ξ)‖ +
∥
∥Qi

1(κ)ξ
∥
∥
)

.

Thanks to (4.3v) this gives us (4.3r).
(a1) Proposition 4.3.5(a1) yields the continuity of v+i (κ, ·) : Qi

1(κ) × Xκ →
P i

1(κ) and accordingly Corollary B.1.4(b) implies that also π+
i (κ, ·) : Xκ → Xκ is

continuous. It remains to estimate the norm of π+
i (κ, ξ). From (4.3u) we get

‖pκ(ξ)‖
(4.3o)
≤

∥
∥Qi

1(κ)ξ
∥
∥ + �̃+i (c)

∥
∥qκ(ξ)−Qi

1(κ)ξ
∥
∥

(4.3v)
≤

(

1 + �̃+i (c)
) ∥
∥Qi

1(κ)ξ
∥
∥ + �̃+i (c)

C̃+
κ (ξ, c)

1− �̃i(c)

and together with (4.3v) this yields the claimed inequality.
(a2) The (forward) invariance ofW−

i and V+
i (κ, ξ) implies for all k ∈ Z

+
κ ,

ϕ(k;κ, π+
i (κ, ξ))

(4.3s)
∈ ϕ(k;κ,W−

i (κ) ∩ V+
i (κ, ξ))

⊆ ϕ(k;κ,W−
i (κ)) ∩ ϕ(k;κ,V+

i (κ, ξ))

⊆ W−
i (k) ∩ V+

i (k, ϕ(k;κ, ξ)) (4.3s)=
{

π+
i (k, ϕ(k;κ, ξ))

}

.

(b) In order to construct the asymptotic backward phase π−i one proceeds analo-
gously as in (a). For this, one again uses Corollary B.1.4 in order to obtain unique
functions pκ : Xκ → P i

1(κ), qκ : Xκ → Qi
1(κ) such that

pκ(ξ) ≡ w+
i (κ, qκ(ξ)) and qκ(ξ) ≡ v−i (κ, pκ(ξ), ξ) onXκ,

where the mappings w+
i and v−i had been constructed in Theorem 4.2.9(a) resp.

in Proposition 4.3.5(b). Then π−i (κ, ξ) := pκ(ξ) + qκ(ξ) fulfills the above
assertions. ��

As consequence of Proposition 4.3.5 and Theorem 4.3.7 we obtain that for arbi-
trary pairs (κ, ξ) ∈ W∓

i the fibers V±
i (κ, ξ) are mutually disjoint. In conclusion, the

nonautonomous sets V±
i (ξ) form a foliation of the extended state space X .

Corollary 4.3.9 (invariant foliation over W±
i ). The nonautonomous sets V±

i (ξ)
from Proposition 4.3.5 are leaves of a forward invariant foliation over each fiber of
the bundle W∓

i from Theorem 4.2.9, i.e., for κ ∈ Z and ξ1, ξ2 ∈ W∓
i (κ), ξ1 �= ξ2

we have

Xκ =
⋃

ξ∈W∓
i (κ)

V±
i (κ, ξ), V±

i (κ, ξ1) ∩ V±
i (κ, ξ2) = ∅. (4.3w)
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Remark 4.3.10. The fibers V+
i (κ, ξ), ξ ∈ W−

i (κ), constitute the pseudo-stable foli-
ation over the invariant fiber bundleW−

i of (S). A dual result holds in the sense that
V−

i (κ, ξ), ξ ∈ W+
i (κ), is the pseudo-unstable foliation over the fiber bundleW+

i .

Proof. Let (κ, ξ) ∈ X be given. The forward invariance of V±
i (κ, ξ) has been estab-

lished in Proposition 4.3.5. By relation (4.3r) we get ϕ(·;κ, ξ)−ϕ(·;κ, π±i (κ, ξ)) ∈
X±

κ,c and thus Proposition 4.3.5 implies ξ ∈ V±
i (κ, π±i (κ, ξ)). Since ξ ∈ Xκ

was arbitrary, we established the left relation in (4.3w). The pair-wise disjoint-
ness in (4.3w) follows from ∅ = {ξ1} ∩ {ξ2} = V±

i (κ, ξ1) ∩ V±
i (κ, ξ2) for all

ξ1, ξ2 ∈ W∓
i (κ) with ξ1 �= ξ2. ��

In case ai + ς � 1, the asymptotic forward phase π+
κ from Theorem 4.3.7(a)

implies forward convergence of every solution to the nonautonomous set W−
i , but

it does not instantly imply the convergence to a specific fiber W−
i (k). In order to

achieve this, one needs to start “progressively earlier” leading to the concept of
attraction discussed in Chap. 1. Under an additional assumption we can prove such
an attraction property of the invariant fiber bundleW−

i .

Corollary 4.3.11 (attraction). Assume ai + ς � 1. If the sequence (Γ−
κ (i))κ∈Z

from (Γ−
i ) is backward tempered, then the invariant fiber bundle W−

i from
Theorem 4.2.9(b) is exponentially B̂-attracting, i.e., for all B ⊆ X one has expo-
nential convergence

lim
n→∞hXk

(ϕ(k; k − n,B(k − n)),W−
i (k)) = 0 for all k ∈ Z,

with an attraction universe B̂ consisting of uniformly bounded subsets of X .

Proof. By assumption there exists a real γ ∈ (0, 1) with γ ∈ Γ̄i. Let B ⊆ X be
uniformly bounded and w.l.o.g. we can assume B ⊆ BR for some R > 0. For an
arbitrary k ∈ Z we choose a sequence ξn ∈ B(k − n), n ∈ N. The dichotomy esti-
mates (3.4g) imply that the sequences (‖P i

1(k − n)ξn‖)n∈N, (‖Qi
1(k − n)ξn‖)n∈N

are bounded by K+
i R resp. K−

i R. Hence, they are backward tempered. More-
over, the assumption on (Γ−

κ (i))κ∈Z ensures that the sequence (C̃+
k−n(ξn, γ))n≥0,

where C̃+
κ (ξ, c) is given in Theorem 4.3.7, is backward tempered uniformly in

ξn ∈ BR(0). Thus, if we choose ε ∈
(

1, 1
γ

)

there exists an integerK = K(γ, ε, R)
such that

C̃+
κ (ξ, γ)

1− �̃i(γ)
≤ ε−κ for all κ ≤ K, ξ ∈ BR(0). (4.3x)

For each ξn ∈ B(k − n) the invariance ofW−
i and (4.3r) imply

dist(ϕ(k; k − n, ξn),W−
i (k)) = dist

(

ϕ(k; k−n, ξn), ϕ(k; k − n,W−
i (k − n))

)

≤
∥
∥ϕ(k; k − n, ξn)− ϕ(k; k − n, π+

i (k − n, ξ))
∥
∥

(4.3r)
≤ K+

i

1− �i(γ)

(

K+
i R+

C̃+
k−n(ξn, c)

1− �̃i(γ)

)

γn
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for all n ∈ Z
+
0 , and together with (4.3x) this guarantees

dist(ϕ(k; k − n, ξn),W−
i (k)) ≤ K+

i

1− �i(γ)
(

K+
i Rγ

n + ε−k(εγ)n
)

for all ξn ∈ B(k − n) and n ≥ k − K . Since the right-hand side of this estimate
does not depend on ξn we get

dist(ϕ(k; k − n, ξn),W−
i (k)) −−−−→

n→∞ 0 for all k ∈ Z,

where the choice of γ implies convergence at an exponential rate. ��
Corollary 4.3.12. Let p ∈ N.

(a) If (S) is p-periodic, then one has π±i (κ + p, ξ) = π±i (κ, ξ) for all (κ, ξ) ∈ X ,
i.e., the mappings π+

i , π
−
i are also p-periodic in their first argument.

(b) If (S) is autonomous, then the mappings π+
i , π

−
i do not depend on their first

argument.

Proof. Let (κ, ξ) ∈ X and choose a growth rate c ∈ Γ̄i. By construction, the solu-
tion φ : Z

+
κ → X, φ(k) := ϕ(k;κ, π+

i (κ, ξ)) fulfills φ − ϕ(·;κ, ξ) ∈ X+
κ,c. Since

our equation (S) is p-periodic, also the shifted sequence ψ := φ(· − p) : Z
+
κ+p → X

solves (S) and the difference ψ−ϕ(· − p;κ, ξ) is c+-bounded. The p-periodicity of
(S) implies ϕ(k − p;κ, ξ) = ϕ(k;κ+ p, ξ) for all k ∈ Z

+
κ+p (cf. Proposition 2.5.3)

and
W−

i (κ+ p) ∩ V+
i (κ+ p, ξ) = {ψ(κ+ p)} .

This yields π+
i (κ + p, ξ) = ψ(κ + p) = φ(κ) = π+

i (κ, ξ) and thus the sequence
π+

i (·, ξ) is p-periodic. The claim for the asymptotic backward phase π−i can be
shown similarly. Finally, assertion (b) is an immediate consequence of (a). ��

4.4 Smoothness of Fiber Bundles and Foliations

At first glance it seems to be a straight forward task to derive continuous differ-
entiability of the invariant fiber bundles W±

i constructed in the Hadamard–Perron
Theorem 4.2.9, provided the nonlinearities are sufficiently smooth. One is tempted
to apply the uniform Cm-contraction principle from Theorem B.1.5 to the fixed
point equation (4.2f) with ξ ∈ Xκ as parameter. In fact, this approach is successful
for the fiber bundles associated to a hyperbolic splitting of the linear part (L0) – and
also for weakly nonhyperbolic situations (cf. [26]).

Yet, for arbitrary splittings the situation is different, since exponentially boun-
ded sequences need not to be bounded in the classical way. As a result, sub-
stitution operators on spaces of such sequences need not to be differentiable
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(see [26, Examples 4.7 and 4.9]) and thus Theorem B.1.5 is unfortunately not ap-
plicable. This necessitates another more flexible proof strategy and various other
techniques have been developed, where we refer to Sect. 4.10 for a survey.

We carefully try to give a clear and accessible “ad hoc” proof for the maximal
smoothness class of invariant fiber bundles. Moreover, we give an example which
shows that our necessary gap conditions are sharp. Instead of applying Theorem
B.1.5 directly, we formally differentiate the fixed point equation (4.2f), obtain a
new fixed point relation and show that its unique solutions are the desired deriva-
tives ofw±

i . This approach needs no technical tools beyond the contraction mapping
principle and Lebesgue’s theorem. The Cm-smoothness of invariant fiber bundles is
proved by induction overm. The induction over the smoothness class m is the key
for understanding the structure of the problem. Our focus is not to hide the core of
the proof by omitting the technical induction argument as it is frequently done in
the literature. To our understanding this is one of the reasons why the “Hadamard–
Perron-Theorem” has been reproven by so many authors for similar situations over
the years. The induction argument of the proof is crucial because it is needed to rig-
orously compute the higher order derivatives of compositions of maps, the so-called
“derivative tree”. It turned out to be advantageous to use two different representa-
tions of the derivative tree: First, a “totally unfolded derivative tree” to show that a
fixed point operator is well-defined and to compute explicit global bounds for the
higher order derivatives of the fiber bundles. Second, a “partially unfolded derivative
tree” to elaborate the induction argument in a recursive way.

After this foretaste for the things to come, we again deal with semilinear
equations

Bk+1x
′ = Akx+ fk(x, x′) (S)

and begin our analysis with a technical lemma valid in the setting from Hypothesis
4.2.3 of only Lipschitzian nonlinearities.

Lemma 4.4.1. Let κ ∈ I, φ, φ̄ : Z
±
κ → X be solutions to (S) and suppose

Hypothesis 4.2.1 and 4.2.3 hold true. If c ∈ (ai, bi) and �i(c) < 1 for one
1 ≤ i < N , then:

(a) For I unbounded above and φ− φ̄ ∈ X+
κ,c one has

∣
∣φ(k) − φ̄(k)

∣
∣
i
≤ K+

i

1− �i(c)
∣
∣φ(κ)− φ̄(κ)

∣
∣
i
ec(k, κ) for all k ∈ Z

+
κ .

(b) For I unbounded below and φ− φ̄ ∈ X−
κ,c one has

∣
∣φ(k)− φ̄(k)

∣
∣
i
≤ K−

i

1− �i(c)
∣
∣φ(κ) − φ̄(κ)

∣
∣
i
ec(k, κ) for all k ∈ Z

−
κ ,

where the constant �i(c) is given in Lemma 4.2.6.
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Proof. Using Theorem 3.5.3(a) the present assertion (a) can be shown similarly to
the following proof of (b). Above all, we remark that φ− φ̄ ∈ X−

κ,c solves the linear
inhomogeneous equation Bk+1x

′ = Akx + gk with gk := fk(φ(k)) − fk(φ̄(k)).

By the Lipschitz conditions (4.2a) one gets
∥
∥B−1

k+1gk
∥
∥ ≤ L(c)

∥
∥φ− φ̄

∥
∥
−
κ,c
ec(k, κ)

for all k ∈ Z
−
κ and therefore the inclusion g ∈ X−

κ,c,B with ‖g‖−κ,c,B ≤
L(c)

∥
∥φ− φ̄

∥
∥
−
κ,c

. Consequently, we can apply Theorem 3.5.3(b) in order to infer
the estimate

∥
∥φ− φ̄

∥
∥
−
κ,c
≤ K−

i

∣
∣φ(κ)− φ̄(κ)

∣
∣
i
+ Ci(c)L(c)

∥
∥φ− φ̄

∥
∥
−
κ,c
,

where we made use of Remark 3.5.9(3). Thus, our assumptionCi(c)L(c) = �i(c) <
1 (cf. (4.2i)) finally implies the claimed inequality. ��

From now on we strengthen Hypothesis 4.2.3 by imposing globally bounded
Fréchet-differentiable nonlinearitiesB−1

k+1fk.

Hypothesis 4.4.2. Letm ∈ N. Suppose thatB−1
k+1fk : Xk×Xk+1 → Xk+1, k ∈ I

′,
are of class Cm and for all 1 ≤ n ≤ m one has

δ+i (n) := sup
(k,x,x′)∈X×X ′

∥
∥Qi

1(k)D
nB−1

k+1fk(x, x′)
∥
∥

Ln(Xk×Xk+1;Xk+1)
<∞,

δ−i (n) := sup
(k,x,x′)∈X×X ′

∥
∥P i

1(k)D
nB−1

k+1fk(x, x′)
∥
∥

Ln(Xk×Xk+1;Xk+1)
<∞.

(4.4a)

Remark 4.4.3. Under Hypothesis 4.2.3 it follows using Proposition C.1.1 that

sup
(k,x,x′)∈X×X ′

∥
∥DB−1

k+1fk(x, x′)
∥
∥

L(Xk×Xk+1;Xk+1)
≤ L1 + L2 (4.4b)

and the constants δ±1 (i) exist per se. Furthermore, if we suppose Hypothesis 4.1.1
and B−1

k+1Ak ∈ L(Xk, Xk+1), k ∈ I
′, then Proposition 4.1.3(c) guarantees that

the general forward solution of (S) exists with ϕ(k;κ, ·) ∈ Cm(Xκ, Xk), κ ≤ k.
A similar statement holds for the general backward solution under the assumptions
of Proposition 4.1.4.

Remark 4.4.4 (spectral gap condition). For an integer 1 ≤ i < N we define

ς+i (m) := min

{

�bi − ai�
2

,

⌊

ai
m

√

ai + bi
ai + am

i

− ai

⌋}

,

ς−i (m) := min

{

�bi − ai�
2

,

⌊

bi − bi m

√

ai + bi
bi + bmi

⌋}
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and strengthen (Gi) to the spectral gap condition

am
i � bi, ∃ςi ∈

(

0, ς+i (m)
)

: (Gi) holds, (G+
i,m)

ai � bmi , ∃ςi ∈
(

0, ς−i (m)
)

: (Gi) holds, (G−
i,m)

choose a fixed real number ς ∈
(

max
{

K−
i ,K

+
i

}

(L1 + �bi − ςi�L2) , ςi
)

and de-
fine intervals Γ̄i := [ai + ς, bi − ς]. The condition am

i � bi guarantees ς+i (m) > 0,
while ai � bmi ensures that ς−i (m) > 0. In addition, one has ς±i (1) = �bi−ai	

2 and
the conditions (G+

i,m) and (G−
i,m) coincide form = 1.

In order not to interrupt our later argument, we insert the elementary

Lemma 4.4.5. Let α, β, ς > 0 andm ∈ N:

(a) If αm < β and ς < α m

√
α+β

α+αm − α, then (α+ ς)m < β − ς .

(b) If α < βm and ς < β − m

√
α+β

β+βm , then α+ ς < (β − ς)m.

Proof. The assumption αm < β implies 0 < α m

√
α+β

α+αm − α, which in turn is

equivalent to α+ ς < (βm − β)
(

1− ς
β

)m
and consequently

α+ β < (βm + β)
(

1− ς
β

)m

≤ βm

(

1− ς
β

)m

+ β
(

1− ς
β

)

= (β − ς)m + β − ς,

i.e., α+ ς < (β − ς)m. The assertion (b) can be shown along the same lines. ��

Theorem 4.4.6 (smoothness of invariant fiber bundles). Assume Hypothe-
ses 4.2.1, 4.2.3 and 4.4.2 are satisfied and choose 1 ≤ i < N , c ∈ Γ̄i.

(a) If I is unbounded above and (Γ+
i ), (G+

i,m) hold, then the map w+
i (κ, ·) : Xκ →

P i
1(κ) from Theorem 4.2.9(a) is of class Cm with globally bounded derivatives

sup
(κ,ξ)∈X

∥
∥Dn

2w
+
i (κ, ξ)

∥
∥

Ln(Xκ)
≤ Cn for all 1 ≤ n ≤ m,

where in particular C1 := �̃+i (c).
(b) If I is unbounded below and (Γ−

i ), (G−
i,m) hold, then the map w−

i (κ, ·) : Xκ →
Qi

1(κ) from Theorem 4.2.9(b) is of class Cm with globally bounded derivatives

sup
(κ,ξ)∈X

∥
∥Dn

2w
−
i (κ, ξ)

∥
∥

Ln(Xκ)
≤ Cn for all 1 ≤ n ≤ m,

where in particular C1 := �̃−i (c).
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(c) The global bounds C2, . . . , Cm ≥ 0 can be determined recursively using

Cn := max

{

K−
i

ς(1− �i(c))

n∑

j=2

δ−i (j)
∑

(N1,...,Nj)∈P <
j (n)

max {1, �bi − ς�}j
j

∏

ν=1

C#Nν ,

K+
i

ς(1− �i(c))

n∑

j=2

δ+i (j)
∑

(N1,...,Nj)∈P <
j (n)

max {1, �bi − ς�}j
j
∏

ν=1

C#Nν

}

(4.4c)

for all 2 ≤ n ≤ m,

where the constants �i(c) ∈ [0, 1) are defined in Lemma 4.2.6 and �̃±i (c) is given in
Theorem 4.2.9.

Remark 4.4.7. In case ai ≤ 1 or 1 ≤ bi it makes sense to investigate the behavior of
the conditions (G+

i,m) resp. (G−
i,m) for arbitrarily large values ofm. Having constant

rates ai(k) ≡ αi, bi(k) ≡ βi on I, the asymptotic behavior of the sequences ς±i (m)
is as follows:

lim
m→∞ ς

+
i (m) = 0, if αi ≤ 1, lim

m→∞ ς
−
i (m) = βi − 1, if βi ≥ 1.

Hence, the spectral gap condition (G+
i,m) for W+

i becomes increasingly restrictive
for growingm ∈ N.

Proof. Let (κ, ξ) ∈ X and c ∈ Γ̄i for a fixed 1 ≤ i < N .
Above all, we remark that the assumptions of Theorem 4.2.9 are fulfilled and we

use the brief notation introduced in (4.2p). So there exist invariant fiber bundlesW±
which are graphs of globally Lipschitzian mappings w± : X → X over the vector
bundles P±. These mappings are given by the relation

w±(κ, ξ) = P∓(κ)φ±κ (κ, ξ), (4.4d)

where φ±κ (ξ) ∈ X±
κ,c is the unique fixed point of the Lyapunov–Perron operators T+

κ

and T−
κ defined in (4.2q) resp. (4.2b). Here, thanks to Lemma 4.2.6 the operators

T±
κ : X±

κ,c ×Xκ → X±
κ,c are uniform contractions in their first argument with

lip1 T
±
κ

(4.2e)
≤ �i(c)

(4.2i)
< 1. (4.4e)

(a) Since the arguments for the operator T+
κ are analogous, we only sketch the

higher order smoothness case. We formally differentiate the fixed point identity for
the operator T+

κ defined in (4.2q) w.r.t. ξ ∈ Xκ and obtain another fixed point
equation φl

κ(ξ) = T l,+
κ (φl

κ(ξ); ξ) with the right-hand side

T l,+
κ (φl; ξ) :=

∞∑

n=κ

Gi(·, n+ 1)
[

Df̂n(φκ(n, ξ))φl(n, ξ) +Rl
n(ξ)

]

(4.4f)
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for all l ∈ {2, . . . ,m}. The remainderRl
n allows representations analogous to (4.4p)

and (4.4q) below. We refer to the following for further details.
(b) Our induction argument is involved and subdivided into two main steps. First,

we address the case of continuous differentiability in step (I) and show the general
Cm-situation on the foundation of induction over l ∈ {1, . . . ,m} in step (II).

(I) We conveniently abbreviate f̂k := B−1
k+1fk, k ∈ I

′. By formal differentiation
of the fixed point equation (cf. (4.2f) and (4.2b))

φκ(k, ξ) = Φ−
P−(k, κ)P−(κ)ξ +

κ−1∑

n=−∞
Gi(k, n+ 1)f̂n(φκ(n, ξ))

for all k ∈ Z
−
κ , w.r.t. the parameter ξ ∈ Xκ we obtain another fixed point equation

φ1
κ(ξ) = T 1,−

κ (φ1
κ(ξ); ξ) for all ξ ∈ Xκ (4.4g)

for the formal derivative φ1
κ of the fixed point mapping φκ : Xκ → X−

κ,c from
Lemma 4.2.8, where the right-hand side of (4.4g) is given by

T 1,−
κ (φ1; ξ) := Φ−

P−(·, κ)P−(κ) +
κ−1∑

n=−∞
Gi(·, n+ 1)Df̂n(φκ(n, ξ))φ1(n).

Here, the sequence φ1(k), k ∈ Z
−
κ , has values in L(Xκ, Xk) and in the following

we investigate this operator T 1,−
κ .

(I1) Claim: For every c ∈ Γ̄i the operator T 1,−
κ : X1,−

κ,c × Xκ → X1,−
κ,c is well-

defined and satisfies the estimate

∥
∥T 1,−

κ (φ1; ξ)
∥
∥
−
κ,c
≤ K−

i + �i(c)
∥
∥φ1

∥
∥
−
κ,c

for all φ1 ∈ X1,−
κ,c , ξ ∈ Xκ. (4.4h)

Choose φ1 ∈ X1,−
κ,c . Using Lemma A.1.5 we argue as in the proof of Theorem 3.5.3

in order to show the two inequalities

∥
∥P−(k)T 1,−

κ (k, φ1; ξ)
∥
∥ ≤ K−

i ebi(k, κ) +
K−

i L(c)
�bi − c�

∥
∥φ1

∥
∥
−
κ,c
,

∥
∥P+(k)T 1,−

κ (k, φ1; ξ)
∥
∥ ≤ K

+
i L(c)

�c− ai�
∥
∥φ1

∥
∥
−
κ,c

for all k ∈ Z
−
κ

and with the norm from Lemma 3.3.22 this yields

∣
∣T 1,−

κ (k, φ1; ξ)
∣
∣
i
ec(κ, k) ≤ K−

i + �i(c)
∥
∥φ1

∥
∥
−
κ,c

for all k ∈ Z
−
κ .

Consequently, we have the inclusion T 1,−
κ (φ1; ξ) ∈ X1,−

κ,c and passing over to the
least upper bound over k ∈ Z

−
κ implies the linear bound (4.4h).
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(I2) Claim: For every c ∈ Γ̄i the operator T 1,−
κ (·; ξ) : X1,−

κ,c → X1,−
κ,c is a uniform

contraction in ξ ∈ Xκ; moreover, the unique fixed point φ1
κ(ξ) ∈ X1,−

κ,c does not
depend on c ∈ Γ̄i and satisfies

∥
∥φ1(ξ)

∥
∥
−
κ,c
≤ K−

i

1− �i(c)
for all ξ ∈ Xκ. (4.4i)

Analogous to the estimate deduced in step (I1) we obtain using Lemma A.1.5,

∥
∥T 1,−

κ (φ1; ξ)− T 1,−
κ (φ̄1; ξ)

∥
∥
−
κ,c
≤ �i(c)

∥
∥φ1 − φ̄1

∥
∥
−
κ,c

for all φ1, φ̄1 ∈ X1,−
κ,c .

Taking the estimate (4.4e) into account, Banach’s fixed point theorem (cf. [295,
p. 361, Lemma 1.1]) guarantees the unique existence of a fixed point φ1

κ(ξ) ∈ X1,−
κ,c

for T 1,−
κ (·; ξ) : X1,−

κ,c → X1,−
κ,c . This fixed point φ1

κ(ξ) is independent of the growth

rate c ∈ Γ̄i since with Lemmata 3.3.26 and 3.3.27 we have X
1,−
κ,bi−ς ⊆ X1,−

κ,c and thus
every mapping T 1,−

κ (·; ξ) : X1,−
κ,c → X1,−

κ,c has the same fixed point as the restriction
T 1,−

κ (·; ξ)|X1,−
κ,bi−ς

. Finally, the fixed point property (4.4g) together with (4.4h) imply

the global bound for φ1
κ(ξ).

(I3) Claim: For every c ∈ [ai + ς, bi − ς) the mapping φκ : Xκ → X+
κ,c is

differentiable with derivative

Dφκ = φ1
κ : Xκ → X1,−

κ,c . (4.4j)

In relation (4.4j), as well as in all subsequent considerations, we use the isomor-
phism between the Banach spaces X1,−

κ,c and L(Xκ,X
−
κ,c) from Lemma 3.3.27 and

identify them. To show the differentiability assertion, we derive the quotients

Δφ(k, h) :=
1
|h|i

(

φκ(k, ξ + h)− φκ(k, ξ)− φ1
κ(k, ξ)h

)

for all ξ ∈ Xκ,

Δf̂k(x, y;h, h̄) :=
f̂k(x+ h, y + h̄)− f̂k(x, y)−Df̂k(x, y)

(
h

h̄

)

‖(h1, h2)‖

for all k ∈ I, h, x ∈ Xκ and h̄, y ∈ Xκ+1, where h, h̄ �= 0. Thereby, the inclusion
Δφ(·, h) ∈ X−

κ,c holds due to (I2) and Lemma 4.2.8. To prove differentiability, we
have to show the limit relation limh→0Δφ(·, h) = 0 in X−

κ,c. For this, consider
growth rates c� bi − ς , d ∈ (c, bi − ς) and from Lemma 4.4.1(b) we obtain

1
|h|i

|φκ(n, ξ + h)− φκ(n, ξ)|i ≤
K−

i

1− �i(c)
ed(n, κ) for all n ∈ Z

−
κ . (4.4k)
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Using the fixed point relation (4.2f) for φκ(ξ) and (4.4g) for φ1
κ(ξ) it results

Δφκ(k, h) =
1
|h|i

κ−1∑

n=−∞
Gi(k, n+ 1)

·
[

f̂n(φκ(n, ξ + h))− f̂n(φκ(n, ξ))−Df̂n(φκ(n, ξ))φ1
κ(n, ξ)h

]

for all k ∈ Z
−
κ , where subtraction and addition of the expression

Df̂n(φκ(n, ξ))
(

φκ(n, ξ + h)− φκ(n, ξ)
)

in the above parenthesis implies the estimate

‖P−(k)Δφ(k, h)‖
(3.4g)
≤ K−

i

κ−1∑

n=k

ebi(k, n+ 1)
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + k)− φκ(n, ξ))

∥
∥
∥

· 1
|h|i

∥
∥
∥φκ(n, ξ + h)− φκ(n, ξ)

∥
∥
∥

+K−
i L(d)

κ−1∑

n=k

ebi(k, n+ 1) |Δφ(n, h)|i for all k ∈ Z
−
κ

and together with (4.4k) we infer

‖P−(k)Δφκ(k, h)‖ ≤ K−
i

K−
i max {1, �d�}

1− �i(d)

κ−1∑

n=k

ebi(k, n+ 1)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + k)− φκ(n, ξ))

∥
∥
∥

+K−
i L(d)

κ−1∑

n=k

ebi(k, n+ 1) |Δφ(n, h)|i for all k ∈ Z
−
κ .

Analogously, also using (4.4k) we can derive a similar estimate

‖P+(k)Δφκ(k, h)‖ ≤ K+
i

K−
i max {1, �d�}

1− �i(d)

k−1∑

n=−∞
eai(k, n+ 1)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + k)− φκ(n, ξ))

∥
∥
∥

+K+
i L(d)

k−1∑

n=−∞
eai(k, n+ 1) |Δφ(n, h)|i for all k ∈ Z

−
κ

and thanks to the norm from Lemma 3.3.22 we obtain



238 4 Invariant Fiber Bundles

|Δφκ(k, h)|i ≤ max {S1 + S2, S3 + S4} for all k ∈ Z
−
κ

with the abbreviations

S1 :=
(K−

i )2 max {1, �d�}
1− �i(d)

κ−1∑

n=k

ebi(k, n+ 1)ed(n, κ)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + h)− φk(n, ξ))

∥
∥
∥ ,

S2 := K−
i L(d)

κ−1∑

n=k

ebi(k, n+ 1) |Δφκ(n, k)|i ,

S3 :=
K−

i K
+
i max {1, �d�}
1− �i(d)

k−1∑

n=−∞
eai(k, n+ 1)ed(n, κ)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + h)− φk(n, ξ))

∥
∥
∥ ,

S4 := K+
i L(d)

k−1∑

n=−∞
eai(k, n+ 1) |Δφκ(n, k)|i .

The elementary estimate max {S1 + S2, S3 + S4} ≤ S1 + S3 + max {S2, S4} to-
gether with Lemma A.1.5 yields

|Δφκ(k, h)|i ec(κ, k) ≤ (S1 + S3)ec(κ, k)

+ L(d)max
{

K−
i

�bi − d�
,
K+

i

�d− ai�

}

‖Δφκ(h)‖−κ,c for all k ∈ Z
−
κ

and passing over to the supremum over k ∈ Z
−
κ ensures (cf. (4.4e))

‖Δφκ(h)‖−κ,c ≤
K−

i max
{

K−
i ,K

+
i

}

max {1, �d�}
(1− �i(d))2

sup
k∈Z

−
κ

V (k, h)

with

V (k, h) := ec(κ, k)
κ−1∑

n=k

ebi(k, n+ 1)ed(n, κ)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + h)− φk(n, ξ))

∥
∥
∥ ,

+ec(κ, k)
k−1∑

n=−∞
ebi(k, n+ 1)ed(n, κ)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + h)− φk(n, ξ))

∥
∥
∥ for all k ∈ Z

−
κ .
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Thus, in order to prove claim (I3), we only have to show the limit relation

lim
h→0

sup
k∈Z

−
κ

V (k, h) = 0, (4.4l)

which will be done indirectly. Supposing (4.4l) is not true, there exists an ε > 0
and a sequence (hj)j∈N in Xκ with limit 0 such that supk∈Z

−
κ
V (k, hj) > ε for all

j ∈ N. This, in turn, implies the existence of a further sequence (kj)j∈N in Z
−
κ with

V (kj , hj) > ε for all j ∈ N. (4.4m)

Using the crude estimate
∥
∥
∥Δf̂n(x, y, h1, h2)

∥
∥
∥ ≤ 2(L1 + L2), which results from

(4.2a) and (4.4b), it follows using Lemma A.1.5 that

V (k, h) ≤
(
L1 + L2

�d− ai�
+
L1 + L2

�bi − d�

)

e d
c
(k, κ) for all k ∈ Z

−
κ

and due to Lemma A.1.3(b) the right-hand side of this estimate converges to 0 for
k → ∞, i.e., we have limk→∞ V (k, h) = 0 uniformly in h ∈ Xκ. Because of
(4.4m) the sequence (kj)j∈N has to be bounded in Z

−
κ , i.e., there exists an integer

K ≤ κ with kj ∈ [K,κ]
Z

for all j ∈ N. We consequently obtain from Proposition
A.1.2(a) that

V (kj , hj) ≤ e c
bi

(κ, k)
︸ ︷︷ ︸

≤1

κ−1∑

n=K

ebi(κ, n+ 1)ed(n, κ) (4.4n)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + hj)− φk(n, ξ))

∥
∥
∥ ,

+ ec(κ,K)
κ−1∑

n=−∞
eai(K,n+ 1)ed(n, κ)

·
∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + hj)− φk(n, ξ))

∥
∥
∥ for all j ∈ N

and due to the continuity of the fixed point mapping φκ(n, ·) : Xκ → Xn guaran-
teed by both Lemmata 4.3.4(b) and 3.3.28,

lim
j→∞

φκ(n, ξ + hj) = φκ(n, ξ) for all n ∈ Z
−
κ ,

as well as using the differentiability of f̂n, required in Hypothesis 4.4.2,

lim
(h,h̄)→(0,0)

∥
∥
∥Δf̂n(x1, x2, h, h̄)

∥
∥
∥ = 0,
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which leads to the limit relation

lim
j→∞

∥
∥
∥Δf̂n(φκ(n, ξ), φκ(n, ξ + hj)− φκ(n, ξ)

∥
∥
∥ = 0 for all n ∈ Z

−
κ .

We can conclude that the finite sum in (4.4n) tends to 0 in the limit j → ∞. As
in the proof of Lemma 4.3.4(b), Lebesgue’s theorem ensures that also the infinite
sum in (4.4n) converge to 0 for j → ∞. In conclusion, limj→∞ V (kj , hj) = 0,
which contradicts (4.4m). Hence, the claim (I3) is true, where (4.4j) follows by the
uniqueness of Fréchet derivatives.

(I4) Claim: For every c ∈ [ai + ς, bi − ς) the mappingsDφκ : Xκ → X1,−
κ,c and

D2w
−(κ, ·) : Xκ → L(Xκ) are continuous.

With a view to (4.4j) it is sufficient to show the continuity of the fixed point mapping
φ1

κ : Xκ → X1,−
κ,c . In order to do this, fix ξ0 ∈ Xκ and choose ξ ∈ Xκ. Using the

fixed point equation (4.4g) for φ1
κ, we can estimate the norm

∥
∥φ1

κ(ξ) − φ1
κ(ξ0)

∥
∥
−
κ,c

and as in the continuity proof of Lemma 4.3.4(b) it follows limξ→ξ0 φ
1
κ(ξ) = φ1

κ(ξ0)
in X1,−

κ,c . By the identity (4.4d) and Lemma 3.3.28 also D2w
−(κ, ·) is continuous.

Hence, we have shown the assertion (b) for m = 1, where the given bound C1 is a
consequence of Theorem 4.2.9(b2) interplaying with Proposition C.1.1.

(II) Now let m ≥ 2. By formal differentiation of the fixed point equation (4.2f)
w.r.t. ξ ∈ Xκ, using the higher order chain rule from Theorem C.1.3, we obtain
another fixed point equation

φl
κ(ξ) = T l,−

κ (φl
κ(ξ); ξ) (4.4o)

for the formal derivative φl
κ of φκ : Xκ → X+

κ,c of order l ∈ {2, . . . ,m}, where the
right-hand side of (4.4o) is given by

T l,−
κ (φl; ξ) :=

κ−1∑

n=−∞
Gi(·, n+ 1)

[

Df̂n(φκ(n, ξ))φl(n, ξ) +Rl
n(ξ)

]

.

Here, φl(k) ∈ Ll(Xκ, Xk), k ∈ Z
−
κ , and the remainder Rl

n has the representations:

• As partially unfolded derivative tree

Rl
n(ξ) (C.1a)=

l−1∑

j=1

(
l − 1
j

)
dj

dξj
Df̂n(φκ(n, ξ))φl(n, ξ), (4.4p)

which is appropriate for the induction in the subsequent step,
• and as totally unfolded derivative tree

Rl
n(ξ) (C.1b)=

l∑

j=2

∑

(N1,...,Nj)∈P <
j (l)

Dj f̂n(φκ(n, ξ))φ#N1(n, ξ) · · ·φ#Nj (n, ξ),

(4.4q)
which enables us to get explicit global bounds for higher order derivatives.
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For our forthcoming considerations it is crucial that Rl
n does not depend on φl

κ. In
the next steps, we will solve the fixed point equation (4.4o) for the operator T l,−

κ .
As preparation, for every l ∈ {1, . . . ,m} we introduce the growth rates

cl(k) :=

{

bi(k)− ς if bi(k)− ς ≥ 1,

(bi(k)− ς)l if bi(k)− ς < 1
for all k ∈ Z

−
κ

and c1, . . . , cl ∈ (ai + ς, bi − ς] holds, which in case bi(k) − ς ≥ 1 follows
from the relation ς < �bi−ai	

2 and otherwise results from ai + ς � (bi − ς)m

(cf. Lemma 4.4.5(b)). We formulate for m̄ ∈ {1, . . . ,m} the induction hypothesis:

A(m̄) :

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

For every l ∈ {1, . . . , m̄} and growth rates c ∈ (ai + ς, cl] the operator
T l

κ : Xl,−
κ,c ×Xκ → Xl,−

κ,c satisfies:

(a) It is well-defined.
(b) T l,−

κ (·; ξ) is a uniform contraction in ξ ∈ Xκ.
(c) The unique fixed point φl

κ(ξ) of T l,−
κ (·; ξ) is globally bounded in the

c+l -norm
∥
∥φl

κ(n, ξ)
∥
∥ ≤ Clecl

(n, κ) for all n ∈ Z
−
κ , ξ ∈ Xκ with the

constants Cl ≥ 0 given in (4.4c).
(d) If c � cl then φl−1

κ : Xκ → Xl,−
κ,c is continuously differentiable

w.r.t. ξ ∈ Xκ and derivativeDφl−1
κ = φl

κ : Xκ → Xl,−
κ,c .

For m̄ = 1 our step (I) establishes the induction hypothesisA(1) with C1 = K−
i

1−�i(c)

(cf. (4.4i)). Actually, thanks to Theorem 4.2.9(b2) one can even chooseC1 = �̃−i (c).
Now we assume A(m̄ − 1) holds true for some m̄ ∈ {2, . . . ,m} and we are going
to prove A(m̄) in the following steps:

(II1) Claim: For every c ∈ (ai+ς, cm̄] the operator T m̄,−
κ : Xm̄,−

κ,c ×Xκ → Xm̄,−
κ,c

is well-defined and satisfies the estimate

∥
∥T m̄,−

κ (φm̄; ξ)
∥
∥
−
κ,c
≤ �i(c)

∥
∥φm̄

∥
∥
−
κ,c

+ C̄m̄, (4.4r)

with the constant

C̄m̄ := max

{

K−
i

ς

m̄∑

j=2

δ−i (j)
∑

(N1,...,Nj)∈P <
j (m̄)

max {1, �bi − ς�}j
j

∏

ν=1

C#Nν ,

K+
i

ς

m̄∑

j=2

δ+i (j)
∑

(N1,...,Nj)∈P <
j (m̄)

max {1, �bi − ς�}j
j
∏

ν=1

C#Nν

}

,

i.e., the assertion A(m̄)(a) holds true.
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Let l ∈ {2, . . . , m̄} and choose c ∈ (ai + ς, cl]. Using the estimate c#N1 · . . . ·
c#Nj ≥ cl for any ordered partition (N1, . . . , Nl) ∈ P<

j (l) of length j ∈ {2, . . . , l},
from (3.4g), (4.4a), (4.4q) and A(m̄− 1)(c), we obtain the inequalities

∥
∥
∥
∥
∥
P−(k)

κ−1∑

n=k

Φ−
P−(k, n+ 1)Rl

n(ξ)

∥
∥
∥
∥
∥

(A.1d)
≤ K−

i ec(k, κ)
�bi − cl�

l∑

j=2

δ−i (j)
∑

(N1,...,Nl)∈P <
j (l)

j
∏

ν=1

C#Nν max {1, �c#Nν�}

using Lemma A.1.5(b) and analogously using Lemma A.1.5(a) one has

∥
∥
∥
∥
∥
P+(k)

k−1∑

n=−∞
Φ(k, n+ 1)Rl

n(ξ)

∥
∥
∥
∥
∥

(A.1e)
≤ K+

i ec(k, κ)
�cl − ai�

l∑

j=2

δ+i (j)
∑

(N1,...,Nl)∈P <
j (l)

j
∏

ν=1

C#Nν max {1, �c#Nν�}

for all k ∈ Z
−
κ . Given φm̄ ∈ Xm̄,−

κ,c the above estimates yield

∣
∣T m̄,−

κ (k, φm̄; ξ)
∣
∣
i
ec(κ, k) ≤ �i(c)

∥
∥φm̄

∥
∥
−
κ,c

+ C̄m̄ for all k ∈ Z
−
κ

with the constants C̄m̄ ≥ 0 defined above. As usual, passing over to the supremum
for k ∈ Z

−
κ implies T m̄,−

κ (φm̄; ξ) ∈ Xm̄,−
κ,c . In particular, the estimate (4.4r) follows

due to the inclusion c ∈ (ai + ς, bi − ς].
(II2) Claim: For every c ∈ (ai + ς, cm̄] the operator T m̄,−

κ (·; ξ) : Xm̄,−
κ,c → Xm̄,−

κ,c

is a uniform contraction in ξ ∈ Xκ; moreover, the unique fixed point φm̄
κ (ξ) ∈ Xm̄,−

κ,c

does not depend on c ∈ (ai + ς, cm̄] and satisfies

∥
∥φm̄

κ (ξ)
∥
∥
−
κ,c
≤ Cm̄ for all ξ ∈ Xκ, (4.4s)

i.e., the assertions A(m̄)(b) and A(m̄)(c) hold true.
Choose c ∈ (ai + ς, cm̄] and let φm̄, φ̄m̄ ∈ Xm̄,−

κ,c . Keeping in mind that the remain-
der in (4.4p) and (4.4q) does not depend on φm̄, φ̄m̄, resp., from (3.4g) and (4.2a)
we obtain the Lipschitz estimates

∣
∣T m̄,−

κ (k, φm̄; ξ)− T m̄,−
κ (k, φ̄m̄; ξ)

∣
∣
i
ec(κ, k)

≤ L(c)max

{

K−
i

κ−1∑

n=k

ebi(k, n+ 1)ec(n, κ),

K+
i

k−1∑

n=−∞
eai(k, n+ 1)ec(n, κ)

}

∥
∥φm̄ − φ̄m̄

∥
∥
−
κ,c
≤ �i(c)

∥
∥φm̄ − φ̄m̄

∥
∥
−
κ,c
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for all k ∈ Z
−
κ using Lemma A.1.5. Passing over to the supremum over k ∈ Z

−
κ

with (4.4e) implies the contraction property for T m̄,−
κ (·; ξ) and, e.g., [295, p. 361,

Lemma 1.1]) implies the existence of a unique fixed point φm̄
κ (ξ) ∈ Xm̄,−

κ,c . It can be
seen along the same lines as in (I2) that φm̄

κ (ξ) does not depend on c ∈ (ai + ς, cm̄].
The fixed point property (4.4o) with (4.4r) implies the bound (4.4s).

(II3) Claim: For every c ∈ (ai + ς, cm̄) the mapping φm̄−1
κ : Xκ → Xm̄,−

κ,c is
differentiable with derivative

Dφm̄−1
κ = φm̄

κ : Xκ → Xm̄,−
κ,c . (4.4t)

Let c ∈ (ai + ς, cm̄) be fixed. First we show that φm̄−1
κ is differentiable and then

we prove that the derivative is given by φm̄
κ : Xκ → L(Xκ,X

m̄−1,−
κ,c ) ∼= Xm̄,−

κ,c

(cf. Lemma 3.3.27). Thereto choose ξ ∈ Xκ arbitrarily, but fixed. Using the fixed
point equation (4.4o) for φm̄−1

κ we get for h ∈ Xκ the identity

φm̄−1
κ (k; ξ + h)− φm̄−1

κ (k; ξ)

=
κ−1∑

n=−∞
Gi(k, n+ 1)

[

Df̂n(φκ(n, ξ + h))φm̄−1
κ (n, ξ + h) +Rm̄−1

n (ξ + h)
]

−
κ−1∑

n=−∞
Gi(k, n+ 1)

[

Df̂n(φκ(n, ξ))φm̄−1
κ (n, ξ) +Rm̄−1

n (ξ)
]

for all k ∈ Z
−
κ . This leads to

φm̄−1
κ (k; ξ + h)− φm̄−1

κ (k; ξ)

−
κ−1∑

n=−∞
Gi(k, n+ 1)Df̂n(φκ(n, ξ + h))φm̄−1

κ (n, ξ + h)− φm̄−1
κ (n, ξ)

=
κ−1∑

n=−∞
Gi(k, n+ 1)

[

Df̂n(φκ(n, ξ + h))−Df̂n(φκ(n, ξ))
]

φm̄−1
κ (n, ξ + h)

+
κ−1∑

n=−∞
Gi(k, n+ 1)

[

Rm̄−1
n (ξ + h)− Rm̄−1

n (ξ)
]

(4.4u)

for all k ∈ Z
−
κ . With sequences φm̄−1 ∈ Xm̄−1,−

κ,c and h ∈ Xκ we define the
operatorsH ∈ L

(

Xm̄−1,−
κ,c

)

, E ∈ L
(

Xκ,X
m̄−1,−
κ,c

)

, J : Xκ → Xm̄−1,−
κ,c as follows

Hφm̄−1 :=
κ−1∑

n=−∞
Gi(·, n+ 1)Df̂n(φκ(n, ξ))φm̄−1(n),

Eh :=
κ−1∑

n=−∞
Gi(·, n+ 1)Rm̄

1 (n, ξ)h
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and

J(h) :=
κ−1∑

n=−∞
Gi(·, n+ 1)

{[

Df̂n(φκ(n, ξ + h))−Df̂n(φκ(n, ξ))
]

·φm̄−1
κ (n, ξ + h) + Rm̄−1

n (ξ + h)−Rm̄−1
n (ξ) −Rm̄

n (ξ)h
}

(4.4v)

for all k ∈ Z
−
κ . In the subsequent lines we will show that H , E and J are well-

defined. Using (3.4g) and (4.4a) it is easy to see that H : Xm̄−1,−
κ,c → Xm̄−1,−

κ,c is

linear and satisfies
∥
∥Hφm̄−1

∥
∥
−
κ,c
≤ �i(c)

∥
∥φm̄−1

∥
∥
−
κ,c

, which in turn gives us

‖H‖L(Xm̄−1,−
κ,c )

(4.4e)
< 1. (4.4w)

Keeping in mind that Eh = T m̄−1,−
κ (0; ξ)h, our Step (II1) yields Eh ∈ Xm̄−1,−

κ,c ,
while E is obviously linear and continuous, hence E ∈ L(Xκ,X

m̄−1,−
κ,c ). Argu-

ments similar to those in Step (II1) lead to the inclusion J(h) ∈ Xm̄−1,−
κ,c for any

h ∈ Xκ. Because of (4.4u) we obtain

[

φm̄−1
κ (ξ + h)− φm̄−1

κ (ξ)
]

−H
[

φm̄−1
κ (ξ + h)− φm̄−1

κ (ξ)
]

= Eh+ J(h)

for all h ∈ Xκ. Using the Neumann series (cf., e.g., [295, p. 74, Theorem 2.1] or
Theorem B.3.1) and (4.4w), the linear mapping IXm̄−1,−

κ,c
− H ∈ L(Xm̄−1,−

κ,c ) is
invertible and this implies

φm̄−1
κ (ξ + h)− φm̄−1

κ (ξ) =
[

IXm̄−1,−
κ,c

−H
]−1

[Eh+ J(h)] for all h ∈ Xκ.

Thus, it remains to show limh→0
J(h)
‖h‖ = 0 in Xm̄−1,−

κ,c , because then one gets

lim
h→0

1
‖h‖

∥
∥
∥
∥
φm̄−1

κ (ξ + h)− φm̄−1
κ (ξ) −

[

IXm̄−1,−
κ,c

−H
]−1

Eh

∥
∥
∥
∥

−

κ,c

= 0,

i.e., the claim of the present Step (II3) follows. Nevertheless the proof of the limit
relation limh→0

‖J(h)‖−κ,c

‖h‖ = 0 needs a certain technical effort. Thereto we use the
fact that due to the induction hypothesis A(m̄− 1)(d) the remainder

Rm̄−1
n (ξ)

(4.4p)
=

m̄−2∑

j=1

(
m̄− 2
j

)
∂j

∂ξj

[

Df̂n(φκ(n, ξ))
]

φm̄−1−j
κ (n, ξ)

is differentiable w.r.t. ξ ∈ Xκ, where the derivative is given by the product rule
(cf. [295, p. 336]) as

DRm̄−1
n (ξ)

(4.4p)
= Rm̄

n (ξ)−D2f̂n(φκ(n, ξ))φ1
κ(n, ξ)φm̄−1

κ (n, ξ).
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Using the abbreviation

ΔRm̄−1
n (ξ, h) :=

1
‖h‖

{

Rm̄−1
n (ξ + h)−Rm̄−1

n (ξ)

−
[

Rm̄
n (ξ)−D2f̂n(φκ(n, ξ))φ1

κ(n, ξ)φm̄−1
κ (n, ξ)

]

h

}

we obtain limh→0ΔR
m̄−1
n (ξ, h) = 0 for n ∈ Z

−
κ . Now we prove estimates for the

components J− and J+ of J in P− resp. P+, separately. For k ∈ Z
−
κ we get

J−(k, h)

(4.4v)=
κ−1∑

n=k

Φ−
P−(k, n+ 1)

{[

Df̂n(φκ(n, ξ + h))−Df̂n(φκ(n, ξ))
]

φm̄−1
κ (n, ξ + h)

−D2f̂n(φκ(n, ξ))φ1
κ(n, ξ)φm̄−1

κ (n, ξ)h+ΔRm̄−1
n (ξ, h) ‖h‖

}

,

where subtraction and addition of the expression

D2f̂n(φκ(n, ξ))φκ(n, ξ + h)− φκ(n, ξ)− φ1
κ(n, ξ)hφm̄−1

κ (n, ξ + h)

leads to

J−(k, h) =
κ−1∑

n=k

Φ−
P−(k, n+ 1)

{[

Df̂n(φκ(n, ξ + h))−Df̂n(φκ(n, ξ))

−D2f̂n(φκ(n, ξ))φκ(n, ξ + h)− φκ(n, ξ)
]

φm̄−1
κ (n, ξ + h)

+D2f̂n(φκ(n, ξ))φκ(n, ξ + h)−φκ(n, ξ)−φ1
κ(n, ξ)hφm̄−1

κ (n, ξ + h)

+D2f̂n(φκ(n, ξ))φ1
κ(n, ξ)φm̄−1

κ (n, ξ + h)− φm̄−1
κ (n, ξ)h

+ΔRm̄−1
n (ξ, h) ‖h‖

}

for all k ∈ Z
−
κ .

Using the quotient

ΔDf̂n(x, y, h, h̄) :=
Df̂n(x+ h, y + h̄)−Df̂n(x, y)−D2f̂n(x, y)

(
h

h̄

)

∥
∥(h, h̄)

∥
∥
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for all n ∈ Z
−
κ , x ∈ Xκ, y ∈ Y , h ∈ Xκ \ {0} and h̄ ∈ Xκ+1 \ {0}, we obtain

‖J−(k, h)‖ ≤
κ−1∑

n=k

∥
∥
∥Φ−

P−(k, n+1)
∥
∥
∥

[∥
∥
∥ΔDf̂n(φκ(n, ξ), φκ(n, ξ + h)−φκ(n, ξ))

∥
∥
∥

·
∥
∥
∥φκ(n, ξ + h)−φκ(n, ξ)

∥
∥
∥

∥
∥
∥φm̄−1

κ (n, ξ + h)
∥
∥
∥+

∥
∥
∥D2f̂n(φκ(n, ξ))

∥
∥
∥

·
∥
∥
∥φκ(n, ξ + h)− φκ(n, ξ)− φ1

κ(n, ξ)h
∥
∥
∥

∥
∥
∥φm̄−1

κ (n, ξ + h)
∥
∥
∥

+
∥
∥
∥D2f̂n(φκ(n, ξ))

∥
∥
∥

∥
∥
∥φ1

κ(n, ξ)
∥
∥
∥

∥
∥
∥φm̄−1

κ (n, ξ + h)− φm̄−1
κ (n, ξ)h

∥
∥
∥

+
∥
∥ΔRm̄−1

1 (n, ξ, h)
∥
∥ ‖h‖

]

for all k ∈ Z
−
κ .

With Hypotheses 4.2.1 and 4.4.2 (cf. (3.4g), (4.2a)) and A(m̄− 1)(c), we therefore
get

‖J−(k, h)‖ ≤ K−
i

κ−1∑

n=k

ebi(k, n+ 1)
[∥
∥
∥ΔDf̂n(φκ(n, ξ), φκ(n, ξ + h)−φκ(n, ξ))

∥
∥
∥

·Cm̄−1

‖h‖

∥
∥
∥φκ(n, ξ + h)− φκ(n, ξ)

∥
∥
∥ ecm̄−1(n, κ)

+Cm̄−1δ
−
i (2)

∥
∥
∥Δφκ(n, h)

∥
∥
∥ ecm̄−1(n, κ)

+C1δ
−
i (2)

∥
∥
∥φm̄−1

κ (n, ξ + h)− φm̄−1
κ (n, ξ)

∥
∥
∥ ec1(n, κ)

+
∥
∥ΔRm̄−1

n (ξ, h)
∥
∥

]

‖h‖

for all k ∈ Z
−
κ . Rewriting this estimate and using Lemma 4.4.1(b) we obtain

‖J−(h)‖−κ,c

‖h‖ ≤ Cm̄−1(K−
i )2 max {1, �c�}
1− �i(c)

sup
k∈Z

−
κ

V1(k, h)

+Cm̄−1K
−
i δ

−
i (2) sup

k∈Z
−
κ

V2(k, h)

+K−
i C1δ

−
i (2) sup

k∈Z
−
κ

V3(k, h) +K−
i sup

k∈Z
−
κ

V4(k, h)

with

V1(k, h) := ec(κ, k)
κ−1∑

n=k

ebi(k, n+ 1)ecm̄−1(n, κ)

·
∥
∥
∥ΔDf̂n(φκ(n, ξ), φκ(n, ξ + h)− φκ(n, ξ))

∥
∥
∥ ,

V2(k, h) := ec(κ, k)
κ−1∑

n=k

ebi(k, n+ 1)ecm̄−1(n, κ)
∥
∥
∥Δφ(n, h)

∥
∥
∥ ,
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V3(k, h) := ec(κ, k)
κ−1∑

n=k

ebi(k, n+ 1)ec1(n, κ)
∥
∥
∥φm̄−1

κ (n, ξ + h)− φm̄−1
κ (n, ξ)

∥
∥
∥ ,

V4(k, h) := ec(κ, k)
κ−1∑

n=k

ebi(k, n+ 1)
∥
∥ΔRm̄−1

n (ξ, h)
∥
∥ .

Similarly to Step (I4) we deduce limh→0 supk∈Z
−
κ
Vl(k, h) = 0 for l ∈ {1, . . . , 4},

proving the limit relation limh→0
‖J−(h)‖−

κ,c

‖h‖ = 0. Completely analogous one shows

the relation limh→0
‖J+(h)‖−

κ,c

‖h‖ = 0 and therefore we have verified the differentia-

bility of the mapping φm̄−1
κ : Xκ → Xm̄−1,−

κ,c . Finally we derive that the derivative

Dφm̄−1
κ : Xκ → L(Xκ,X

m̄−1,−
κ,c ) ∼= Xm̄,−

κ,c

is the fixed point mapping φm̄
κ : Xκ → Xm̄,−

κ,c of T m̄−1,−
κ . From the fixed point

equation (4.4o) for φm̄−1
κ we obtain by differentiation w.r.t. ξ ∈ Xκ the identity

D2φ
m̄−1
κ (k; ξ) =

κ−1∑

n=−∞
Gi(k, n+ 1)Df̂n(φκ(n, ξ))D2φ

m̄−1
κ (n, ξ)

+
κ−1∑

n=−∞
Gi(k, n+ 1)Rm̄

n (ξ) for all k ∈ Z
−
κ .

Hence, the derivative Dφm̄−1
κ (ξ) ∈ L(Xκ,X

m̄−1,−
κ,c ) ∼= Xm̄,−

κ,c (cf. Lemma 3.3.27)
is a fixed point of T m̄

κ (·; ξ), which in turn is unique by Step (II2), and so (4.4t) holds.
(II4) Claim: For every c ∈ (ai + ς, cm̄) the mappingsDm̄φκ : Xκ → Xm̄,−

κ,c and
Dm̄

2 w
−(κ, ·) : Xκ → Lm̄(Xκ) are continuous, i.e., also A(m̄)(d) holds.

Due to the relation (4.4t) it suffices to prove the continuity of φm̄
κ : Xκ → Xm̄,−

κ,c

and this is analogous to Step (I4) by adding and subtracting the expressions
Df̂n(φκ(n, ξ))φm̄

κ (n, ξ0) in the corresponding estimates. We established A(m̄).
(II5) In the preceding four steps we saw that φκ : Xκ → X−

κ,c is ms-times con-
tinuously differentiable. With the identity w−

i (κ, ξ) = P i
1(κ)φκ(κ, ξ) (see (4.4d))

the claim follows from properties of the evaluation map (see Lemma 3.3.28) and the
global bound for the derivatives can be obtained using the fact

∥
∥Dn

2w
−
i (κ, ξ)

∥
∥ =

∥
∥DnP i

1(κ)φκ(κ, ξ)
∥
∥ ≤

∥
∥P i

1(κ)φ
n
κ(ξ)

∥
∥
−
κ,c

(4.4s)
≤ Cn

for all 1 ≤ n ≤ ms. The expression for C1 is a consequence of Theorem 4.2.9(b2).
(c) The given recursion for the global bounds Cn ≥ 0 of the partial derivatives

∥
∥Dn

2w
−
i (κ, ξ)

∥
∥ for n ∈ {2, . . . ,m} in (4.4c) is a consequence of the estimate (4.4i)

from step (II2) in the present proof of (b). A dual argument shows that the solution
of the fixed point equation for (4.4f) is globally bounded by Cn as well, and an
estimate analogous to (4.4r) gives us the global bounds for the derivatives of w+

i .
Hence, we have shown assertion (c) and the proof of Theorem 4.4.6 is finished. ��
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For our nest result we impose strengthened spectral gap conditions

am
i � bi, ∃ςi ∈

(

0, ς+i (m)
)

: (G̃i) holds, (G̃+
i,m)

ai � bmi , ∃ςi ∈
(

0, ς−i (m)
)

: (G̃i) holds. (G̃−
i,m)

Proposition 4.4.8 (smooth intersection of invariant fiber bundles). Assume I =
Z and that Hypotheses 4.2.1, 4.2.3 and 4.4.2 holds If pairs (i, j) with 1 < i ≤
j < N satisfy (Γ+

i−1) and (Γ−
j ), as well as the strengthened spectral gap conditions

(G̃+
i−1,m) and (G̃−

j,m), then the function wj
i : Pj

i → X from Proposition 4.2.17 is of

class Cm with globally bounded partial derivatives Dn
2w

j
i (κ, ·) : Xκ → Ln(Xκ)

for 1 ≤ n ≤ m.

Proof. Let κ ∈ Z be fixed. Referring Theorem 4.4.6, the map Tκ : X2
κ×Xκ → X2

κ

introduced in (4.2w) ism-times continuously differentiable and fulfills the contrac-
tion condition lip1 Tκ ≤ �ij(c, d) < 1 for all c ∈ Γ̄i−1, d ∈ Γ̄j . Thus, one can
show as in Proposition 4.2.17 that Tκ satisfies the assumptions of the uniform Cm-
contraction principle in Theorem B.1.5. We conclude that Tκ(·, y), y ∈ Xκ, has
a unique fixed point Υij(y) ∈ X2

κ and the fixed point mapping Υij : Xκ → X2
κ

is of class Cm – for the sake of a convenient notation we suppressed the depen-
dence of Υij on κ ∈ Z. By construction, the smoothness of Υij carries over to
wj

i (κ, ·) : Xκ → Xκ.
It remains to show that wj

i has globally bounded partial derivatives. From
Theorem 4.4.6 we see that Tκ : X2

κ × Xκ → X2
κ has globally bounded deriva-

tives up to orderm, where

‖DnTκ(x1, x2; y)‖
(4.2w)
≤ Cn for all n ∈ [1,m]

Z
, x1, x2, y ∈ Xκ.

In order to show that this property carries over to Υij , we proceed by induction. For
m = 1 we differentiate the fixed point identity Tκ(Υij(y), y) ≡ Υij(y) on Xκ and
obtain using the chain rule (cf. Theorem C.1.3)

DΥij(y) ≡ D1Tκ(Υij(y), y)DΥij(y) +D2Tκ(Υij(y), y) onXκ.

Since Proposition C.1.1 guarantees ‖D1Tκ(Υij(y), y)‖ ≤ �ij(c, d) for y ∈ Xκ,

we get the estimate ‖DΥij(y)‖ ≤ �ij(c,d)
1−�ij(c,d) from (4.2w). Now suppose that

m > 1 and choose n ∈ [2,m]
Z

. Our induction hypothesis is that there exist re-
als K1, . . . ,Kn−1 ≥ 0 such that

∥
∥DlΥij(y)

∥
∥ ≤ Kl for all y ∈ Xκ, l ∈ [1, n)

Z
.

With this we can define Cm-mappings Ῡij : Xκ → Xκ, Ῡij(y) := (y, Υij(y)),
whose derivatives

DlῩij(y)y1 · · · yl =

{

(y1, DΥij(y)y1) for l = 1,

(0, DlΥij(y)y1 · · · yl) for l > 1
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for all y1, . . . , yl ∈ Xκ satisfy (cf. (??) and our induction hypothesis)

∥
∥DῩij(y)

∥
∥ ≤ max

{

1,
�ij(c, d)

1− �ij(c, d)

}

,
∥
∥DlῩij(y)

∥
∥ ≤ Kl for all l ∈ [2, n)

Z
.

Thus, relation (C.1b) in the higher order chain rule from Theorem C.1.3 implies

‖DnΥij(y)‖ ≤ �ij(c, d)
∥
∥Υn

ij(y)
∥
∥ + 2

n∑

l=2

Cl

∑

(N1,...,Nl)∈P <
l

(n)

l∏

ν=1

∥
∥D#Nν Ῡij(y)

∥
∥

and since components Nν ⊆ {1, . . . , n} of a partition (N1, . . . , Nl) ∈ P<
l (n),

l ∈ [2, n]
Z

, have a smaller cardinality than n, we conclude from our hypothesis

‖DnΥij(y)‖ ≤
2

1− �ij(c, d)

·
n∑

l=2

Cl

∑

(N1,...,Nl)∈P <
l (n)

l∏

ν=1

⎧

⎨

⎩

max
{

1, �ij(c,d)
1−�ij(c,d)

}

for #Nν = 1,

Kν for #Nν > 1.

Therefore, the mapping DnΥij : Xκ → Ln(Xκ;X2
κ) is globally bounded and by

definition of wj
i , this implies our assertion. ��

An even more delicate question is the smooth dependence of the invariant fibers
V±

i (ξ) ⊆ X on the initial point ξ ∈ Xκ. Here, the Cm-smoothness of the
2-parameter semigroup generated by (S) carries over to the mappings v±i from
Proposition 4.3.5 only form = 0. For higher order differentiability also the growth
behavior of Dn

3ϕ(·;κ, ξ), (κ, ξ) ∈ X and 1 ≤ n ≤ m plays an important rule and
due to the resulting technical complexity we waive a corresponding statement and
proof. Yet, corresponding references can be found in Sect. 4.10:

Proposition 4.4.9 (smoothness of invariant fibers). Let (κ, ξ) ∈ X and for given
1 ≤ i < N choose c ∈ Γ̄i. Assume that Hypotheses 4.2.1, 4.3.1 and 4.4.2 hold.

(a) If I is unbounded above and (G+
i,m) holds, then the mapping v+i (κ, ·, ξ) : Xκ →

P i
1(κ) from Proposition 4.3.5(a) ism-times differentiable with continuous par-

tial derivativesDn
2 v

+
i (κ, ·) : X2

κ → Ln(Xκ) and the global bounds

sup
(κ,η,ξ)∈X×X

∥
∥Dn

2 v
+
i (κ, η, ξ)

∥
∥

Ln(Xκ)
≤ Cn for all 1 ≤ n ≤ m.

(b) If I is unbounded below, the general solution ϕ of (S) exists on X as a contin-
uous mapping and (G−

i,m) holds, then the mapping v−i (κ, ·, ξ) : Xκ → Qi
1(κ)

from Proposition 4.3.5(b) is m-times differentiable with continuous partial
derivativesDn

2 v
−
i (κ, ·) : X2

κ → Ln(Xκ) and the global bounds

sup
(κ,η,ξ)∈X×X

∥
∥Dn

2 v
−
i (κ, η, ξ)

∥
∥

Ln(Xκ)
≤ Cn for all 1 ≤ n ≤ m.

The constants Cn ≥ 0 are recursively given by (4.4c) in Theorem 4.4.6(c).
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Proof. Let the pair (κ, ξ) ∈ X be fixed.
(a) In order to show the continuous differentiability of v+i (κ, ·, ξ) : Xκ → Xκ,

we proceed as follows: Again abbreviate f̂k := B−1
k+1fk, k ∈ I

′, and formally
differentiate the fixed point equation (cf. (4.3e))

ψκ(k, η, ξ) = Φ(k, κ)[η −Qi
1(κ)ξ]

+
∞∑

n=κ

Gi(k, n+ 1)
[

f̂n(ψκ(n, η, ξ) + ϕ(n;κ, ξ))− f̂n(ϕ(n;κ, ξ))
]

for all k ∈ Z
+
κ w.r.t. the variable η ∈ Xκ. Suppressing the dependence on ξ ∈ Xκ

from now on, this leads to a further fixed point equation

ψ1
κ(η) = S1,+

κ (ψ1
κ(η); η) for all η ∈ Qi

1(κ), (4.4x)

yielding the formal derivativeψ1
κ w.r.t. η ∈ Xκ for the mappingψκ : Qi

1(κ) → X+
κ,c

from Lemma 4.3.4. Precisely, the operator S1,+
κ is given by

S1,+
κ (ψ1; η, ξ) := Φ(·, κ) +

∞∑

n=κ

Gi(k, n+ 1)

[

Df̂n(ψκ(n, η) + ϕ(n;κ, ξ))

· ψ1(n, η) +D3ϕ(n;κ, ξ)

]

,

where the variable ψ1(k), k ∈ I, is a sequence with values in L(Xκ, Xk). The
analysis of this operator S1,+

κ strongly resembles the one for T 1,−
κ given in the above

proof of Theorem 4.4.6. We consequently omit the corresponding further details.
(b) Since the argument is analogous to (a), we skip the details. ��

4.5 Normal Hyperbolicity

To motivate our further considerations, we return to the linear equation (L0). As we
have seen, the invariant fiber bundleW−

i for (S), as formulated in Theorem 4.2.9(b),
is a perturbation of the pseudo-unstable bundleP i

1, and the linear spectral gap condi-
tion ai � bi implies that P i

1 is normally hyperbolic in the sense that (L0) possesses
an exponential dichotomy. Now we tackle the problem whether this normal hyper-
bolicity persists under nonlinear perturbations.

As important result from the previous section, we know that the invariant fiber
bundleW−

i and its invariant foliation V+
i (ξ) are of class C1, if (S) has this property.

Hence, for each (κ, x, y) ∈ W−
i ×X we can define the tangent bundles
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TxW−
i :=

{

(κ, ξ +D2w
−
i (κ, x)ξ) ∈ X : ξ ∈ P i

1(κ)
}

,

TyV+
i (x) :=

{

(κ, η +D2v
+
i (κ,Qi

1(κ)y, x)η) ∈ X : η ∈ Qi
1(κ)

}

to W−
i resp. V+

i . For simplicity reasons, we assume for the remaining section that
(S) is semi-implicit, i.e., instead of (S) we consider

Bk+1x
′ = Akx+ fk(x). (S′)

As a consequence, under (3.1a) the general forward solution to (S′) exists, for in-

stance the strengthened gap condition (G̃i) simplifies to

∃ςi ∈
(

0, �bi−ai	
2

)

:
(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

L1 < ςi (4.5a)

and, in particular, both the invariance equations (4.2m), (4.3n) become easier to
handle. The sets Γ̄i are defined as in the previous sections.

The subsequent lemma roughly states that the two tangential bundles defined
above provide a splitting of each fiber Xκ of the extended state space X . Before
delving into preparations, let us point out that we focus on the invariant fiber bundles
W−

i in this section and that we suppose I = Z from now on.

Lemma 4.5.1. Assume Hypotheses 4.2.1, 4.3.1, 4.4.2 with m = 1 and (Γ−
i ) and

(4.5a) hold for one 1 ≤ i < N . Then for each κ ∈ Z we have the decomposition

Xκ = TxW−
i (κ)⊕ TyV+

i (κ, x) for all x ∈ W−
i (κ), y ∈ Xκ (4.5b)

and the splitting is continuous in (x, y) ∈ W−
i (κ)×Xκ.

Proof. Fix a triple (κ, x, y) ∈ W−
i × X . In order to prove that the tangent spaces

TxW−
i (κ) and TyV+

i (κ, x) satisfy (4.5b) we show that each ζ ∈ Xκ possesses the
representation ζ = ξ̄ + η̄ with unique ξ̄ ∈ TxW−

i (κ) and η̄ ∈ TyV+
i (κ, x). This

is equivalent to the unique existence of points ξ ∈ P i
1(κ), η ∈ Qi

1(κ) such that
ζ = ξ +D2w

−
i (κ, x)ξ + η +D2v

+
i (κ,Qi

1(κ)y, x)η, which holds if and only if

P i
1(κ)ζ = ξ +D2v

+
i (κ,Qi

1(κ)y, x)η, Qi
1(κ)ζ = η +D2w

−
i (κ, x)ξ

and this, in turn, is equivalent to

ξ = P i
1(κ)ζ −D2v

+
i (κ,Qi

1(κ)y, x)Q
i
1(κ)ζ +D2v

+
i (κ,Qi

1(κ)y, x)D2w
−
i (κ, x)ξ,

η = Qi
1(κ)ζ −D2w

−
i (κ, x)P i

1(κ)ζ +D2w
−
i (κ, x)D2v

+
i (κ,Qi

1(κ)y, x)η.

By Theorem 4.2.9(b2) and Proposition 4.3.5(a2) the Lipschitz constants lip2 w
−
i ,

lip2 v
+
i , respectively, exist and their product is less than 1 (cf. (4.3t)), so that the op-

erators I−D2v
+
i (κ,Qi

1(κ)y, x)D2w
−
i (κ, x) and I−D2w

−
i (κ, x)v+i (κ,Qi

1(κ)y, x)
are invertible in the Banach algebra L(Xκ) (cf. [295, p. 74, Theorem 2.1] or
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Theorem B.3.1). Therefore, one can represent ζ ∈ Xκ uniquely as ζ =
P̃ i

1(κ, x, y)ζ + Q̃i
1(κ, x, y)ζ, where P̃ i

1(κ, x, y) ∈ L(Xκ) is the projection of Xκ

onto TxW−
i (κ) along TyV+

i (κ, x),

Q̃i
1(κ, x, y) :=

[

I −D2v
+
i (κ,Qi

1(κ)y, x)D2w
−
i (κ, x)

]−1 ·
·
[

P i
1(κ)−D2v

+
i (κ,Qi

1(κ)y, x)
]

,

and accordingly Q̃i
1(κ, x, y) ∈ L(Xκ) is the projection of Xκ onto TyV+

i (κ, x)
along TxW−

i (κ) given by

P̃ i
1(κ, x, y) :=

[

I −D2w
−
i (κ, x)D2v

+
i (κ,Qi

1(κ)y, x)
]−1 [

Qi
1(κ)−D2w

−
i (κ, x)

]

.

Due to both our Theorem 4.4.6(b), Proposition 4.4.9(a) and the fact that the inver-
sion operator ·−1 : L(Xκ) → L(Xκ) is of class C∞ (cf. [1, p. 117, Lemma 2.5.5]),
we see that P̃ i

1(κ, x, y), Q̃
i
1(κ, x, y) depend continuously on (x, y) ∈ W−

i (κ)×Xκ.
Thus, the splitting (4.5b) is continuous. ��

Consider the difference equation in X × X given by (S) and the corresponding
variational equation

{
Bk+1x

′ =Akx+ fk(x)
Bk+1z

′ = [Ak +Dfk(x)] z
; (4.5c)

its general solution will be denoted by (ϕ, φ) and exists due to (3.1a). In the follow-
ing it is our aim to show that the invariant fiber bundleW−

i is normally hyperbolic;
that is to say that the tangential and normal bundle for W−

i are invariant under
(4.5c), and that we have an exponential dichotomy w.r.t. these bundles. To be more
precise, we have

Lemma 4.5.2 (tangent bundle). Assume Hypotheses 4.2.1, 4.3.1, 4.4.2 withm = 1
and (Γ−

i ) and (4.5a) hold for one 1 ≤ i < N . If

K−
i L1

(

1 + �̃−i (c)
)

< bi(k) for all k ∈ Z (4.5d)

is satisfied for one c ∈ Γ̄i, then the tangent bundle

TW−
i :=

{

(κ, ξ, ζ) ∈ X × X : (κ, ξ) ∈ W−
i , ζ ∈ TξW−

i (κ)
}

is invariant w.r.t. (4.5c), the general solution (ϕ, φ) of (4.5c) exists on TW−
i and

one has the backward estimate

‖φ(k;κ, ξ, ζ)‖Xk
≤ K−

i eb̂i
(k, κ)

∥
∥P i

1(κ)ζ
∥
∥

Xκ
for all k ∈ Z

−
κ (4.5e)

and (κ, ξ, ζ) ∈ TW−
i , where b̂i(k) := bi(k)−KiL1

(

1 + �̃−i (c)
)

.
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Proof. First, we abbreviate f̂k := B−1
k+1fk. Choose any triple (κ, ξ, ζ) ∈ TW−

i and
consequently we have representations ξ = ξ0+w−

i (κ, ξ0), ζ = ζ0+D2w
−
i (κ, ξ0)ζ0

for some points ξ0, ζ0 ∈ P i
1(κ). Then Corollary 4.2.13(a) implies that the general

solution ϕ̂ of the W−
i -reduced equation (4.2s) is defined on P−

i . The further proof
is subdivided into four steps:

(I) Claim: The general solution ϕ̃ of the variational equation for (4.2s),

Bk+1x
′ = Akx+ P i

1(k + 1)Df̂k
(

ϕ̃(k;κ, ξ0) + w−
i (k, ϕ̃(k;κ, ξ0))

)

·
[

x+D2w
−
i (k, ϕ̃(k;κ, ξ0))x

]

(4.5f)

is defined on P i
1.

We differentiate the solution identity for ϕ̂ w.r.t. ξ0. ThenD3ϕ̂(·;κ, ξ0) is an op-
erator solution of (4.5f) satisfying the initial condition x(κ) = I , and ϕ̃(k;κ, ξ0) :=
D3ϕ̂(k;κ, ξ0)ξ0 defines the general solution of (4.5f) for k ∈ Z, (κ, ξ0) ∈ P i

1.
(II) Claim: The tangent bundle TW−

i is forward invariant w.r.t. (4.5c).
Define the sequence ψ1 : Z

+
κ → X, ψ1(k) := ϕ̂(k;κ, ξ0) + w−

i (k, ϕ̂(k;κ, ξ0)) and
due to the inclusion ϕ̂(k;κ, ξ0) ∈ P i

1(k) one obviously has ψ1(k) ∈ W−
i (k) for

all k ∈ Z
+
κ . In addition, from the invariance equation (4.2m) we see that ψ1 is a

solution of the first equation in (4.5c) with ψ1(κ) = ξ and this yields ϕ(k;κ, ξ) =
ψ1(k) ∈ W−

i (k) for all k ∈ Z
+
κ . Next we define the sequence ψ2 : Z

+
κ → X,

ψ2(k) = ϕ̃(k;κ, ζ0) + D2w
−
i (k, ϕ(k;κ, ξ))ϕ̃(k;κ, ζ0). Observing the inclusion

ϕ̃(k;κ, ζ0) ∈ P i
1(k) one has ψ2(k) ∈ Tϕ(k;κ,ξ)W−

i (k) for all k ∈ Z
+
κ . Using an

identity obtained by differentiating the invariance equation (4.2m) w.r.t. the variable
in P i

1(k), one verifies that ψ2 solves the second equation in (4.5c) and satisfies
ψ2(κ) = ζ0 +D2w

−
i (k, ξ)ζ0. Hence, φ(k;κ, ξ, ζ) = ψ2(k) ∈ Tϕ(k;κ,ξ)W−

i (k) and
the tangent bundle TW−

i is forward invariant.
(III) The fact that ϕ is defined on W−

i is given in Corollary 4.2.13(a) and we
will show that the second component φ is defined on TW−

i . For this, let k ∈ Z.
From Step (II) we have φ(k + 1; k, ·) : Tϕ(k;κ,ξ)W−

i (k) → Tϕ(k+1;κ,ξ)W−
i (k + 1)

is well-defined and it suffices to show that this mapping is bijective. Let η ∈
Tϕ(k+1;κ,ξ)W−

i (k + 1), i.e., η = η1 + D2w
−
i (k + 1, ϕ(k + 1; k, ξ))η1 for some

η1 ∈ P i
1(k + 1); note that lip2 w

−
i < 1 (cf. Remark 4.3.8) and consequently η1

uniquely determines the point η. We show that the endomorphism

B−1
k+1Ak + P i

1(k + 1)Df̂k(ϕ(k;κ, ξ))
[

I +D2w
−
i (k, ϕ(k;κ, ξ))

]

is actually an isomorphism between the linear spaces P i
1(k) and P i

1(k + 1).
We abbreviate Φk := P i

1(k + 1)Df̂k(ϕ(k;κ, ξ))
[

I +D2w
−
i (k, ϕ(k;κ, ξ))

]

and

from Theorem 4.2.9(b2) with (4.2a) one derives ‖Φk‖ ≤ L1

(

1 + �̃−i (c)
)

for

all k ∈ Z. On the other hand, from Hypothesis 4.2.1 we know that the inverse
B−1

k+1Ak|−1
Pi

1(k)
exists (see Lemma 3.3.6(b)) and (3.4g) implies

∥
∥B−1

k+1Ak|−1
Pi

1(k)

∥
∥ ≤

K−
i

bi(k−1) for all k ∈ Z. Then our assumption (4.5d) and Theorem B.3.1
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shows the invertibility of B−1
k+1Ak + Φk ∈ L(P i

1(k),P i
1(k + 1)), and η0 :=

[

B−1
k+1Ak + Φk

]−1
η1 is the unique point in P i

1(k) satisfying the relation φ(k + 1;
k, ξ, η0 + D2w

−
i (k, ϕ(k;κ, ξ))η0) = η. In particular, (4.5d) ensures that the

Gronwall estimate Proposition A.2.1(b) can be applied.
(IV) Referring to Step (I) we know that the general solution ϕ̃(k;κ, ·) of the

variational equation (4.5f) exists for k ∈ Z
−
κ . So, the variation of constants formula

in backward time from Theorem 3.1.16(b) (see also Remark 3.1.17(1)) implies the
relation

ϕ̃(k;κ, ζ0) = Φ−
P i

1
(k, κ)ζ0 −

κ−1∑

n=k

Φ−
P i

1
(k, n+ 1)P i

1(n+ 1)

·Df̂n
(

ϕ̃(n;κ, ξ0) + w−
i (n, ϕ̃(n;κ, ξ0))

)

·
[

I +D2w
−
i (n, ϕ̃(n;κ, ξ0))

]

ϕ̃(n;κ, ζ0) for all k ∈ Z
−
κ

and analogous to the proof of (4.2t) in Corollary 4.2.13 one gets the estimate
(4.5e). ��

Lemma 4.5.3 (normal bundle). Assume Hypotheses 4.2.1, 4.3.1, 4.4.2 withm = 1
and (Γ−

i ) and (4.5a) hold for one 1 ≤ i < N . Then the normal bundle

NW−
i :=

{

(κ, ξ, ζ) ∈ X × X : (κ, ξ) ∈ W−
i , ζ ∈ TξV+

i (κ, ξ)
}

is forward invariant w.r.t. (4.5c), and one has the forward estimate

‖φ(k;κ, ξ, ζ)‖Xk
≤ K+

i

(

1 + �̃+i (c)
)

eâi(k, κ)
∥
∥Qi

1(κ)ζ
∥
∥

Xκ
for all k ∈ Z

+
κ

and (κ, ξ, ζ) ∈ NW−
i , where âi(k) := ai(k) +K+

i L1

(

1 + �̃+i (c)
)

.

Proof. Let (κ, ξ, ζ) ∈ NW−
i and f̂k := B−1

k+1fk. We proceed in two steps:
(I) To show the forward invariance ofNW−

i we choose an arbitrary η ∈ W−
i (κ)

and let η0 ∈ Qi
1(κ) be such that η = η0 +v+i (κ, η0, ξ). From the forward invariance

of V+
i (ξ) guaranteed by Proposition 4.3.5(a) we know that there exists a sequence

of points ψ1(k) ∈ Qi
1(k) satisfying

ϕ(k;κ, η) = ψ1(k) + v+i (k, ψ1(k), ϕ(k)) for all k ∈ Z
+
κ , (4.5g)

where we abbreviate ϕ(k) = ϕ(k;κ, ξ) from now on, since ξ ∈ W−
i (κ) remains

fixed. If we multiply the solution identity for ϕ with Qi
1(k + 1), we see that the

sequence ψ1 = Qi
1(·)ϕ(·;κ, η) : Z

+
κ → X solves the equation

x′ = B−1
k+1Akx+Qi

1(k + 1)f̂k
(

x+ v+i (k, x, ϕ(k))
)

. (4.5h)
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Let ψ denote the general solution of (4.5h). Then the partial derivative D3ψ exists
andD3ψ(·;κ, η0)Qi

1(κ)ζ is a solution of the variational equation (cf. (4.5g))

x′ = B−1
k+1Akx+Qi

1(k + 1)Df̂k
(

ψ(k;κ, η0) + v+i (k, ψ(k;κ, η0), ϕ(k;κ, η))
)

·
[

x+D2v
+
i (k,Qi

1(k)ϕ(k;κ, η), ϕ(k))x
]

(4.5i)

satisfying the initial condition x(κ) = Qi
1(κ)ζ. On the other hand, the invariance

equation (4.3n) yields the identity

v+i (k + 1, ψ(k + 1;κ, η0), ϕ′(k)) ≡ B−1
k+1Akv

+
i (k;ψ(k;κ, η0), ϕ(k))

+Qi
1(k + 1)f̂k

(

ψ(k;κ, η0) + v+i (k, ψ(k;κ, η0), ϕ(k))
)

on Z
+
κ

and if we differentiate this identity w.r.t. η0 and applyQi
1(κ)ζ one gets

D2v
+
i (k + 1, ψ(k + 1;κ, η0), ϕ′(k))D3ψ(k + 1;κ, η0)Qi

1(κ)ζ
≡ B−1

k+1AkD2v
+
i (k;ψ(k;κ, η0), ϕ(k))D3ψ(k;κ, η0)Qi

1(κ)ζ

+Qi
1(k + 1)Df̂k

(

ψ(k;κ, η0) + v+i (k, ψ(k;κ, η0), ϕ(k))
)

·
[

D3ψ(k;κ, η0) +D2v
+
i (k, ψ(k;κ, η0), ϕ(k))D3ψ(k;κ, η0)

]

Qi
1(κ)ζ

on Z
+
κ . From this, and the solution identity forD3ψ(·;κ, η0)Qi

1(κ)ζ (cf. (4.5i)) we
see that the sum

σ(k) : = D3ψ(k;κ, η0)Qi
1(κ)ζ +D2v

+
i (k;ψ(k;κ, η0), ϕ(k))D3ψ(k;κ, η0)Qi

1(κ)ζ
= D3ψ(k;κ, η0)Qi

1(κ)ζ
+D2v

+
i (k;Qi

1(k)ϕ(k;κ, η0), ϕ(k))D3ψ(k;κ, η0)Qi
1(κ)ζ

∈ Tϕ(k;κ,η)V−
i (k, ϕ(k)) for all k ∈ Z

+
κ

is a solution of the linear difference equation Bk+1x
′ = Akx + Dfk(ϕ(k;κ, η))x

satisfying σ(κ) = Qi
1(κ)ζ +D2v

+
i (κ,Qi

1(κ)η, ζ)Q
i
1(κ)ζ. Since η ∈ V+

i (κ, ξ) was
arbitrary, we can choose η = π+

i (κ, ξ) now, and ξ ∈ W−
i (κ) yields η = π+

i (κ, ξ) =
ξ (cf. Theorem 4.3.7(a)). Hence, σ(k) ∈ Tϕ(k)V+

i (k, ϕ(k)) for all k ∈ Z
+
κ and

σ(κ) = ζ. The uniqueness of forward solutions implies φ(k;κ, ξ, ζ) = σ(k), i.e.

φ(k;κ, ξ, ζ) = D3ψ(k;κ, η0)Qi
1(κ)ζ (4.5j)

+D2v
+
i (k;Qi

1(k)ϕ(k;κ, ξ), ϕ(k))D3ψ(k;κ, η0)Qi
1(κ)ζ

and due to the invariance ofW−
i we have (ϕ, φ)(k;κ, ξ, ζ) ∈ NW−

i (k), k ∈ Z
+
κ .

(II) It remains to deduce the claimed forward estimate for φ. The variation of
constants formula from Theorem 3.1.16(a), applied to (4.5i), gives us
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D3ψ(k;κ, η0)Qi
1(κ)ζ = Φ(k, κ)Qi

1(κ)ζ

+
k−1∑

n=κ

Φ(k, n+ 1)Qi
1(n+ 1)Df̂n

(

ψ(n;κ, η0) + v+i (n, ψ(k;κ, η0), ϕ(n;κ, η))
)

·
[

D3ψ(k;κ, η0) +D2v
+
i (k,Qi

1(k)ϕ(k;κ, η), ϕ(k))D3ψ(k;κ, η0)
]

Qi
1(κ)ζ

for all k ∈ Z
+
κ , and from (3.4g), (3.5a) and Proposition 4.3.5(a2) we get

∥
∥D3ψ(k;κ, η0)Qi

1(κ)ζ
∥
∥ eai(κ, k)

≤ K+
i

∥
∥Qi

1(κ)ζ
∥
∥+K+

i

(

1 + �̃+i (c)
)

L1

k−1∑

n=κ

eai(κ, n)
ai(n)

∥
∥D3ψ(n;κ, η0)Qi

1(κ)ζ
∥
∥

for all k ∈ Z
+
κ . The Gronwall lemma from Theorem A.2.1(a) implies

∥
∥D3ψ(k;κ, η0)Qi

1(κ)ζ
∥
∥ ≤ K+

i eâi(k, κ)
∥
∥Qi

1(κ)ζ
∥
∥ for all k ∈ Z

+
κ

and (4.5j) together with Proposition 4.3.5(a2) leads to our assertion. ��

Theorem 4.5.4 (normal hyperbolicity). Assume Hypotheses 4.2.1, 4.3.1, 4.4.2
with m = 1 and (Γ−

i ) and (4.5a) hold for one 1 ≤ i < N . If (4.5d) is satisfied
for one c ∈ Γ̄i, then the invariant fiber bundleW−

i is normally hyperbolic:

(a) One has the Whitney sum X × X = TW−
i ⊕ NW−

i , where the splitting is
continuous in each fiber.

(b) The nonautonomous sets TW−
i and NW−

i possess the properties stated in
Lemma 4.5.2 and Lemma 4.5.3, resp.

(c) In particular, the pseudo-contraction in the normal direction ofW−
i is stronger

than in the tangential direction.

Proof. The claim follows readily from the above Lemmata 4.5.1, 4.5.2 and 4.5.3.
Here, thanks to the strengthened spectral gap condition (G̃i) we have

(K+
i +K−

i )L1 ≤
(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

L1

(4.5a)
< ςi <

�bi − ai�
2

and from this one easily derives âi � b̂i, i.e., the normal pseudo-contraction rate âi

is stronger than the corresponding tangential rate b̂i. ��

4.6 Pseudo-stable and Pseudo-unstable Fiber Bundles

In this section, we make the first attempt to weaken the global assumptions in form
of Hypotheses 4.2.3, 4.3.1 or 4.4.2. Indeed, we return to general equations

Hk+1(x′) = Fk(x, x′) (D)
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as in Definition 2.1.1, where X consists of Banach spaces. We are interested in the
local behavior of (D) near a fixed reference solution φ∗ : I → X, which, for instance,
might be a constant, a periodic or a general bounded solution. In particular, we want
to provide a local description of the stable set corresponding to φ∗,

W+
φ∗ :=

{

(κ, ξ) ∈ X
∣
∣
∣
∣

there exists a solution φ : Z
+
κ → X of (D) with

φ(κ) = ξ ∈ Xκ and limk→∞ ‖φ(k)− φ∗(k)‖Xk
= 0

}

,

when I is unbounded above, as well as of the unstable set corresponding to φ∗,

W−
φ∗ :=

{

(κ, ξ) ∈ X
∣
∣
∣
∣

there exists a solution φ : Z
−
κ → X of (D) with

φ(κ) = ξ ∈ Xκ and limk→−∞ ‖φ(k)− φ∗(k)‖Xk
= 0

}

,

provided I is unbounded below.
Let us suppose the difference equation (D) is defined on a nonautonomous set S

containing a convex neighborhood of the reference solution φ∗, i.e., there exists a
ρ0 > 0 such that Bρ0(φ∗) ⊆ S. It is advantageous to subtract the solution identity
Hk+1(φ′∗(k)) ≡ Fk(φ∗(k), φ′∗(k)) on I

′ for φ∗ from the equation of φ∗-perturbed
motion (D)φ∗ yielding the equation

Hk+1(x′+φ′∗(k))−Hk+1(φ′∗(k)) = Fk(x+φ∗(k), x′+φ′∗(k))−Fk(φ∗(k), φ′∗(k))

with the nonautonomous set S − φ∗ as state space. This equation has the trivial
solution and under appropriate assumptions on the mappingsHk+1, Fk, k ∈ I

′, we
can write it in the form (S). Indeed, this is possible in each of the settings:

• ProvidedHk+1, Fk are continuously differentiable, one introduces

Bk+1 := DHk+1(φ′∗(k)) −D2Fk(φ∗(k), φ′∗(k)),
Ak := D1Fk(φ∗(k), φ′∗(k)),

fk(x, x′) := −Hk+1(x′ + φ′∗(k)) +Hk+1(φ′∗(k)) +DHk+1(φ′∗(k))x
′

+ Fk(x+ φ∗(k), x′ + φ′∗(k))− Fk(φ∗(k), φ′∗(k))
−D1Fk(φ∗(k), φ′∗(k))x −D2Fk(φ∗(k), φ′∗(k))x

′

and the linear part (L0) is the linearization of (D) along φ∗.
• Provided Hk+1 satisfies the invertibility condition (2.2c) and the composition
gk := H−1

k+1 ◦ Fk is of class C1, one defines

Bk+1 := IXk+1 −D2gk(φ∗(k), φ′∗(k)),
Ak := D1gk(φ∗(k), φ′∗(k)),

fk(x, x′) := gk(x+ φ∗(k), x′ + φ′∗(k))−D1gk(φ∗(k), φ′∗(k))x
− gk(φ∗(k), φ′∗(k))

and the linear part (L0) is the variational equation as in Corollary 2.3.11.
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In conclusion, in order to describe the above setsW+
φ∗ andW−

φ∗ locally, it is possible
to formulate (D) in the familiar form

Bk+1x
′ = Akx+ fk(x, x′). (S)

Yet, differing from our previous analysis, the nonlinearities fk are not assumed to
be globally Lipschitzian or to possess globally bounded derivatives as required for
instance in Theorem 4.2.9 resp. Theorem 4.4.6.

Hypothesis 4.6.1. Let ρ0 > 0 and let the general forward solution ϕ of (S) exist
on Bρ0 . Suppose that fk : Xk × Xk+1 → Yk+1 with fk(Xk, Xk+1) ⊆ imBk+1,
k ∈ I

′, and:

(i) fk(0, 0) ≡ 0 on I.
(ii) The following limit relations hold

lim
r↘0

sup
k∈I′

lipj B
−1
k+1fk|Br(0,Xk)×Br(0,Xk+1) = 0 for j = 1, 2. (4.6a)

When interested in differentiability results, it is reasonable to demand a smooth
right-hand side of (S). However, the use of cut-off functions in order to derive local
results from global ones additionally requires smooth norms and the concept of a
Cm-Banach space. For a survey on such results we refer to Sect. C.2.

Hypothesis 4.6.2. Let m ∈ N. Suppose that X consists of Cm-Banach spaces, the
mappings B−1

k+1fk : Xk ×Xk+1 → Xk+1 are of class Cm for all k ∈ I
′ and that

the derivativesDnB−1
k+1fk : Xk ×Xk+1 → Ln(Xk ×Xk+1;Xk+1) are uniformly

bounded, i.e., for each uniformly bounded B ⊆ X one has

sup
k∈I′

sup
x∈B(k)
y∈B′(k)

∥
∥DnB−1

k+1fk(x, y)
∥
∥

Ln(Xk×Xk+1;Xk+1)
<∞.

Remark 4.6.3. From Proposition C.1.1 and (4.6a) we obtain the limit relation

lim
(x,y)→(0,0)

DB−1
k+1fk(x, y) = 0 uniformly in k ∈ I. (4.6b)

Before we formulate our first result, a weaker version of the invariance notion
established Definition 1.2.1 is due, which is tailor-made for fiber bundles. Given a
vector bundle X0 ⊆ X and an open neighborhood U ⊆ X of 0, we say the graph

W := {(κ, ξ + w(κ, ξ)) ∈ X : ξ ∈ X0(κ) ∩ U(κ)}

of a given mapping w : X0 ∩ U → X is a locally forward invariant fiber bundle of
(S), if the implication

(k0, x0) ∈ W ⇒ (k, ϕ(k; k0, x0)) ∈ W
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holds for all k ≥ k0 as long as ϕ(k; k0, x0) ∈ U(k). Accordingly, one speaks of
a locally invariant fiber bundle W , if it is locally forward invariant and for each
initial pair (k0, x0) ∈ W the solution ϕ(·; k0, x0) has a backward continuation in
W as long as (k, ϕ(k; k0, x0)) ∈ U . In this context, in case U = X we say W is a
global (forward) invariant fiber bundle of (S), if the above conditions holds for all
k ≥ k0 resp. all k ∈ I. One speaks of a Cm-fiber bundle of (S), provided the partial
derivativesDn

2w exist and are continuous for n ∈ {1, . . . ,m}.
Theorem 4.6.4 (pseudo-stable and -unstable fiber bundles). Let m ∈ N. If both
Hypotheses 4.2.1 and 4.6.1 are satisfied for some 1 ≤ i < N , then there exist reals
ρ ∈ (0, ρ0), γ0, . . . , γm ≥ 0 such that the following holds:

(a) For I unbounded above there exists a locally forward invariant bundle

W+
i :=

{

(κ, η + w+
i (κ, η)) ∈ X : (κ, η) ∈ Bρ

}

of (S), where w+
i : Bρ → X is a Lipschitzian mapping with

w+
i (κ, ξ) = w+

i (κ,Qi
1(κ)ξ) ∈ P i

1(κ) for all (κ, ξ) ∈ Bρ

which satisfies the invariance equation (4.2k) for all (κ, η) ∈ Bρ ⊆ Qi
1 and

also η1 ∈ Bρ(0, Xκ+1) ⊆ Qi
1(κ+ 1). Moreover, one has

(a1) w+
i (κ, 0) ≡ 0 on I and

∥
∥w+

i (κ, ξ)
∥
∥

Xκ
≤ ρ for all (κ, ξ) ∈ Bρ,

(a2) lip2 w
+
i < 1 and limr↘0 lip2 w

+
i |Br = 0,

(a3) if additionally Hypothesis 4.6.2 holds and

am
i � bi, (4.6c)

then the nonautonomous set W+
i is a Cm-fiber bundle, i.e., w+

i : Bρ → X is of
class Cm in the second variable,D2w

+
i (κ, 0) ≡ 0 on I and

∥
∥Dn

2w
+
i (k, x)

∥
∥ ≤ γn for all (k, x) ∈ Bρ, 0 ≤ n ≤ m. (4.6d)

One denotesW+
i as pseudo-stable fiber bundle of (S).

(b) For I unbounded below there exists a locally invariant bundle

W−
i :=

{

(κ, η + w−
i (κ, η)) ∈ X : (κ, η) ∈ Bρ

}

of (S), where w−
i : Bρ → X is a Lipschitzian mapping with

w−
i (κ, ξ) = w−

i (κ, P i
1(κ)ξ) ∈ Qi

1(κ) for all (κ, ξ) ∈ Bρ (4.6e)

which satisfies the invariance equation (4.2m) for all (κ, η) ∈ Bρ ⊆ P i
1 and

also η1 ∈ Bρ(0, Xκ+1) ⊆ P i
1(κ+ 1). Moreover, one has:

(b1) w−
i (κ, 0) ≡ 0 on I and

∥
∥w−

i (κ, ξ)
∥
∥

Xκ
≤ ρ for all (κ, ξ) ∈ Bρ.
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Xκ Xl Xk

I

ϕ(l; κ,·)

ϕ(k; l,·)

Wi
−(κ)

Wi
−(l)Wi

−(k)

Wi
+(κ) Wi

+(l) Wi
+(k)

Fig. 4.2 Pseudo-stable and -unstable fiber bundles W+
i and W−

i

(b2) lip2 w
−
i < 1 and limr↘0 lip2 w

−
i |Br = 0.

(b3) If additionally Hypothesis 4.6.2 holds and

ai � bmi , (4.6f)

then the nonautonomous setW−
i is a Cm-fiber bundle, i.e., w−

i : Bρ → X is of
class Cm in the second variable,D2w

−
i (κ, 0) ≡ 0 on I and

∥
∥Dn

2w
−
i (k, x)

∥
∥ ≤ γn for all (k, x) ∈ Bρ, 0 ≤ n ≤ m.

One denotesW−
i as pseudo-unstable fiber bundle of (S).

(c) For I = Z one hasW+
i ∩W−

i = Z× {0}.

The pseudo-stable and -unstable fiber bundles W+
i and W−

i intersecting along
the trivial solution are illustrated in Fig. 4.2. In the C1-case, by D2w

±
i (κ, 0) ≡ 0

on I, they are tangential to the invariant vector bundlesQi
1 resp. P i

1.

Remark 4.6.5. (1) If the condition ai∗ � 1 holds for a minimal 1 ≤ i∗ < N , then
Ws := W+

i∗ is called stable fiber bundle of (S) and every fiber bundleW−
i , i∗ < i,

in the stable hierarchy

I× {0} ⊂ . . . ⊂ W+
i∗+1 ⊂ W+

i∗ =Ws

is denoted as a strongly stable fiber bundle. One speaks of a center-stable fiber bun-
dle Wcs := W+

i∗ , provided 1 ≤ ai∗ and thus 1 � bi∗ . Under our Hypothesis 4.6.2
with am

i∗ � bi∗ , all membersW+
i , i∗ ≤ i, fulfill (4.6c) and are Cm-fiber bundles.

(2) The dual situation occurs, if there exists a maximal index j∗ with 1 � bj∗ .
Then Wu := W−

j∗ is the unstable fiber bundle of (S) and every fiber bundle of the
unstable hierarchy

I× {0} ⊂ . . . ⊂ W−
j∗−1 ⊂ W−

j∗ = Wu

is a strongly unstable fiber bundle. A center-unstable fiber bundle Wcu := W−
j∗

occurs for a spectral gap with bj∗ ≤ 1 and hence aj∗ � 1. Under Hypothesis 4.6.2
with aj∗ � bmj∗ , all membersW−

j , j ≤ j∗, fulfill (4.6f) and are Cm-fiber bundles.
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(3) The above fiber bundles W±
i are associated to the trivial solution of (S).

Consequently, the nonautonomous sets φ∗ +W+
i , φ∗ +W−

i are denoted as pseudo-
stable resp. -unstable fiber bundle of the solution φ∗.

(4) For a p-periodic equation (S) the fiber bundles W±
i are also p-periodic. In

particular, for autonomous equations (S) the fibers are constant and one callsW+
i (κ)

a pseudo-stable manifold and everyW−
i (κ) a pseudo-unstable manifold.

(5) In a differentiable setting of Hypothesis 4.6.2 one has explicit constants γ0 =
ρ and γ1 = 1. In general, the radius ρ > 0 depends on m ∈ N as well. This is due
to the fact that ς+i (m) might decay to 0 as m increases (cf. Remark 4.4.7), which
makes the spectral gap condition (G+

i,m) increasingly restrictive.

Proof. (I) Above all, let rXk
: Xk → B̄1(0) denote the radial retraction on Xk,

k ∈ I (cf. Lemma C.2.1). In order to obtain Lipschitzian extensions we define the
constant r∗X := supk∈I

lip rXk
and remark that Lemma C.2.1 guarantees the relation

r∗X ∈ [1, 2]. For ρ ∈ (0, ρ0) we define the Lipschitz constants

Li(ρ) := sup
k∈I

lipiB
−1
k+1fk|Bρ(0,Xk)×Bρ(0,Xk+1)

(4.6a)
< ∞ for all i = 1, 2

and observe from Hypothesis 4.6.1(ii) that the limit relations limr↘0 Li(r) = 0
hold. We consider the modified difference equation

Bk+1x
′ = Akx+ fρ

k (x, x′), (S̃)

where the nonlinearitiesB−1
k+1f

ρ
k are globally Lipschitzian extensions ofB−1

k+1fk as
provided in Proposition C.2.5. Due to fρ

k (0, 0) ≡ fk(0, 0) ≡ 0 on I
′ the growth

conditions (Γ±
i ) are trivially fulfilled for all 1 ≤ i < N . Furthermore, it is possible

to choose ρ > 0 so small that L2(ρ) < 1 holds and Proposition 4.1.3 guarantees
that the general forward solution ϕ̃ to (S̃) exists on X . Since (S) and (S̃) coincide
on the set Bρ, one has ϕ̃(k;κ, ξ) = ϕ(k;κ, ξ) as long as ϕ̃(k;κ, ξ) ∈ Bρ(0), where
(κ, ξ) ∈ Bρ.

(II) Let 1 ≤ i < N and choose ςi ∈
(

0, �bi−ai	
2

)

, c ∈ Γ̄i as defined in

Hypothesis 4.2.3. Via a further downsizing of ρ > 0 we can enforce

r∗X
2 max

{

K−
i ,K

+
i

}

(L1(ρ) + �bi�L2(ρ))
1 + 2r∗X max

{

K−
i ,K

+
i

}

L2(ρ)
< ςi, �̃±i (c) < 1;

note here that in the definition of �∓i (c), �i(c) in Lemma 4.2.6 one has to replace the
constantsL1, L2 by L1(ρ), L2(ρ), respectively. Firstly, this ensures that (S̃) satisfies
the spectral gap condition (Gi); actually it fulfills even the strengthened spectral gap
condition (4.2u). In conclusion, all the assumptions of Theorem 4.2.9 are satisfied
for (S̃) and there exist (forward) invariant fiber bundles W̃±

i given as graph of a
mapping w̃±

i over the vector bundles P i
1 resp. Qi

1. We now show that the mapping
w±

i := w̃±
i |Bρ fulfills the assertions claimed in Theorem 4.6.4:
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Indeed, since the two equations (S) and (S̃) coincide on Bρ, the nonautonomous sets
W±

i are locally (forward) invariant and the invariance equations (4.2k) resp. (4.2m)
hold near the trivial solution. From Corollary 4.2.20 one deduces w±

i (κ, 0) ≡ 0
on I. In case I = Z, the assertion (c) follows directly using Corollary 4.2.15.
Since both the mappings w±

i and w̃±
i share the same Lipschitz constant �̃i(c) < 1

(cf. Theorem 4.2.9 (a2) and (b2)), we infer from limr↘0 Li(r) = 0 that the limit
relations in assertion (a2) and (b2) hold true. In addition, the estimate

∥
∥w±

i (κ, ξ)
∥
∥ ≤ �̃±i (c) ‖ξ‖ ≤ ρ for all (κ, ξ) ∈ Bρ

implies that w±
i (κ, 0) has values in Bρ(0).

(III) Instead of using Proposition C.2.5 in order to modify the nonlinear-
ity B−1

k+1fk, under Hypothesis 4.6.1 we obtain a Cm-smooth extension via

Proposition C.2.17. Then (S̃) satisfies the assumptions of Theorem 4.4.6, provided
ρ > 0 is sufficiently small. More precisely, we have to choose ςi ∈

(

0, ς±i (m)
)

,
c ∈ Γ̄i, and ρ > 0 so small that

3
max

{

K−
i ,K

+
i

}

(L1(ρ) + �bi�L2(ρ))
1 + 3 max

{

K−
i ,K

+
i

}

L2(ρ)
< ςi

and this relation also holds with ρ replaced by sρ with s > 1 close to 1. ��

The following example shows that the gap condition (4.6c) is sharp, i.e., the
invariant fiber bundle W+

i from Theorem 4.6.4(a) is not of class Cm in general,
even if the nonlinearity fk is a C∞-function.

Example 4.6.6. Let X = Z × R
2 and e = exp(1). Given an integerm ≥ 2, let us

consider the planar autonomous difference equation
{
x′ = ex
y′ = emy + emxm , (4.6g)

satisfying the assumptions of Theorem 4.6.4(a) in form of an exponential 2-splitting
with a1 = e, b1 = em andK±

1 = 1. Thus, there exists a pseudo-stable fiber bundle
W+

1 ⊆ Z×R
2 given as graph of a functionw+

1 : Z×Bρ(0)→ R
2 for some ρ > 0.

On the other hand, for every γ ∈ R the sets

Wγ :=
{

(ξ, η) ∈ Bρ(0) \ {0} : η = ξm

2 ln ξ2 + γξm
}

∪ {0}

contain the origin and are (locally) forward invariant w.r.t. (4.6g), i.e., Z ×Wγ is
a forward invariant fiber bundle. Additionally, each point (ξ, η) ∈ Bρ(0), ξ �= 0,

is contained in exactly one of the sets Wγ , namely for γ = η
ξm − ln ξ2

2 . Thus, the

pseudo-stable fiber bundle W+
1 from Theorem 4.6.4(a) has the form Z ×Wγ∗ for

some γ∗ ∈ R (see Fig. 4.3). Every fiberWγ is graph of aCm−1-functionwγ(ξ) = η,
but wγ fails to be m-times continuously differentiable. Note that in the present ex-
ample the gap condition a1 < b

ms
1 is only fulfilled for 1 ≤ ms < m.
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ξ

wγ∗(ξ)

0

0

wγ(ξ)

Fig. 4.3 Graphs of the functions wγ from Example 4.6.7

Next we illustrate that center-unstable fiber bundles as postulated above in
Theorem 4.6.4 need not to be uniquely determined.

Example 4.6.7. For X = Z × R
2 consider the two-dimensional autonomous

equation
{

x′ = e−1x,

y′ = y + y2

1−y ,
(4.6h)

satisfying the assumptions of Theorem 4.6.4(b) with an exponential 2-splitting,
whereK+

1 = K−
1 = 1, a1 = e−1 and b1 = 1. It is easy to verify that

Wγ :=
{

(κ, ξ, η) ∈ Z× R× (−∞, 1) : ξ = γe1/η for η < 0 and ξ = 0 for η ≥ 0
}

is a center-unstable fiber bundle of (S) for any parameter γ ∈ R in the sense that
Wγ is a locally invariant graph containing the zero solution and being tangential to
the center-unstable vector bundle.

Our following result shows that compact 2-parameter semigroups induce unsta-
ble fiber bundles of finite-dimension. More precisely, one has

Corollary 4.6.8. Suppose that Hypothesis 4.6.2 holds and let B̂ be the family of all
uniformly bounded subsets of X . Provided ϕ is B̂-contracting with

q(k) := dar ϕ̂k, lim
n→∞ eq(k, k − n) = 0 for all k ∈ I

′,

then the pseudo-unstable fiber bundlesW−
i are finite-dimensional, if bi ≥ 1.



264 4 Invariant Fiber Bundles

Proof. Thanks to Hypothesis 4.6.1(i) and (4.6b) the general forward solution ϕ
to (S) and the evolution operator of (L0) are related by D3ϕ(k;κ, 0) = Φ(k, κ),
κ ≤ k; for the corresponding generators this means Dϕ̂k = Φ̂k , k ∈ I

′.
Hence, our assumptions and Proposition C.1.2 imply dar Φ̂k ≤ q(k), k ∈ I

′

and consequently Corollary 1.2.29(a) guarantees that (L0) is B̂-contracting. Thus,
Proposition 3.4.24(b) implies dimP i

1 <∞. ��

We continue with an asymptotic description of the stable and center-stable fiber
bundles, as well as of their unstable counterparts. This requires

Hypothesis 4.6.9. Let I be a discrete interval, ρ > 0 as in Theorem 4.6.4 and
suppose that φ∗ : I → X is a reference solution of (D) such that the correspond-
ing equation (Dφ∗) can be brought into the form (S) satisfying Hypotheses 4.2.1
and 4.6.1.

Corollary 4.6.10. If Hypothesis 4.6.9 holds and φ : I → X is a solution of (D),
then:

(a) For I unbounded above:

(a1) If φ − φ∗ decays exponentially in forward time, then there exists a k0 ∈ I

such that (k, φ(k)) ∈ φ∗ +Ws for all k ≥ k0.
(a2) There exists a ρ1 ∈ (0, ρ) such that every forward solution of (D) starting

in φ∗ + (Ws ∩ Bρ1) decays exponentially in forward time.

(b) For I unbounded below:

(b1) If φ − φ∗ decays exponentially in backward time, then there exists a k0 ∈ I

so that (k, φ(k)) ∈ φ∗ +Wu for all k ≤ k0.
(b2) There exists a ρ1 ∈ (0, ρ) such that every backward solution of (D) starting

in φ∗ + (Wu ∩ Bρ1) decays exponentially in backward time.

Proof. W.l.o.g. we can assume that φ∗ is the trivial solution of (S).
(a) We choose 1 ≤ i < N minimal with ai � 1 ≤ bi and growth rates a, b with

ai � a� b� bi,
a+ b

2
� 1.

Thus, (L0) admits an exponential 2-splitting Σ(A,B;P ) = (0, a) ∪ (b,∞) and as
in the proof of Theorem 4.6.4(a) there exists a forward invariant fiber bundle W̃+

of (S̃), consisting of forward solutions to (S̃) in X+
κ,c with c� a+b

2 .
(a1) Since the solution φ is exponentially decaying, there exists a positive se-

quence d � 1 such that φ ∈ X+
κ,d, κ ∈ I; by an appropriate choice of a, b one has

d ≤ c. Consequently, there exists an entry time k0 ∈ I such that φ(k) ∈ Bρ(0) for
k ≥ k0. Because the stable fiber bundleWs of (S) and W̃+ coincide on Bρ, one has
(k, φ(k)) ∈ Ws for all k ≥ k0.

(a2) Every initial pair (κ, ξ) ∈ Ws ∩Bρ is contained in a fiber bundle W̃+ of the
modified equation (S̃) and moreover yields a c+-bounded solution ϕ̃(·;κ, ξ) of (S̃).
Due to c � 1 this solution decays exponentially in forward time. Accordingly, for
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sufficiently small ρ1 ∈ (0, ρ) one has (k, ϕ̃(k;κ, ξ)) ∈ Ws ∩ Bρ and ϕ̃(·;κ, ξ)
coincides with a solution of (S) starting in (κ, ξ).

(b) For 1 ≤ i < N minimal with ai ≤ 1 � bi this can be shown analogously. ��

Corollary 4.6.11. If Hypothesis 4.6.9 holds and φ : I → X is a solution of (D),
then:

(a) If I is unbounded above and there exists a k0 ∈ I with (k, φ(k)) ∈ Bρ(φ∗) for
all k0 ≤ k, then (k, φ(k)) ∈ φ∗ +Wcs for all k0 ≤ k.

(b) If I is unbounded below and there exists a k0 ∈ I with (k, φ(k)) ∈ Bρ(φ∗) for
all k ≤ k0, then (k, φ(k)) ∈ φ∗ +Wcu for all k ≤ k0.

Proof. W.l.o.g. we again suppose that φ∗ is the trivial solution of (S).
(a) First, choose 1 ≤ i < N minimal with 1 ≤ ai and growth rates a, b such that

ai � a� b� bi. Then the exponential 2-splitting Σ(A,B;P ) := (0, a) ∪ (b,∞)
and the proof of Theorem 4.6.4(a) guarantees an invariant fiber bundle W̃+ of the
modified system (S̃). We know that W̃+ consists of c+-bounded solutions for some
1 � c. If a solution φ : Z

+
κ → X of (S) stays in Bρ for all k ≥ k0, then it also

solves (S̃) and c+-bounded (cf. Lemma 3.3.26). Hence, the solution is contained in
W̃+ for k ≥ k0 and therefore onWcs = W̃+ ∩ Bρ.

(b) One proceeds analogously with a minimal 1 ≤ i < N with bi ≤ 1. ��

Proposition 4.6.12 (pseudo-center fiber bundles). Letm ∈ N and I = Z. Assume
that Hypotheses 4.2.1 and 4.6.1 are satisfied. If (i, j) is a pair satisfying 1 < i ≤
j < N , then there exists a ρ ∈ (0, ρ0) such that the intersection

Wj
i := W+

i−1 ∩W−
j

is a locally forward invariant fiber bundle of (S), representable as graph

Wj
i =

{

(κ, η + wj
i (κ, η)) ∈ X : (κ, η) ∈ Bρ

}

of a Lipschitzian mapping wj
i : Bρ → X with

wj
i (κ, ξ) = wj

i (κ, P
j
i (κ)ξ) ∈ Qj

i (κ) for all (κ, ξ) ∈ Bρ.

Furthermore, it holds:

(a) wj
i (κ, 0) = 0 on I and

∥
∥
∥w

j
i (κ, ξ)

∥
∥
∥

Xκ

≤ ρ for all (κ, ξ) ∈ Bρ.

(b) lip2 w
j
i < 1 and limr↘0 lip2 w

j
i |Br = 0.

(c) If additionally Hypothesis 4.6.2 and the conditions am
i−1 � bi−1, aj � bmj

hold, then wj
i : Bρ → X is a Cm-mapping in the second argument,

D2w
j
i (κ, 0) ≡ 0 on I and the derivatives Dn

2w
j
i (κ, ·) : Bρ(0, Xκ) → Ln(Xκ)

are globally bounded for n ∈ {2, . . . ,m} (uniformly in κ ∈ Z).

One denotesWj
i as pseudo-center fiber bundle of (S).
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Remark 4.6.13 (classical hierarchy). For (S) possessing a linear part admitting an
exponential splitting with bi∗ ≤ 1 ≤ ai∗−1 and growth rates an � cn � bn, we
get the following classical invariant fiber bundles. As long as solutions stay in Bρ

one can describe them asymptotically as follows:

• Stable fiber bundle Ws = Wi∗+1
i∗+1 : Because of ci∗ � bi∗ and the dynamical

characterization all solutions on Ws converge to 0 exponentially for k → ∞.
Due to am

i∗ � bi∗ it is of class Cm.
• Center-stable fiber bundle Wcs = Wi∗+1

i∗ : All solutions which are not growing
too fast as k →∞ (in the sense that they are c+i∗−1-bounded with ci∗−1 ≤ bi∗−1)
are contained in Wcs, like e.g., solutions bounded in forward time.

• Center-unstable fiber bundleWcu = Wi∗
1 : All solutions which exist and are not

growing too strong as k → −∞ (in the sense of c−i∗ -boundedness with ai∗ ≤ ci∗ )
lie onWcu, like e.g., solutions bounded in backward time.

• Unstable fiber bundle Wu = Wi∗−1
1 : All solutions on the unstable fiber bundle

exist in backward time and converge exponentially to 0 as k → −∞. It is of class
Cm, since ai∗−1 � bmi∗−1 holds.

• Center fiber bundleWc := Wi∗
i∗ : The center fiber bundle consists of those solu-

tions which are contained both in the center-stable and the center-unstable fiber
bundle. Particularly, bounded complete solutions in Bρ lie onWc.

These invariant fiber bundles form the classical hierarchy depicted in Fig. 4.4. If
ai∗−1 can be chosen close to 1, then the center-stable bundle Wcs is of class Cm.
The same holds for the center-unstable bundleWcu if bi∗ is near 1. In this sense, the
classical hierarchy inherits its smoothness from (S).

Remark 4.6.14. For a p-periodic equation (S) the fiber bundles Wj
i are also

p-periodic. In particular, for autonomous equations (S) one speaks of invariant man-
ifolds and the above classical special cases are denoted as stable, center-stable,
center-unstable, unstable resp. center manifold.

Wu ⊂ Wcu ⊂ X
∪ ∪
Wc ⊂ Wcs

∪
Ws

Wcs

Wcu

Wc

Ws

Wu

Fig. 4.4 Classical hierarchy of invariant fiber bundles (left) and classical invariant manifolds Wcs

(dotted), Wcu (dashed) and Wu,Ws,Wc (right)



4.6 Pseudo-stable and Pseudo-unstable Fiber Bundles 267

Proof. The argument is parallel to the proof of Theorem 4.6.4. The conditions
(Γ−

i−1) and (Γ+
j ) are trivially fulfilled and instead of Theorem 4.2.9 one applies

the global result Theorem 4.2.17 to the modified equation (S̃). Here, ρ ∈ (0, ρ0)
has to be chosen so small that in particular (G̃n) holds for n ∈ {i− 1, j}. We omit
further details. ��

In the remaining section, we discuss an application of locally invariant fiber bun-
dles to stability theory. The simplest situation is given for solutions φ∗ admitting a
hyperbolic variational equation. In absence of an unstable vector bundle, the princi-
ple of linearized stability indicated in Remark 3.5.9(2) yields (exponential) stability
of φ∗. Conversely, if there is an unstable vector bundle, Theorem 4.6.4(b) guar-
antees an unstable fiber bundle and consequently the instability of φ∗. Between
these two cases is the situation of a nonhyperbolic variational equation, where a
center-unstable vector bundle exists. Then stability properties are determined by
the behavior on the center-unstable fiber bundle W−

i∗ and therefore by the lower-
dimensionalW−

i∗ -reduced equation (4.2s).

Theorem 4.6.15 (reduction principle). Let I = Z. Suppose that Hypotheses 4.2.1
and 4.6.1 are satisfied for some 1 ≤ i∗ < N with ai∗ � 1. The zero solution of
(S) is stable (uniformly stable, asymptotically stable, uniformly asymptotically sta-
ble, exponentially stable, pullback stable, uniformly pullback stable, asymptotically
pullback stable, uniformly asymptotically pullback stable, or unstable), if and only
if the zero solution of the W−

i∗ -reduced equation (4.2s) has the respective stability
property.

Remark 4.6.16. For difference equations (D) generating a compact general for-
ward solution and 1 ≤ bi∗ , we know from Corollary 4.6.8 that the W−

i∗ -reduced
equation (4.2s) is finite-dimensional.

Proof. Our assumptions guarantee that one can choose a growth rate c ∈ Γ̄−
i∗ with

c � 1. In addition, there exists a pseudo-unstable fiber bundle W−
i∗ associated to

the trivial solution of (S); it is graph of a function w−
i∗ defined on a neighborhood

Bρ in P i∗
1 . By construction (cf. the proof of Theorem 4.6.4(b)),W−

i∗ is the restric-

tion of global fiber bundle W̃−
i∗ for the modified equation (S̃) as in the proof of

Theorem 4.6.4, which is graph of a mapping w̃−
i∗ and w−

i∗ = w̃−
i∗ |Bρ . Thanks to

Theorem 4.3.7(a) the invariant fiber bundle W−
i∗ has an asymptotic forward phase

satisfying (4.3r), where our assumptions yield that C̃+
κ (ξ, c) simplifies to

C̃+
κ (ξ, c) = Ki∗(c)

∥
∥Qi∗

1 (κ)ξ
∥
∥ , Ki∗(c) := �̃−i∗(c)

(

1 + �̃+i∗(c)
)

which, due to
∥
∥Qi∗

1 (κ)
∥
∥ ≤ K+

i∗ , does not depend on κ ∈ Z.
(⇒) By virtue of Corollary 4.2.13, the reduced equation (4.2s) describes the

dynamics of (S) on the locally invariant pseudo-unstable fiber bundle W−
i∗ . This

local invariance yields that stability properties of the zero solution for (S) carry over
to (4.2s).
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(⇐) Conversely, if the zero solution of the reduced equation (4.2s) is un-
stable, then by invariance of W−

i∗ , also the zero solution of (S) is unstable
(cf. Corollary 4.2.13).

Now, let ε > 0, κ ∈ Z be given. We suppose the zero solution of (4.2s) is stable,
i.e., by Definition 2.4.11 there exists a δ ∈ (0, ρ) so that

‖φ0(k)‖ < ε for all k ∈ Z
+
κ (4.6i)

and any solution φ0 : Z
+
κ → X of (4.2s) with φ0(κ) ∈ Bδ(0,P i∗

1 (κ)). In the
following, let φ : Z

+
κ → X be an arbitrary solution of (S) with

‖φ(κ)‖ < min
{
ε

3C1
,
δ

2C2

}

,

where C1 := (K+
i )2

1−�i(c)

(

1 + Ki(c)

1−�̃i(c)

)

and C2 := K+
i Ki(c)

1−�̃i(c)
. Due to the asymptotic

forward phase from Theorem 4.3.7(a), we establish that there exists a corresponding
solution φ̃0 : Z

+
κ → X of the global equation

Bk+1x
′ = Akx+Bk+1P

i∗
1 (k + 1)B−1

k+1f
ρ
k (x+ w̃−

i∗(k, x), x′ + w̃−
i∗(k + 1, x′))

(cf. (4.2s)) in the pseudo-unstable vector bundle P i∗
1 with

∥
∥
∥ϕ̃(k;κ, φ(κ)) − ϕ̃

(

k;κ, φ̃0(κ) + w̃−
i∗(κ, φ̃0(κ))

)
∥
∥
∥

(4.3r)
≤ C1 ‖φ(κ)‖ ec(k, κ)

for all k ∈ Z
+
κ , where ϕ̃ is the general solution of (S̃). We have from

Theorem 4.3.7(a),

∥
∥
∥φ̃0(κ)

∥
∥
∥ =

∥
∥Qi∗

1 (κ)π+
i∗(κ, φ(κ))

∥
∥

(4.3v)
≤ C2 ‖φ(κ)‖ < δ

and thus (4.6i) gives us
∥
∥
∥φ̃0(k)

∥
∥
∥ < ε

2(1+�̃−i∗ (c)) for all k ∈ Z
+
κ . But this yields (note

ec(k, κ) ≤ 1 for k ∈ Z
+
κ ) with the triangle inequality and Theorem 4.2.9(b2),

‖ϕ̃(k;κ, φ(κ))‖
≤

∥
∥ϕ̃(k;κ, φ(κ))− ϕ̃

(

k;κ, π+
i∗(κ, φ(κ))

)∥
∥ +

∥
∥ϕ̃

(

k;κ, π+
i∗(κ, φ(κ))

)∥
∥

≤ C1 ‖φ(κ)‖ ec(k, κ) +
∥
∥
∥φ̃0(k) + w̃−

i∗(k, φ̃0(k))
∥
∥
∥

≤ C1 ‖φ(κ)‖ +
(

1 + �̃−i∗(c)
) ∥
∥
∥φ̃0(k)

∥
∥
∥ < ε for all k ∈ Z

+
κ

and 0 is a stable solution of (S̃). However, since the systems (S) and (S̃) coincide on
the ballBρ, and due to ϕ̃(k;κ, φ(κ)) ∈ Bρ(0) for all k ∈ Z

+
κ , it is φ = ϕ̃(·;κ, φ(κ)).
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Thus, the zero solution is also stable w.r.t. (S). Keeping in mind that W−
i∗ is uni-

formly exponentially attracting (cf. (4.3r)) with constants independent of κ ∈ Z, a
similar reasoning gives us the assertion on the remaining stability properties. ��

Taylor Approximation of Invariant Fiber Bundles

The striking advantage of Theorem 4.6.15 is that stability investigations can be
performed using the lower-dimensional W−

i∗ -reduced equation (4.2s), which for
compact semigroups is even finite-dimensional (cf. Corollary 4.6.8). Yet, since its
linear part is critical, stability depends on the nonlinearity, which in turn involves the
center-unstable fiber bundleW−

i∗ . In fact, it suffices to know the Taylor coefficients
of the corresponding mapping w−

i∗ up to a certain order.
For the remaining, we tackle this problem and describe a procedure to compute

Taylor approximations of locally invariant Cm-fiber bundles and in particular of
center-unstable bundles. Here, a convenient and compact notation is advisable and
as in Sect. 4.6 we restrict to the case where (S) is semi-implicit

Bk+1x
′ = Akx+ fk(x). (S′)

Since Taylor approximations only make sense for smooth functions, we suppose that
beyond Hypotheses 4.2.1, 4.6.1 also Hypothesis 4.6.2 is satisfied for (S′). In partic-
ular, its linear part admits an exponential splitting and thus the strong regularity
condition (3.3j) holds. Hence, (S′) is equivalent to the explicit problem

x′ = Ckx+ f̂k(x) (Sf̂
′)

with Ck := B−1
k+1Ak ∈ L(Xk, Xk+1) and f̂k := B−1

k+1fk : Xk → Xk+1, k ∈ I
′.

In the subsequent considerations we choose a fixed 1 ≤ i∗ < N and use the brief
notation introduced in (4.2p). The existence of the locally forward invariant fiber
bundlesW± for (S′) or (Sf̂

′) is guaranteed by Theorem 4.6.4. It furthermore yields
that the mappings w± : U → X are defined on an open convex neighborhood U
of 0, are continuously differentiable in the second argument and satisfy

w±(k, 0) ≡ 0 on I,

lim
x→0

D2w
±(k, x) = 0 uniformly in k ∈ I, (4.6j)

w±(k, x) = w±(k, P±(k)x) ∈ P∓(k) for all (k, x) ∈ U .

In our present semi-implicit setting the invariance equations (4.2k) and (4.2m) for
w± postulated in Theorem 4.6.4 simplify to

Ckw
±(k, ξ) + P ′

∓(k)f̂k(ξ + w±(ξ, k))

= w±(

k + 1, Ckξ + P ′
±(k)f̂k(ξ + w±(ξ, k))

) (4.6k)

for all (k, ξ) ∈ P± ∩ U so that Ckξ + P ′
±(k)f̂k(ξ + w±(k, ξ)) ∈ U(k).
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As demonstrated in Example 4.6.7, locally invariant fiber bundles are not unique
in general. However, they can be obtained as restrictions of uniquely determined
global fiber bundles of appropriately modified difference equations, and calculated
using Taylor expansions. We will show this under the mild assumption

sup
k∈I

∥
∥B−1

k+1Ak

∥
∥

L(Xk,Xk+1)
<∞. (4.6l)

Proposition 4.6.17. Suppose that Hypotheses 4.2.1, 4.6.1 and 4.6.2 with (4.6l) hold.
If W± denotes a locally forward invariant Cm-fiber bundle of (S′), where the cor-
responding mappingw± : U → X possesses uniformly bounded derivativesDn

2w
±

and (4.6c) (when W+ is considered) resp. (4.6f) (when W− is considered) holds,
then there exists a ρ > 0 and mappings ḡρ : X → X, w±

ρ : X → X such that:

(a) A global forward invariant Cm-fiber bundle is given by the graph

Wρ
± :=

{

(κ, ξ + w±
ρ (κ, ξ)) ∈ X : ξ ∈ imP±(κ)

}

.

(b) ḡρ(k, x) = f̂k(x) for all (k, x) ∈ Bρ.
(c) w±

ρ (k, x) = w±(k, x) for (k, x) ∈ Bρ andWρ
± ∩ Bρ =W± ∩ Bρ.

Proof. See [383, Proposition 3.3]. ��

Our next theorem states that all locally forward invariant Cm-fiber bundles W±
of (S′) have the same Taylor series up to orderm. Moreover, it enables us to calculate
them using solutions of the invariance equation (4.6k).

Theorem 4.6.18 (Taylor expansion). Suppose that Hypotheses 4.2.1, 4.6.1, 4.6.2
and (4.6l) hold. Assume thatW± denotes a locally forward invariantCm-fiber bun-
dle of (S′), where the corresponding mapping w± : U → X possesses uniformly
bounded derivativesDn

2w
± and one has (4.6c) (whenW+ is considered) resp. (4.6f)

(whenW− is considered). If a mapping ω : X → X ism-times continuously differ-
entiable in the second variable and satisfies:

(i) ω(k, 0) ≡ 0 on I, limx→0D2ω(k, x) = 0 uniformly in k ∈ I, Dn
2ω are uni-

formly bounded and ω(k, x) = ω(k, P±(k)x) ∈ P∓(k) for (k, x) ∈ X .
(ii) With r > 0 so small that x + ω(k, x) ∈ Bρ0(k) holds for all (k, x) ∈ Br, the

mapping υkω : Br(0)→ Xk+1,

(υkω)(x) := Ckω(k, x) + P ′
∓(k)f̂k(x+ ω(k, x))

− ω
(

k + 1, CkP±(k)x+ P ′
±(k)f̂k(x+ ω(k, x))

)

satisfies
Dn(υkω)(0) = 0 for all n ∈ {1, . . . ,m} , k ∈ I, (4.6m)

then we haveDn
2ω(k, 0) = Dn

2w
±(k, 0) for all k ∈ I, n ∈ {1, . . . ,m}.
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Remark 4.6.19. The assumption (i) of Theorem 4.6.18 holds for polynomials

ω(k, x) =
m∑

n=2

ωn(k)P±(k)x
n

with bounded coefficient sequences ωn : I → Ln(Xκ) satisfying the inclusion
ωn(k) ∈ Ln

(

Xk; imP∓(k)
)

for all n ∈ {2, . . . ,m}, k ∈ I.

Proof. Define a Cm-diffeomorphism Ψk : Xk → Xk, k ∈ I, by Ψk(x) := x −
ω(k, x) and the change of variables x �→ Ψk(x) transforms (S′) into (S′

F ) with

Fk(x) := Ckω(k, x) + f̂k(x+ ω(k, x))

− ω
(

k + 1, CkP±(k)x+ P±(k + 1)f̂k(x+ ω(k, x))
)

.

From our assumption (i) we have Fk(0) ≡ 0 on I , and a consequence of (4.6b) with
(4.6l) is limx→0DFk(x) = 0 uniformly in k ∈ I. Moreover, it follows from (3.5a)
that P ′

∓(k)Fk(x)P±(k) = (υkω)(x) and (4.6m) yields

P ′
∓(k)DnFk(0) ≡ 0 on I and for all n ∈ {1, . . . ,m} .

Also the graph {(κ, ξ + (w± − ω)(κ, ξ)) ∈ X : ξ ∈ imP±(κ)} is a locally in-
variant fiber bundle for (S′

F ). An application of Proposition 4.6.17 to (S′
F ) then

guarantees the existence of a ρ > 0 and a mapping w±
ρ : X → X with

w±
ρ (k, x) ≡ (w± − σ)(k, x) on the ball Bρ. The construction of the mapping
w±

ρ in Theorems 4.2.9 and 4.4.6 in connection with the above identity implies
Dn

2 (w± − σ)(k, 0) ≡ Dn
2w

±
ρ (k, 0) ≡ 0 on I for n ∈ {2, . . . ,m}. This proves

the assertion. ��

We are interested in local approximations of a mapping w± : U → X defining
a forward invariant Cm-fiber bundle for (S′). For this purpose, Taylor’s Theorem
(cf. [295, p. 350]) together with (4.6j) implies the representation

w±(k, x) =
m∑

n=2

1
n!
w±

n (k)xn +R±
m(k, x) (4.6n)

with coefficient functions w±
n (k) ∈ Ln(Xk) given by w±

n (k) := Dn
2w

±(k, 0) and

a remainder R±
m satisfying limx→0

R±
m(k,x)
‖x‖m = 0. Theorem 4.6.18 guarantees that

w±
n (k) is uniquely determined by the mapping from Theorem 4.6.4. In addition, the

latter result yields that the sequences w±
n are bounded, i.e., one has ‖w±

n (k)‖ ≤ γn

for all k ∈ I, n ∈ {2, . . . ,m} with reals γ2, . . . , γm ≥ 0. The following notation is
helpful:

• We introduceW± : U → X,W±(k, x) := P±(k)x+ w±(k, x), satisfying

D2W
±(k, 0)

(4.6j)
= P±(k), Dn

2W
±(k, 0) = Dn

2w
±(k, 0) (4.6o)
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for all k ∈ I and n ∈ {2, . . . ,m}. Hence, for the corresponding derivatives
W±

n (k) := Dn
2W

±(k, 0) we have the estimates

∥
∥W±

1 (k)
∥
∥

(3.4g)
≤ K±,

∥
∥W±

n (k)
∥
∥

(4.6d)
≤ γn for all n ∈ {2, . . . ,m} . (4.6p)

• We abbreviate Γ±(k, x) := P ′±(k)
[

Ckx+ f̂k(P±(k)x+ w±(k, x))
]

and the

chain rule from Theorem C.1.3 yields that the corresponding partial derivatives
Γ±

n (k) := Dn
2Γ

±(k, 0) are given by (cf. (4.6b) and (4.6j))

Γ±
1 (k)x1

(3.5a)= CkP±(k)x1,

Γ±
n (k)x1 · · ·xn

=
n∑

l=2

∑

(N1,...,Nl)∈P <
l (n)

P ′
±(k)Dlf̂k(0)W±

#N1
(k)P±(k)xN1 · · ·W±

#Nl
(k)P±(k)xNl

for all x1, . . . , xn ∈ Xk and n ∈ {2, . . . ,m}. Moreover, the uniform bound-
edness assumption for Dlf̂k (cf. Hypothesis 4.6.2) and the estimates (??),
(3.4g), (4.6p) imply that Γ±

n (k) ∈ Ln(Xk;Xk+1) are bounded sequences for
n ∈ {2, . . . ,m}.

Note that both the mappingsW± and Γ± satisfy (cf. (4.6j))

W±(k, x) =W±(k, P±(k)x), Γ±(k, x) = Γ±(k, P±(k)x) for all (k, x) ∈ Br,

where r > 0 is chosen so small that W±(k, x) ∈ Bρ(0), Γ±(k, x) ∈ U(k) for
every (k, x) ∈ Br. From the invariance equation (4.6k) and (4.6j),

Ckw
±(k, x) + P ′

∓(k)f̂k(P±(k)x+ w±(k, x))

= w±(k + 1, CkP±(k)x+ P ′
±(k)f̂k(P±(k)x + w±(k, x)))

and using the notation introduced above, this reads as

Ckw
±(k, x) + P ′

∓(k)f̂k(W±(k, x)) ≡ w±(k + 1, Γ±(k, x)) on Br.

If we differentiate this identity using Theorem C.1.3 and set x = 0, one gets

w±
n (k + 1)CkP±(k)x1 · · ·xn

+
n−1∑

l=2

∑

(N1,...,Nl)∈P <
l (n)

w±
l (k + 1)Γ±

#N1
(k)P±(k)xN1 · · ·Γ±

#Nl
(k)P±(k)xNl

(C.1b)= Ckw
±
n (k)P±(k)x1 · · ·xn + P∓(k + 1)

[

Dnf̂k(0)P±(k)x1 · · ·xn

+
n−1∑

l=2

∑

(N1,...,Nl)∈P <
l (n)

Dlf̂k(0)W±
#N1

(k)P±(k)xN1 · · ·W±
#Nl

(k)P±(k)xNl

]
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for every n ∈ {2, . . . ,m} and x1, . . . , xn ∈ Xk. Therefore, we see that the Taylor
coefficient w±

n : I → Ln(Xκ) is a solution of the linear difference equation

X ′
CkP±(k) = CkXP±(k) +H±

n (k)P±(k), (4.6q)

denoted as homological equation forW± with H±
n : I → Ln(Xκ) defined by

H±
n (k)x1 · · ·xn :=P∓(k + 1)

[

Dnf̂k(0)P±(k)x1 · · ·xn

+
n−1∑

l=2

∑

(N1,...,Nl)∈P <
l (n)

(

Dlf̂k(0)W±
#N1

(k)P±(k)xN1 · · ·W±
#Nl

(k)P±(k)xNl

− w±
l (k + 1)Γ±

#N1
(k)P±(k)xN1 · · ·Γ±

#Nl
(k)P±(k)xNl

)]

. (4.6r)

Obviously, one has H±
2 (k) = P ′

∓(k)D2f̂k(0)P±(k) and for n ∈ {3, . . . ,m} the
valuesH±

n (k) only depend on w±
2 , . . . , w

±
n−1. This leads to the following

Theorem 4.6.20. Suppose that Hypotheses 4.2.1, 4.6.1 and 4.6.2 with (4.6l) are
satisfied. If w± : U → X is a mapping as in Theorem 4.6.4, then one has:

(a) For I unbounded above, the coefficientsw+
n : I → Ln(Xκ) in the Taylor expan-

sion (4.6n) of the mappingw+ : U → X can be determined recursively from the
Lyapunov–Perron sums

w+
n (k) = −

∞∑

j=k

Φ−
P−(k, j + 1)B−1

j+1H
+
n (j)Φ(j,k)P+(k) for all 2 ≤ n ≤ m.

(b) For I unbounded below, the coefficientsw−
n : I → Ln(Xκ) in the Taylor expan-

sion (4.6n) of the mappingw− : U → X can be determined recursively from the
Lyapunov–Perron sums

w−
n (k) =

k−1∑

j=−∞
Φ(k, j + 1)B−1

j+1H
−
n (j)Φ−

P− (j,k)P−(k) for all 2 ≤ n ≤ m.

Remark 4.6.21. If (S′) is autonomous, the above Lyapunov–Perron sums are con-
stant and the stationary solutions of the homological equation (4.6q).

Proof. In the explanations preceding Theorem 4.6.20 we have seen that the se-
quencew±

n : I → Ln(Xκ) is a bounded solution of the homological equation (4.6q).
It follows recursively from Hypothesis 4.6.2, (4.6p), (3.4g) and (4.6r) that each
inhomogeneityH±

n is bounded, i.e., 1-bounded. Consequently, due to the gap con-
ditions (4.6c) and (4.6f), it yields from Lemma 3.5.12 that w±

n has the claimed
appearance. ��
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4.7 Inertial Fiber Bundles

In the first instance, the goal of this section is to provide a discrete counterpart for
the concept of an inertial manifold, which is applicable to equations

Bk+1x
′ = Akx+ fk(x, x′) (S)

as studied above. Regarding this, our approach so far lacks certain features. Thus,
let us reconsider the theory developed in this chapter from an applied point of view.
In this context, two aspects need to be addressed:

• At least in the autonomous or periodic situation, classical spectral or Flo-
quet theory provides sufficient criteria that the linear part of (S) meets the
exponential splitting assumption Hypothesis 4.2.1. The global Lipschitz condi-
tion Hypothesis 4.2.3 on the nonlinearity fk, however, will hardly be satisfied in
relevant applications. More often the nonlinear term fk is only Lipschitzian on
bounded sets.

• The existence of inertial manifolds relies on a certain kind of dissipativity. Hence,
we need appropriate counterparts of notions like absorbing sets or attractors in
our nonautonomous framework. Here, the concept of pullback convergence as
discussed throughout Chap. 1, will serve as the right tool.

To incorporate these two points into our theory, we weaken Hypothesis 4.2.3
or 4.3.1 by imposing the following

Hypothesis 4.7.1. Let L1, L2 : [0,∞) → [0,∞) denote nondecreasing upper-
semicontinuous functions, suppose the general forward solution ϕ of (S) exists as a
continuous mapping, fk : Xk × Xk+1 → Yk+1 fulfills fk(Xk, Xk+1) ⊆ imBk+1

for all k ∈ Z and that the following local Lipschitz estimates are satisfied: For each
r > 0 one has

Lj(r) := sup
k∈Z

lipj B
−1
k+1fk|Br(0,Xk)×Br(0,Xk+1) <∞ for j = 1, 2. (4.7a)

Next we suppose (S) is uniformly bounded dissipative as follows:

Hypothesis 4.7.2. Let ρ > 0 and B̂ be the family of uniformly bounded subsets
of X . Suppose that (S) has a B̂-uniformly absorbing set A ⊆ X , i.e., for every
B ∈ B̂ there exists anM =M(B) ∈ Z

+
0 with

ϕ(k; k − n,B(k − n)) ⊆ A(k) for all k ∈ Z, n ≥M.

In order to obtain Lipschitzian extensions we define the constants

r∗X := sup
k∈Z

lip rXk

and remark that Lemma C.2.1 guarantees r∗X ∈ [1, 2].
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Theorem 4.7.3 (inertial fiber bundles). Let I = Z. Assume that Hypotheses 4.2.1,
4.7.1 and 4.7.2 are satisfied for some 1 ≤ i < N and that the boundedness condition
supk∈Z

∥
∥B−1

k+1AkP
i
1(k)

∥
∥

L(Xk,Xk+1)
<∞ holds. Beyond that suppose

r∗XL2(ρ) < 1, (4.7b)

r∗XK
−
i (L1(ρ) + bi(k)L2(ρ)) < bi(k) for all k ∈ Z, (4.7c)

and the following strengthened spectral gap condition

r∗X

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

(L1(ρ) + �bi�L2(ρ))
1 + r∗X

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

L2(ρ)
< ςi. (4.7d)

If (Γ−
i ) holds, then there exists a nonautonomous set Wi ⊆ X , which is forward

invariant w.r.t. (S), and possesses the following properties:

(a) Wi is graph of a mapping wi : O → X over a nonempty open set O ⊆ P i
1,

i.e.,Wi = {(κ, η + wi(κ, η)) : (κ, η) ∈ O}, wi(κ, ·) : O(κ) → Qi
1(κ) is well-

defined, globally Lipschitzian with lip2 wi < 1 and the invariance equation
(4.2m) holds for all (κ, η) ∈ O such that η1 ∈ O′(κ).

(b) The nonautonomous set Wi is asymptotically complete, i.e., for every initial
value pair (κ, ξ) ∈ X there exists a point (κ0, η) ∈ Wi with κ ≤ κ0 such that

‖ϕ(k;κ, ξ)− ϕ(k;κ0, η)‖Xk
≤ Ci(κ, ξ)ec(k, κ) for all k ∈ Z

+
κ0
,

where the constant Ci(κ, ξ) ≥ 0 depends boundedly on κ, ξ and c ∈ Γ̄i.

Under the assumption dimP i
1 <∞ we callWi inertial fiber bundle of (S).

Remark 4.7.4. (1) Note that the condition (4.7b) becomes void for semi-implicit
equations (S′) and (4.7c), (4.7d) degenerate in this case to

r∗XK
−
i L1(ρ) < bi(k), r∗X

(

K+
i K

−
i + max

{

K−
i ,K

+
i

})

L1(ρ) < ςi,

respectively. If X consists of Hilbert spaces, one has r∗X = 1 (cf. Lemma C.2.1).
(2) A typical situation, where the pseudo-unstable vector bundle P i

1 is finite-
dimensional, arises when the linear part (L0) is B̂-contracting, bi ≥ 1 and the family
B̂ is as in Hypothesis 4.7.2. This is a consequence of Proposition 3.4.24(b).

(3) The inertial fiber bundleWi can be seen as a nonautonomous discrete coun-
terpart of an inertial manifold (cf. [432, p. 569ff]). If dimP i

1(κ) <∞ for one κ ∈ Z,
then Lemma 3.3.6(b) guarantees that all fibers Wi(k), k ∈ Z, possess the same fi-
nite dimension, they are Lipschitzian,Wi is forward invariant w.r.t. (S) and in case
ai + ς � 1 also exponentially attractive. In conclusion, the forward dynamics of (S)
is equivalent to the finite-dimensionalWi-reduced equation (4.2s), which is called
inertial form in this context.
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The usual procedure to prove Theorem 4.7.3 is to replace (S) by an appropriately
modified difference equation and to apply our previous global results from both
Sects. 4.2 and 4.3 to the modified equation. It then remains to show that this modifi-
cation does not affect the long term dynamics.

Proof. Let B̂ be the family of uniformly bounded subsets of X and ρ > 0 be the ra-
dius of the ball Bρ containing the absorbing set required in Hypothesis 4.7.2. Above
all, we use Proposition C.2.5 in order to obtain a globally Lipschitzian extension
B−1

k+1f
ρ
k ofB−1

k+1fk, where both functions coincide on Bρ×Bρ. By Hypothesis 4.7.1
this yields

sup
k∈Z

lip1B
−1
k+1f

ρ
k ≤ r∗XL1(ρ), sup

k∈Z

lip2B
−1
k+1f

ρ
k ≤ r∗XL2(ρ).

Having this at hand, we can focus on the modified equation

Bk+1x
′ = Akx+ fρ

k (x, x′), (S̃)

which fulfills Hypothesis 4.2.1 and the Lipschitz conditions required in Hypothe-
sis 4.2.3. In addition, by Proposition 4.1.3 the general forward solution ϕ̃ to (S̃)
exists as a continuous mapping, since (4.7b) holds. This ensures Hypothesis 4.3.1
as well.

Our next goal is to apply Theorem 4.2.9(b) to (S̃). Indeed, by the gap condition
(4.7d), Theorem 4.2.9(b) and Theorem 4.3.7(a) apply and there exists an invariant
fiber bundle W̃−

i of the modified equation (S̃), which is graph of a mapping w̃−
i over

P i
1 with an asymptotic forward phase π+

i . In particular, (4.7d) yields lip2 w̃
−
i < 1.

We now demonstrate how to derive from W̃−
i a forward invariant nonautonomous

set Wi for the initial equation (S). Since A is B̂-uniformly absorbing, there exists
anM =M(Bρ) ∈ N such that

ϕ(k; k − n,Bρ(k − n)) ⊆ A(k) for all k ∈ Z, n ≥M (4.7e)

and we define the nonautonomous set B∗ ⊆ X by its fibers

B∗(k) :=
⋃

n≥M

ϕ(k; k − n,Bρ(k − n)) for all k ∈ Z.

Then (4.7e) implies B∗ ⊆ A, clB∗ ⊆ Bρ and the inclusion

ϕ(k; l,B∗(l)) = ϕ
(

k; l,
⋃

n≥M

ϕ(l; l − n,Bρ(l − n))
)

(2.3a)
⊆

⋃

n≥M

ϕ(k; l − n,Bρ(l − n))

=
⋃

n≥M+k−l

ϕ(k; k − n,Bρ(k − n)) ⊆ B∗(k) for all l ≤ k,

(4.7f)
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which yields ϕ(k; l, ·)|B∗(l) = ϕ̃(k; l, ·)|B∗(l) for all l ≤ k, and B∗ is also attracting
for the initial equation (S). Now defineW∗

i := W̃−
i ∩ B∗ and we obtain

ϕ(k;κ,W∗
i (κ)) = ϕ̃(k;κ,W∗

i (κ)) ⊆ ϕ̃(k;κ, W̃−
i (κ)) ∩ ϕ̃(k;κ,B∗(κ))

⊆ W̃−
i (k) ∩ B∗(k) =W∗

i (k) for all k ∈ Z
+
κ ,

so thatW∗
i is forward invariant w.r.t. the initial equation (S), as well as (S̃).

Choose ε > 0 so small that the open ε-neighborhood Bε(B∗) of B∗ is contained
in Bρ and set Wε

i := W̃−
i ∩ Bε(B∗). Then Wε

i is an open neighborhood of W∗
i in

W̃−
i and due to the uniform continuity of ϕ̃(k;κ, ·) in k−κ ≤M (see the Lipschitz

estimate (4.2t) in Corollary 4.2.13, which can be applied due to (4.7c)), we obtain a
δ > 0 such that the open δ-neighborhoodWδ

i ofW∗
i in W̃−

i satisfies

ϕ̃(k;κ,Wδ
i (κ)) ⊆ Wε

i (k) for all k − κ ≤M.

Thus, using the above inclusion (4.7e) we obtain ϕ(k;κ,Wδ
i (κ)) ⊆ Wε

i (k) and
ϕ(k;κ,Wδ

i (κ)) = ϕ̃(k;κ,Wδ
i (κ)) for all k ∈ Z

+
κ . Let us show thatWi, defined by

Wi(k) :=
⋃

n≥0

ϕ(k; k − n,Wδ
i (k − n)) for all k ∈ Z

is the desired forward invariant nonautonomous set for (S). By definition, we readily
see the inclusion ϕ(k;κ,Wi(κ)) ⊆ Wi(k) for all k ∈ Z

+
κ , i.e., Wi is forward

invariant w.r.t. (S).
(a) Thanks to Corollary 4.2.13 and Corollary 4.2.14, which apply due to (4.7c),

we are able to deduce that the restriction ϕ̃(k;κ, ·)|W̃−
i (κ) : W̃−

i (κ) → W̃−
i (k)

is a homeomorphism (indeed a Lipeomorphism), so that it sends open subsets of
W̃−

i (κ) into open sets of W̃−
i (k). Thus, ϕ(k;κ,Wδ

i (κ)) = ϕ̃(k;κ,Wδ
i (κ)) is open

in Wδ
i (k) for k ∈ Z

+
κ , and therefore Wi(k) and Wi are open in W̃−

i (k) and W̃−
i ,

respectively. Due to the fact that I + w̃−
i (k, ·) : P i

1(k) → W̃−
i (k) is a homeomor-

phism (see Theorem B.3.1 and note lip2 w̃
−
i < 1), also the set O ⊆ X , fiber-wise

given by
O(k) :=

[

I + w̃−
i (k, ·)

]−1
(Wi(k)) for all k ∈ Z

is open in P i
1. Now, if we define wi := w̃−

i |O , then wi(κ, ·) : O(κ) → Qi
1(κ) satis-

fies lip2 wi < 1 and also the further claims instantly follows from the corresponding
properties for w̃−

i guaranteed by Theorem 4.2.9(b).
(b) Let (κ, ξ) ∈ X and c ∈ Γ̄i. Choose B ∈ B̂ such that (κ, ξ) ∈ B and we see

that there exists a N1 = N1(B) ∈ Z
+
0 with ϕ(k; k − n,B(k − n)) ⊆ B∗(k) for all

k ∈ Z, n ≥ N1. In particular, this yields ξ0 := ϕ(κ + N1;κ, ξ) ∈ B∗(κ + N1),
thanks to (4.7f) one has ϕ(k;κ+N1, ξ0) = ϕ̃(k;κ+N1, ξ0),

ϕ(k;κ, ξ) (2.3a)= ϕ(k;κ+N1, ξ0) = ϕ̃(k;κ+N1, ξ0) for all k ≥ κ+N1. (4.7g)
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Due to the asymptotic forward phase of W̃−
i (cf. Theorem 4.3.7(a)) there exists a

point η0 ∈ W̃−
i (κ+N1) such that

‖ϕ̃(k;κ+N1, ξ0)− ϕ̃(k;κ+N1, η0)‖Xk
≤ Cec(k, κ) (4.7h)

for all k ≥ κ + N1, where the real constant C ≥ 0 depends boundedly on κ, ξ, as
well as c. Now we choose another set C ∈ B̂ such that (κ + N1, η0) ∈ C. Again,
there existsN2 = N2(B) ∈ Z

+
0 with ϕ(k; k − n, C(k − n)) ⊆ B∗(k) for all k ∈ Z,

n ≥ N2, and in particular η := ϕ(κ+N1 +N2, η0) ∈ B∗(κ+N1 +N2). Then, the
forward invariance of B∗ from (4.7f) implies ϕ(k;κ +N1, η0) = ϕ̃(k;κ+N1, η0)
and therefore

ϕ(k;κ+N1 +N2, η0)
(2.3a)= ϕ(k;κ+N1, η0) = ϕ̃(k;κ+N1, η0) (4.7i)

for all k ≥ κ + N1 + N2. Setting κ0 := κ + N1 + N2, inserting (4.7g) and (4.7i)
into the estimate (4.7h) gives us the claim (b). This finishes the proof. ��

Another important feature of inertial fiber bundles is that they contain the at-
tractor of a dissipative equation. As we know from Chap. 1, under compactness
assumptions on ϕ, the existence of an attractor is implied by a more easily deter-
minable absorbing set. As we will see next, this feature fits well into our theory.

Corollary 4.7.5 (attractors). Assume ai + ς � 1. If the sequence (Γ−
κ (i))κ∈Z

from (Γ−
i ) is backward tempered, then every w.r.t. (S) invariant nonautonomous

set B ∈ B̂ with B(k) ⊆
⋃

n≥M ϕ(k; k − n,Bρ(k − n)) for all k ∈ Z satisfies
B ⊆ Wi. In particular, the fiber bundleWi contains the global attractorA∗ of (S),
i.e., A∗ ⊆ Wi.

Proof. Let k ∈ Z be arbitrary. Then B ⊆ B∗ and the invariance of B leads to

h(B(k), W̃−
i (k)) = h(ϕ(k; k − n,B(k − n)), W̃−

i (k))
= h(ϕ̃(k; k − n,B(k − n)), W̃−

i (k)) −−−−→
n→∞ 0

due to Corollary 4.3.11. Consequently, B(k) ⊆ cl W̃−
i (k), but B ⊆ B∗ and the in-

clusionWi ⊇ W̃−
i ∩Bδ(B∗) implies the desired relation B(k) ⊆ Wi(k). Obviously,

this holds for the special case B = A∗. ��

Corollary 4.7.6 (smoothness of inertial fiber bundles). Suppose that Hypothe-
sis 4.6.2 holds. Under the strengthened spectral gap condition (4.7d) replaced by
ai � bmi ,

3

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

(L1(ρ) + �bi�L2(ρ))
1 + 3

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

L2(ρ)
< ς−i (m) (4.7j)

the mappingwi(κ, ·) : O(κ) → Qi
1(κ) is of classCm with globally bounded deriva-

tives (uniformly in κ ∈ Z).
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Proof. Let s > 1 and ρ > 0 as in the proof of Theorem 4.7.3. Instead of
Proposition C.2.5 we use it differentiable version Proposition C.2.17 in order to
obtain a Cm-smooth modification B−1

k+1f
ρ
k of B−1

k+1fk. It satisfies the global Lip-
schitz conditions

sup
k∈Z

lip1B
−1
k+1f

ρ
k ≤ (1 + 2s)L1(sρ), sup

k∈Z

lip2B
−1
k+1f

ρ
k ≤ (1 + 2s)L2(sρ)

and the modified equation (S̃) fulfills Hypotheses 4.2.1, 4.2.3, and the global
smoothness assumption Hypothesis 4.4.2. Thanks to (4.7j) there exists a s > 1
close to 1 such that

(1 + 2s)

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

(L1(sρ) + �bi�L2(sρ))
1 + (1 + 2s)

(

K+
i K

−
i + max

{

K+
i ,K

−
i

})

L2(sρ)
< ς−i (m)

holds and we can apply Theorem 4.4.6(b). It yields a mapping w̃−
i : O → X as in

the proof of Theorem 4.7.3, but now w̃−
i (κ, ·) ism-times continuously differentiable

with globally bounded derivatives (uniformly in κ ∈ Z). As above, we see that the
restriction wi := w̃−

i |O is the desired Cm-mapping. ��

4.8 Approximation of Invariant Fiber Bundles

The reduction principle from Theorem 4.6.15 is local in nature and a Taylor approx-
imation of the center-unstable bundle is sufficient in order to apply it. The inertial
fiber bundles constructed in the previous Sect. 4.7, however, are global objects hav-
ing a dynamical meaning on the whole absorbing set of a semilinear equation

Bk+1x
′ = Akx+ fk(x, x′). (S)

Therefore, and for various other reasons mentioned in the introduction to this chap-
ter, it is important to provide more global approximation techniques for invariant
fiber bundles, which also work for merely Lipschitzian nonlinearities fk. In order to
meet the requirements of our nonautonomous framework, we provide an approach
based on the Lyapunov–Perron method.

For given κ ∈ I andK ∈ Z
+
0 ∪ {∞} define discrete intervals

I
+
κ (K) :=

{

[κ, κ+K]
Z

forK <∞,
[κ,∞)

Z
forK =∞,

I
−
κ (K) :=

{

[κ−K,κ]
Z

forK <∞,
(−∞, κ]

Z
forK = ∞

and impose our standing assumptions for this section:

Hypothesis 4.8.1. Suppose that the linear part (L0) satisfies Hypothesis 4.2.1, for
the nonlinearity fk : Xk × Xk+1 → Yk+1 we require Hypothesis 4.7.1 and we
assume the growth condition (Γ±

i ) holds for one 1 ≤ i < N .
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For a convenient notation, we keep 1 ≤ i < N fixed as required in
Hypothesis 4.8.1 and use the abbreviations established in (4.2p). Having this at
hand, we can establish our necessary functional analytical framework. Given a se-
quence c : I → (0,∞), κ ∈ I and K ∈ (0,∞]

Z
such that κ − K ∈ I or

κ + K ∈ I, respectively, it is not difficult to see that the following spaces of ex-
ponentially bounded sequences

X±
κ,c(K) :=

{

φ : I
±
κ (K)→ X

∣
∣
∣ sup

k∈I
±
κ (K)

ec(κ, k) ‖φ(k)‖Xk
<∞

}

(4.8a)

in X become Banach spaces w.r.t. the respective norms

‖φ‖±κ,c := sup
k∈I

±
κ (K)

ec(κ, k)max
{

‖P−(k)φ(k)‖Xk
, ‖P+(k)φ(k)‖Xk

}

.

Indeed, for K = ∞ we can briefly write X±
κ,c := X±

κ,c(∞) in correspondence
with Definition 3.3.19. Clearly, the condition supk∈I

±
κ (K) ec(κ, k) ‖φ(k)‖Xk

< ∞
is always fulfilled for finiteK <∞.

Our idea is to find fixed points of the Lyapunov–Perron operators (4.2q) and
(4.2b) in the product space X±

κ,c(K) =×k∈I
±
κ (K)

Xk, after we passed over to finite

sums. This yields a problem in×k∈I
±
κ (K)

Xk instead of in the sequence space X±
κ,c.

As we will see in Proposition 4.8.3, a spectral gap condition still guarantees that the
Lyapunov–Perron operators are contractions when passing over to finite sums.

Of central importance for our approximation purposes are the following trun-
cated Lyapunov–Perron operators T±

κ,K : X±
κ,c(K)×Xκ → X±

κ,c(K), which, for a
given pair (κ, ξ) ∈ X , read as

T+
κ,K(φ, ξ) = Φ(·, κ)P+(κ)ξ +

κ+K−1∑

l=κ

Gi(·, l + 1)B−1
l+1fl(φ(l)),

T−
κ,K(φ, ξ) = Φ−

P−(·, κ)P−(κ)ξ −
κ−1∑

l=κ−K

Gi(·, l + 1)B−1
l+1fl(φ(l)),

respectively. Note that the case K = ∞ is explicitly allowed here and T+
κ,∞ is the

operator T+
κ defined in (4.2q), whereas T−

κ,∞ has been denoted as T−
κ in (4.2b). The

corresponding respective fixed point problems

φ = Φ(·, κ)P+(κ)ξ +
κ+K−1∑

l=κ

Gi(·, l + 1)B−1
l+1fl(φ(l)), (LP+

K )

φ = Φ−
P−(·, κ)P−(κ)ξ −

κ−1∑

l=κ−K

Gi(·, l + 1)B−1
l+1fl(φ(l)) (LP−

K )
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in X+
κ,c(K) resp. X−

κ,c(K), are denoted as truncated Lyapunov–Perron equations.
Their relation to the dynamical behavior of (S) is described in the following coun-
terpart to Lemma 4.2.7:

Lemma 4.8.2. Let (κ, ξ) ∈ X and suppose Hypothesis 4.8.1. If φ ∈ X±
κ,c, ai �

c� bi, is a sequence satisfying

L1

(

supk∈I
±
κ
‖φ(k)‖Xk

)

<∞, L2

(

supk∈I
±
κ
‖φ(k)‖Xk

)

<∞,

then the following assertions are equivalent:

(a) φ solves the difference equation (S) with P±(κ)φ(κ) = ξ.
(b) φ is a fixed point of the Lyapunov–Perron equation (LP±

∞).

Proof. Referring to (4.7a), we assumed that B−1
k+1fk fulfills a Lipschitz condi-

tion in a ball containing φ. Hence, the proof is essentially identical to the one of
Lemma 4.2.7, since the sequence g defined there satisfies g ∈ X±

κ,c,B. ��

Under stronger global conditions, we can establish the existence of unique solu-
tions for the Lyapunov–Perron equations:

Proposition 4.8.3. Let (κ, ξ) ∈ X ,K ∈ N and assume Hypothesis 4.8.1 holds with

lj := sup
r≥0
Lj(r) <∞ for j = 1, 2. (4.8b)

If the spectral gap condition

∃ς̄ ∈
(

0,
�bi − ai�

2

)

:
max {K−,K+} (l1 + �bi� l2)

1 + max {K−,K+} l2
< ς̄, (4.8c)

is fulfilled and we have chosen a real ς ∈ (max {K−,K+} (l1 + �bi − ς̄� l2) , ς̄),
then for all c ∈ Γ̄i one has:
(a) The truncated Lyapunov–Perron equations (LP±

K ) have a uniquely determined
solution φ±κ,K(ξ) ∈ X±

κ,c(K), which moreover satisfy

∥
∥
∥φ±κ,K(ξ)

∥
∥
∥

±

κ,c
≤ ςK±
ς −max {K−,K+}L(bi − ς)

‖P±(κ)ξ‖Xκ

+
max {K−,K+}Γ±

κ (i)
ς −max {K−,K+}L(bi − ς)

.

(b) For every initial sequence ψ±
0 ∈ X±

κ,c(K) and n ≥ 1 the recursively defined
sequence ψ±

n := T±
κ,K(ψ±

n−1, ξ) ∈ X±
κ,K(K) satisfies

∥
∥
∥ψ±

n − φ±κ,K(ξ)
∥
∥
∥

±

κ,c
≤ qn

1− q

∥
∥
∥ψ±

0 − T±
κ,K(ψ±

0 , ξ)
∥
∥
∥

±

κ,c
, (4.8d)

where q := max{K−,K+}
ς L(bi − ς) ∈ (0, 1),

and the sequences φ±κ,K(ξ) do not depend on c, where L(c) := l1 + �c� l2.
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Proof. Let (κ, ξ) ∈ X andK ∈ N.
(a) We only sketch the proof, since it resembles the one of Lemmata 4.2.6

and 4.2.8. For this, the spectral gap condition (Gi) holds due to (4.8c). Consider
the truncated Lyapunov–Perron operator T±

κ,K : X±
κ,c(K) × Xκ → X±

κ,c(K). It

can be verified as (4.2h) that T±
κ,K is well-defined and satisfies the two Lipschitz

estimates

lip1 T
±
κ,K

(4.2i)
≤ �i(c) ≤ q < 1, lip2 T

±
κ,K ≤ K±. (4.8e)

By the first inequality in (4.8e) we get that T±
κ,K(·, ξ) is a contraction on X±

κ,c(K),
uniformly in ξ ∈ Xκ, and Banach’s theorem (see, e.g., [295, p. 361, Lemma 1.1])
implies that there exists a unique fixed point φ±κ,K(ξ) ∈ X±

κ,c(K). Moreover, the

second inequality in (4.8e) yields the bound on φ±κ,K(ξ).
(b) The stated inequality (4.8d) is just the standard a priori error estimate

(cf., e.g., [465, p. 17, Theorem 1.A]) for the successive iterates in Banach’s fixed
point theorem applied to the contraction T±

κ,K(·, ξ) : X±
κ,c(K)→ X±

κ,c(K). ��

The relations (cf. (4.2r))

w+(κ, ξ) = P−(κ)φ+
κ (κ, ξ), w−(κ, ξ) = P+(κ)φ−κ (κ, ξ) for all (κ, ξ) ∈ X

(4.8f)

are central in our approach to compute the invariant fiber bundles W± ⊆ X .
Actually, in order to compute the functions w± defining W±, we solve the
Lyapunov–Perron equations (LP±

K ) forK < ∞. The corresponding error estimate
for the distance between the fixed points φ±κ,K(ξ) and φ±κ (ξ) is deduced in

Proposition 4.8.4. Let (κ, ξ) ∈ X , K ∈ N, suppose Hypothesis 4.8.1 holds with
(4.8c) and choose ς as in Proposition 4.8.3. Then the mappingw± : X → X defining
the fiber bundleW± satisfies

∥
∥
∥w±(κ, ξ)− P∓(κ)φ±κ,K(κ, ξ)

∥
∥
∥

Xκ

≤ C(κ, ξ)e ai+ς

bi−ς
(κ, κ−K), (4.8g)

where the constant C(κ, ξ) is linearly bounded in ‖P±(κ)ξ‖ and Γ±
i (κ).

Remark 4.8.5 (spectral ratio condition). Since the Lipschitz constant �i(c) from
(4.8e) is supposed to be small, one can choose ς close to 0 and the decay rate ai+ς

bi−ς
in (4.8g) basically depends on the ratio ai

bi
. Thus, we get a good approximation for

small values of K > 0 in (4.8g), if ai

bi
is near 0. In the autonomous situation, this

means that consecutive spectral points have moduli with small quotients.

Proof. To avoid redundancy, we only prove the assertion in the pseudo-unstable
situation of w− and φ−κ,K . We choose (κ, ξ) ∈ X fixed, a finite integer K > 0

and c ∈ (ai + ς, bi − ς]. Thanks to ς < �bi−ai	
2 , we can select a d ∈ [ai + ς, c).

Suppressing the dependence on ξ, let φ−κ,K ∈ X−
κ,c(K), φ−κ ∈ X−

κ,c be the unique

solutions of the respective Lyapunov–Perron equations (LP−
K ) and (LP−∞). Then,
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on the finite interval [κ−K,κ]
Z

, one evidently has φ−κ,K , φ
−
κ |I−κ (K) ∈ X−

κ,d(K),
and we derive two preparatory estimates. First, using the triangle inequality it is

∥
∥
∥
∥
∥

κ−1−K∑

n=−∞
Φ(k, n+ 1)P ′

+(n)B−1
n+1fn(φ−κ (n))

∥
∥
∥
∥
∥
ed(κ, k)

≤
∥
∥
∥
∥
∥

κ−1−K∑

n=−∞
Φ(k, n+ 1)P ′

+(n)B−1
n+1

[

fn(φ−κ (n))− fn(0, 0)
]
∥
∥
∥
∥
∥
ed(κ, k)

+

∥
∥
∥
∥
∥

κ−1−K∑

n=−∞
Φ(k, n+ 1)P ′

+(n)B−1
n+1fn(0, 0)

∥
∥
∥
∥
∥
ed(κ, k)

(3.4g)
≤ K+

κ−1−K∑

n=−∞
eai(k, n+ 1)

∥
∥
∥B−1

n+1

[

fn(φ−κ (n))− fn(0, 0)
]∥
∥
∥ ed(κ, k)

+K+

κ−1−K∑

n=−∞
eai(k, n+ 1)

∥
∥B−1

n+1fn(0, 0)
∥
∥ ed(κ, k)

(4.8b)
≤ K+L(c)

κ−1−K∑

n=−∞
eai(k, n+ 1)

∥
∥φ−κ (n)

∥
∥ ed(κ, k)

+K+Γ
−
κ (i)

κ−1−K∑

n=−∞
eai(k, n+ 1)ebi(n, κ)ed(κ, k)

≤ K+L(c)
∥
∥φ−κ

∥
∥
−
κ,c

κ−1−K∑

n=−∞
eai(k, n+ 1)ec(n, κ)ed(κ, k)

+K+Γ
−
κ (i)

κ−1−K∑

n=−∞
eai(k, n+ 1)ec(n, κ)ed(κ, k)

(A.1d)
≤ K+

�c− ai�

(

L(c)
∥
∥φ−κ

∥
∥
−
κ,c

+ Γ−
κ (i)

)

e d
c
(κ, κ−K) for all k ∈ [κ−K,κ]

Z

and second, also using (4.8b) one has

∥
∥
∥
∥
∥

k−1∑

n=κ−K

Φ(k, n+ 1)P ′
+(n)B−1

n+1

[

fn(φ−κ (n))− fn(φ−κ,K(n))
]
∥
∥
∥
∥
∥
ed(κ, k)

(3.4g)
≤ K+L(d)

k−1∑

n=κ−K

eai(k, n+ 1)
∥
∥
∥φ−κ (n)− φ−κ,K(n)

∥
∥
∥ ed(κ, k)

(A.1d)
≤ K+L(d)

�d− ai�

∥
∥
∥φ−κ − φ−κ,K

∥
∥
∥

−

κ,d
for all k ∈ [κ−K,κ]

Z
,



284 4 Invariant Fiber Bundles

where the sums have been evaluated using Lemma A.1.5(a). Having these two
estimates at hand, we can conclude

∥
∥
∥P+(k)

[

φ−κ (k)− φ−κ,K(k)
]∥
∥
∥ ed(κ, k) ≤

≤
∥
∥
∥
∥
∥

κ−1−K∑

n=−∞
Φ(k, n+ 1)P ′

+(n)B−1
n+1fn(φ−κ (n))

∥
∥
∥
∥
∥
ed(κ, k)

+

∥
∥
∥
∥
∥

k−1∑

n=κ−K

Φ(k, n+ 1)P ′
+(n)B−1

n+1 ·
[

fn(φ−κ (n))− fn(φ−κ,K(n))
]
∥
∥
∥
∥
∥
ed(κ, k)

≤ K+

�c− ai�

(

L(c)
∥
∥φ−κ

∥
∥
−
κ,c

+ Γ−
κ (i)

)

e d
c
(κ, κ−K) +

K+L(d)
�d− ai�

∥
∥
∥φ−κ − φ−κ,K

∥
∥
∥

−

κ,d

for all k ∈ [κ−K,κ]
Z

, and similarly by (3.4g) and (4.8b) we get

∥
∥
∥P−(k)

[

φ−κ (k)− φ−κ,K(k)
]∥
∥
∥ ed(κ, k) ≤

K−L(d)
�bi − d�

∥
∥
∥φ−κ − φ−κ,K

∥
∥
∥

−

κ,d

for all k ∈ [κ−K,κ]
Z

. By definition of the ‖·‖−κ,d-norm and due to the inclusion
c, d ∈ Γ̄i, we arrive at

∥
∥
∥φ−κ,K − φ−κ

∥
∥
∥

−

κ,d
≤K+

ς

(

L(c)
∥
∥φ−κ

∥
∥
−
κ,c

+ Γ−
κ (i)

)

e d
c
(κ, κ−K)

+
L(d)
ς

max {K−,K+}
∥
∥
∥φ−κ − φ−κ,K

∥
∥
∥

−

κ,d

and consequently (note the inequality L(d)max {K−,K+} < ς),
∥
∥
∥P+(k)

[

φ−κ (k)− φ−κ,K(k)
]∥
∥
∥ ed(κ, k)

≤ K+

ς − L(d)max {K−,K+}

(

L(c)
∥
∥φ−κ

∥
∥
−
κ,c

+ Γ−
κ (i)

)

e d
c
(κ, κ−K)

for all k ∈ [κ−K,κ]
Z

. Therefore, the claim follows from Lemma 4.2.8, if we use
(4.2g), (4.8f) and set k = κ, d = ai + ς , c = bi − ς in the above estimate. ��

Having these error estimates at hand, we are in a position to solve the truncated
fixed point equations (LP±

K ) instead of (LP±∞) for some fixed length K > 0 and
an initial pair (κ, ξ) ∈ X . So we reduce the infinite-dimensional problem (LP±

∞) to
a nonlinear algebraic equation T±

κ,K(ψ, ξ) = ψ in×k∈I
±
κ (K)

Xk. For Lipschitzian

nonlinearities this can be done using successive iterations ψn = T±
κ,K(ψn−1, ξ) for

n ∈ N and an arbitrary starting sequence ψ0 ∈ X±
κ,c(K). Hence, a combination of

the error estimates in Propositions 4.8.3(b) and 4.8.4 yields the following



4.8 Approximation of Invariant Fiber Bundles 285

Algorithm 4.8.6 (approximation of w±(κ, ξ)). Choose a desired accuracy ε > 0,
(κ, ξ) ∈ P±, a value ς as in Proposition 4.8.3 and ϑ ∈ (0, 1).

(1) Set n := 0, ψ0 := 0 ∈ X±
κ,c(K) with an integerK > 0 so large that

C(κ, ξ)e ai+ς

bi−ς
(κ, κ−K) < ϑε.

(2) Set q := max{K−,K+}
ς L(bi − ς) ∈ (0, 1) and choose n∗ ∈ N so large that

K±qn∗

1− q

∥
∥
∥T±

κ,K(ψ0, ξ)
∥
∥
∥

±

κ,c
< (1− ϑ)ε.

(3) For n = 1, . . . , n∗ compute ψn := T±
κ,K(ψn−1, ξ).

Remark 4.8.7. (1) By construction of this algorithm, the distance between the ap-
proximate invariant fiber bundle P∓(κ)ψn∗(κ) and w±(κ, ξ) satisfies

∥
∥w±(κ, ξ)− P∓(κ)ψn∗(κ)

∥
∥ < ε. (4.8h)

For small values of the accuracy ε > 0, the constantK becomes large and therefore
one has to iterate the truncated Lyapunov–Perron operator in a high-dimensional
product space×k∈I

±
κ (K)

Xk. This might make our approach numerically difficult.

Hence, we have introduced the parameter ϑ ∈ (0, 1) in order to balance between the
iteration depth n∗ and the dimension of the problem.

(2) A further possible strategy to pick the initial sequence ψ0 ∈ X±
κ,c(K) is

as follows: One considers the nonlinear problem (S) as perturbation of the linear
equation (L0) and starts the iteration with the exact solution of the unperturbed
equation. This offers one of the respective choices:

ψ0(k) = Φ(k, κ)ξ for all k ∈ I
+
κ (K), ψ0(k) = Φ−

P−(k, κ)ξ for all k ∈ I
−
κ (K).

When it comes to concrete implementations on a computer, further simplifica-
tions are advisable. First, in order to tackle (S) numerically, X has to consist of
finite-dimensional spaces and an initial spatial discretization is indispensable. Sec-
ond, multiplying the Lyapunov–Perron equation (LP−

K ) with projectionsP+(k) and
P−(k) implies

ψ+(k) =
k−1∑

n=κ−K

Φ(k, n+ 1)P ′
+(n)B−1

n+1fn(ψ+(n) + ψ−(n)),

ψ−(k) = Φ(k, κ)P−(κ)ξ

−
κ−1∑

n=k

Φ(k, n+ 1)P ′
−(n)B−1

n+1fn(ψ+(n) + ψ−(n)),
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resp., where we abbreviated ψ±(k)=P±(k)φ−κ,K(k, ξ). In particular, we have
the relation ψ−(κ) = P−(κ)ξ. The variation of constants formula from
Theorem 3.1.16(b) guarantees that ψ− is a backward solution of the equation

Bk+1x
′ = AkP−(k)x+ P ′

−(k)fk(x+ ψ+(k), x′ + ψ′
+(k)),

and we simplified (LP−
K ) to the following system of nonlinear equations

ψ+(k) =
k−1∑

n=κ−K

Φ(k, n+ 1)P ′
+(n)B−1

n+1fn(ψ+(n) + ψ−(n)) = 0

for all k ∈ [κ−K,κ]
Z
, (4.8i)

Bk+1ψ
′
−(k) = Akψ−(k) + P ′

−(k)fk(ψ+(k) + ψ−(k)) = 0

for all k ∈ [κ−K,κ− 1]
Z
,

ψ−(κ) = P−(κ)ξ.

The first equation in (4.8i) degenerates into ψ+(κ−K) = 0 for k = κ−K , which
causes no confusion, since (4.8i) is used to obtain P±(k)φ−κ (k, ξ) only for k = κ.

For the corresponding dual approximation method of the fiber bundle W+, we
set ψ±(k) = P±(k)φ+

κ,K(k, ξ), and using Theorem 3.1.16(a) the Lyapunov–Perron
equation (LP+

K ) reduces to

ψ+(κ) = P+(κ)ξ,
Bk+1ψ

′
+(k) = Akψ+(k) + P ′

+(k)fk(ψ+(k) + ψ−(k))

for all k ∈ [κ, κ+K − 1]
Z
, (4.8j)

ψ−(k) = −
κ+K−1∑

n=k

Φ(k, n+ 1)P ′
−(n)B−1

n+1fn(ψ+(n) + ψ−(n))

for all k ∈ [κ, κ+K]
Z
.

Both the (4.8i) resp. (4.8j) are nonlinear systems of algebraic equations depending
on the parameter (κ, ξ) ∈ P±. Hence, they can be solved using various methods
from numerical analysis:

• For merely Lipschitzian nonlinearities B−1
k+1fk, successive iteration is practica-

ble and yields linear convergence (cf., e.g., [465, p. 17, Theorem 1.A]).
• Newton methods lead to quadratic convergence, provided the mappingsB−1

k+1fk
are of class C2. However, since the algebraic equations (4.8i) and (4.8j) are
typically high-dimensional, we made better experiences using Quasi-Newton
methods (cf. [384]) without an update of the Jacobian in every step.
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4.9 Applications

As before, our starting point is a discretization mesh (tk)k∈I satisfying

hk := tk+1 − tk ∈ [ T, T ] for all k ∈ I
′

and a given stepsize bound T > 0 and the balancing factor ∈ (0, 1].

4.9.1 Discretized Functional Differential Equations

Let r > 0 and d ∈ N. This subsection deals with semilinear FDEs

u̇(t) = L(t)ut + f(t, ut), (4.9a)

whose linear part L(t) : Cr → R
d, t ∈ R, fulfills the assumptions made in

Sect. 3.7.1. For the nonlinearity we suppose

Hypothesis 4.9.1. Let b, c ≥ 0 be reals and suppose that f : R × Cr → R
d is

continuous and linearly bounded ‖f(t, ψ)‖ ≤ b+ c |ψ|r for all t ∈ R, ψ ∈ Cr.

Next we apply the full discretization scheme established in both Sects. 2.6.1
and 3.7.1 to (4.9a). Given θ ∈ [0, 1] and h = r

N , this immediately yields a semilinear
difference equation

x′ = Ak(θ, h)x+ fk(x, x′) (4.9b)

with the operators Ak(θ, h) ∈ L(Cr,N ) given in Sect. 3.7.1 and inducing an evo-
lution operator Φ(k, l) on Cr,N . Moreover, the nonlinearity fk : C2

r,N → Cr,N is
defined as in (2.6d). Since (4.9b) is an equation in S = I× Cr,N this leads us to

Proposition 4.9.2. Let q ∈ [0, 1) and suppose that I is unbounded below. If beyond
Hypothesis 4.9.1 the following holds for all k ∈ I

′:

(i) The general forward solution of (4.9b) exists as a continuous mapping.
(ii) There exist α ∈ (0, 1),K ≥ 1 such that |Φ(k, l)| ≤ Kαk−l for all l ≤ k.

(iii) Khθc < 1
2 and one has the estimate α+2h(1−θ)Kc

1−2hθKc ∈ [0, q],

then the semilinear equation (4.9b) possesses a uniformly bounded global attractor
A∗ ⊆ I× Cr,N , which also satisfies A∗(k) ⊆ B hKb

(1−q)(1−2hθKc)
(0, Cr,N ), k ∈ I.

Remark 4.9.3. (1) Proposition 2.6.1 yields conditions for assumption (i) to hold.
(2) Since (4.9b) is uniformly bounded dissipative (see the proof below), we can

prove the existence of an inertial fiber bundle along the lines of Theorem 4.7.3,
provided there exists a gap in the dichotomy spectrum of (LΔE) and the function
f : R × Cr → R

d is Lipschitzian in the second argument with sufficiently small
constant. Caused by similar investigations in the following Sects. 4.9.4 and 4.9.5,
we neglect the technical details.
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Proof. Let the family B̂ consists of all uniformly bounded nonautonomous sets
in S. Since S consists of finite-dimensional spaces, (4.9b) is B̂-contracting. From
Hypothesis 4.9.1 we see for all x, x′ ∈ Cr,N that

‖fk(x, x′)‖ ≤ h(1− θ)b+ hθb + hc(1− θ) ‖x‖+ hcθ ‖x′‖
≤ hb+ 2hmax{(1− θ)c ‖x‖ , cθ ‖x′‖} for all k ∈ I

′

and thus the condition (4.1c) holds. We conclude our assertion from Theorem 4.1.8,
since the estimate (4.1a) in Hypothesis 4.1.1 was only required to obtain a continu-
ous general forward solution. ��

We conclude the subsection with an example illustrating that the assumptions of
Theorem 4.1.8 do not enforce a trivial attractor for (S).

Example 4.9.4 (discrete Krisztin–Walther equation). Let a ∈ (0, 1), h > 0,N ∈ Z
+
0

and suppose g : R → R is a strictly increasing odd C1-function fulfilling the limit
relation limx→±∞ g′(x) = 0. We consider a scalar delay difference equation

xk+1 = axk + hg(xk−N ), (4.9c)

which can be interpreted as an explicit Euler discretization of the Krisztin–Walther
equation ẋ(t) = −αx(t) + g(x(t − r)) (choose a = 1 − hα and h,N according
to hN = r for positive delays r > 0 and hα ∈ (0, 1)). Above all, we suppose
g′(0) > 1−a

h , which ensures that (4.9c) admits three equilibria −x∗ < 0 < x∗.
Moreover, there exists a ξ > 0 such that hg′(ξ) = aN 1−a

2 and we infer

h |g(x)| ≤ hg(ξ)− aN 1−a
2 ξ + aN 1−a

2 |x| ≤ hg(ξ) + aN 1−a
2 |x| for all x ∈ R

(cf. Fig. 4.5). Following the procedure from Example 2.1.10, we write (4.9c) as an
explicit autonomous difference equation

x′ = Ax+ f(x) (4.9d)

xξx∗

(1 − a)x hg(x)

Fig. 4.5 Graph of the function g in Example 4.9.4
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in the space R
N+1 with

A :=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

a 0
1 0

1 0
. . .
. . .

1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, f(x) := h

⎛

⎜
⎜
⎜
⎝

g(xN+1)
0
...

0

⎞

⎟
⎟
⎟
⎠

and verify the assumptions of Theorem 4.1.8, where R
N+1 is equipped with the

max-norm. It is not difficult to show that ‖An‖ ≤ a−Nan for all n ∈ Z
+
0 and

consequently the evolution operator for x′ = Ax satisfies ‖Φ(k, l)‖ ≤ a−Nak−l for
all l ≤ k. For the nonlinearity one deduces

‖f(x)‖ ≤ h |g(x)| ≤ hg(ξ) + aN 1−a
2 |xN+1| for all x ∈ R

N+1

and we apply Theorem 4.1.8 with K = a−N , β = hg(ξ) and γ = aN 1−a
2 . Due

to a + Kγ = 1+a
2 < 1 we infer that (4.9d) is uniformly bounded dissipative with

an absorbing set of radius a−N 2h
1−ag(ξ). Hence, there exists a global attractor for

(4.9d) and (4.9c), which is nontrivial, since it contains the three equilibria of (4.9c).

4.9.2 Time-Discretized Abstract Evolution Equations

Assume here that X,Y are Banach spaces with X ⊆ Y . We consider a temporal
discretization for abstract nonautonomous evolutionary equations

ut +B(t)u = f(t, u) (AE)

in the space Y as discussed at the end of Sect. 2.6.2. Being based on mild solutions,
we suppose that Hypothesis 1.5.4 is satisfied throughout. As explained in Sect. 1.5.2,
for each pair (t0, u0) ∈ R × X there exists a unique mild solution u(·; t0, u0) :
[t0,∞) → X of (AE) and u : {(t, s, x) ∈ R

2 × X : s ≤ t} → X is continuous.
The linear part of (AE) yields an evolution family (U(t, s))s≤t onX .

Motivated by Sect. 2.6.2 let us investigate the explicit equation

x′ = Akx+ fk(x) (AΔE)

in X = I×X with mappingsAk := U(tk+1, tk) ∈ L(X) and a nonlinearity

fk : X → X, fk(x) :=
∫ tk+1

tk

U(tk+1, s)f(s, u(s; tk, x)) ds for all k ∈ I
′.

Working with semilinear equations, we first apply results from Sect. 4.1 to (AΔE).
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Lemma 4.9.5. If Hypothesis 1.5.4 holds, then the function fk : X → X is continu-
ous and fulfills the linear growth bound (4.1c) with δ = 0,

βk :=
Kb

1− r

(

1 +
KcT 1−r

1− r E1−r(μT )
)

h1−r
k , γk :=

K2c

1− rE1−r(μT )h1−r
k

for all k ∈ I
′, where μ > 0 is the constant from Lemma 1.5.5(a).

Proof. The proof is based on Lemma 1.5.5(a) and a direct estimate for fk : X → X
using the linear growth of f : R×X → Y . Details are left to the reader. ��

Proposition 4.9.6. Let q ∈ [0, 1) and suppose that I is unbounded below. If beyond
Hypothesis 1.5.4 with ω < 0 also

(i) for every bounded S ⊆ X one has lims→∞ χ(u(t; t− s, S)) = 0, t ∈ R,
(ii) the real c ≥ 0 is so small that eωhk +Kγk ∈ (0, q] for all k ∈ I

′

hold, then the semilinear difference equation (AΔE) has a uniformly bounded
global attractorA∗ ⊆ I×X , which additionally satisfies

A∗(k) ⊆ BK sup
k∈I′ βk

(1−q)

(0, X) for all k ∈ I,

where the sequences βk, γk ≥ 0 are defined in Lemma 4.9.5.

Proof. We will successively verify the assumptions of Theorem 4.1.8. Above all,
our Corollary 3.7.6 implies that (4.1b) holds with a(k) = eωhk and Lemma 4.9.5
guarantees the linear growth bound (4.1c), where the sequence (βk)k∈I is clearly
bounded. Thanks to (1.5e) and Lemma 1.5.5(a) we also see that ϕ is B̂-contracting,
where B̂ is the family of all uniformly bounded nonautonomous sets in X . ��

Corollary 4.9.7 (parabolic case). The assumption (i) in Proposition 4.9.6 can be
replaced by U(t, s) ∈ L(X) is compact for all s < t.

Proof. We show that the assumptions of Corollary 4.1.7 are fulfilled and Proposi-
tion 4.9.6 can be applied. First, Ak = U(tk+1, tk) ∈ L(X), k ∈ I

′, is compact and
thus darAk = 0. Next we show that also fk : X → X is compact. For this pur-
pose, if B ⊆ X is bounded, then Lemma 1.5.5(a) yields that u(t; s, ·) is a bounded
mapping; more precisely, there exists a C(B) ≥ 0 (we suppress the dependence on
T ) with ‖u(t; s, x)‖X ≤ C(T ) for all x ∈ B and reals s ≤ t with t− s ≤ T . From
the decomposition

fk(x) =U(tk+1, tk − ε)
∫ tk+1−ε

tk

U(tk+1 − ε, s)f(s, u(s; tk, x)) ds

+
∫ tk+1

tk+1−ε

U(tk+1, s)f(s, u(s; tk, x)) ds
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one has fk(B) ⊆ U(tk+1, tk − ε)B1 +B2, where B1, B2 ⊆ X are defined by

B1 :=
{∫ tk+1−ε

tk

U(tk+1 − ε, s)f(s, u(s; tk, x)) ds ∈ X : x ∈ B
}

,

B2 :=

{
∫ tk+1

tk+1−ε

U(tk+1, s)f(s, u(s; tk, x)) ds ∈ X : x ∈ B
}

and ε > 0 is arbitrary satisfying ε < hk. Similarly to the argument below, one can
show that B1 ⊆ X is bounded. For the set B2 we deduce from

∥
∥
∥
∥
∥

∫ tk+1

tk+1−ε

U(tk+1, s)f(s, u(s; tk, x)) ds

∥
∥
∥
∥
∥

X

≤ K(b+cC(B))
∫ tk+1

tk+1−ε

eω(tk+1−s)(tk+1−s)−r ds ≤ K(b+ cC(B))
1− r ε1−r

for all x ∈ B that diamB2 ≤ 2K(b+cC(B))
1−r ε1−r. We equip the Banach space X

with a measure of noncompactness χ satisfying χ(B2) ≤ diamB2 (cf. (B.0b)) and

χ(fk(B)) ≤ χ(U(tk+1, tk − ε)B1) + χ(B2) = χ(B2) ≤ 2
K(b+ cC(B))

1− r ε1−r.

In the one-sided limit ε ↘ 0 this implies χ(fk(B)) = 0 and thus dar fk = 0.
Consequently, Corollary 4.1.7 yields that ϕ is B̂-contracting. ��

Example 4.9.8 (sectorial evolutionary equation). A typical example where the
above Corollary 4.9.7 can be applied, are sectorial evolutionary equation (SE), when
B has a compact resolvent. Here,X is a fractional power spaceX = Y r.

In the remaining subsection, we illustrate how a discrete equation (AΔE) can
be used to construct integral manifolds of the nonautonomous differential equa-
tion (AE). To shorten our explanations, we restrict to the pseudo-stable situation.

Theorem 4.9.9. Let I be unbounded above, suppose that Hypotheses 1.5.4 and 3.7.4
are satisfied with

L := sup
ρ>0
�(ρ), sup

k∈I

∥
∥
∥
∥

∫ tk+1

tk

U(tk+1, s)f(s, u(s; tk, 0)) ds
∥
∥
∥
∥

X

eαhk <∞ (4.9e)

and that max
{

eωT , E1−r(μT ), bT 1−r

1−r

}

≤
√

2. If the spectral gap condition

max {K+,K−}K2

1− r
E1−r(μ̄T )max

{

eω�T , eωT
}

T 1−r

min { Teα�T , T eαT} L <
β − α

2
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holds and we choose a fixed

ς ∈
(

max
{

K+,K−}

K2LE1−r(μ̄T )max
{

eω�T , eωT
}

T 1−r

1−r , inf
k∈I′

eβhk−eαhk

2

)

,

then the nonautonomous set W+ :=
{

(κ, ξ) ∈ X : ϕ(·;κ, ξ) ∈ X+
κ,c

}

is a forward
invariant fiber bundle of (AΔE), which is independent of c ∈ [a1 + ς, b1 − ς] and
has the representationW+ =

{

(κ, η + w+(κ, η)) ∈ X : η ∈ ker P̄ (tκ)
}

as graph
of a unique mapping w+ : X → X, globally Lipschitzian in the second argument
with w+(κ, ξ) = w+(κ, [I − P̄ (tκ)]ξ) ∈ im P̄ (tκ) for all (κ, ξ) ∈ X .

Here, one has μ̄ := (KLΓ (1− r))1/(1−r), μ is from Lemma 1.5.5 and the
growth rates a1, b1 are defined in Lemma 3.7.5.

Proof. We aim to verify the assumptions of the Hadamard–Perron Theo-
rem 4.2.9(a). Above all, due to Lemma 3.7.5 the linear part of (AΔE) admits
a strongly regular 2-splitting with a1(k) = eαhk , b1(k) := eβhk and con-
stants K+,K−. Therefore, Hypothesis 4.2.1 is satisfied. In order to show that
also Hypothesis 4.2.3 holds, we choose k ∈ I

′ and x, x̄ ∈ X . Then Lemma 1.5.5(b)
guarantees

‖fk(x)− fk(x̄)‖

≤ KL
∫ tk+1

tk

(tk+1 − s)−reω(tk+1−s) ‖u(s; tk, x)− u(s; tk, x̄)‖ ds

≤ K2LE1−r(μ̄T )eωhk

∫ tk+1

tk

(tk+1 − s)−r ds ‖x− x̄‖

for all k ∈ I
′ and consequently fk : X → X satisfies a global Lipschitz condition

(4.2a) with constant L1 = K2LE1−r(μ̄T )max
{

eω�T , eωT
}

T 1−r

1−r .
ad (Γ+

1 ): Due to (4.9e) we have the growth condition.
ad (G1): Since (AΔE) is an explicit equation, the gap condition simplifies to

∃ς ∈
(

0, �b1−a1	
2

)

: max
{

K+,K−}

L1 < ς,

which we establish as follows: Using the elementary mean value theorem for scalar
functions one has

b1(k)−a1(k) = eβhk−eαhk ≥ eαhkhk(β−α) ≥ min
{

 Teα�T , T eαT
}

(β−α)

for all k ∈ I
′ and consequently �b1 − a1� ≥ min

{

 Teα�T , T eαT
}

(β − α).
Thus, our assumptions imply that (G1) holds and Theorem 4.2.9(a) yields the
assertion. ��

For simplicity we suppose next that (AE) has the trivial solution:

Hypothesis 4.9.10. Suppose that f(t, 0) ≡ 0 holds on R.
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Corollary 4.9.11. Let γ := α+β
2 . If Hypothesis 4.9.10 holds, then

W+ =
{

(τ, ξ) ∈ X : sup
τ≤t

‖u(t; τ, ξ)‖X e
γ(τ−t) <∞

}

.

Proof. We define c(k) := eγhk and obtain c ∈ Γ̄1. Abbreviating the right-hand side
of the claimed set equality byW+

R
, we need to show two inclusions:

(⊆) Let (τ, x) ∈ W+
R

with τ = tκ for some κ ∈ I. Then the relation

‖ϕ(k;κ, x)‖ ec(κ, k)
(1.5e)
≤ ‖u(tk; τ, x)‖ eγ(tκ−tk) ≤ sup

τ≤t
‖u(t; τ, x)‖ eγ(τ−t) <∞

for all k ∈ Z
+
κ implies that ϕ(·;κ, x) is c+-bounded and the dynamical characteri-

zation ofW+ yields the inclusion (τ, x) ∈ W+.
(⊇) Conversely, let (κ, x) ∈ W+ and so ϕ(·;κ, x) must be c+-bounded. Thanks

to Lemma 1.5.5(a) and the identity f(t, 0) ≡ 0 there exists a constant C(T ) ≥ 0
with ‖u(t; s, u0)‖ ≤ C(T ) ‖u0‖ for all u0 ∈ X and s ≤ t with t − s ≤ T . We
define τ = tκ and thus, given t ≥ τ for k ∈ I maximal with tk ≤ t, we obtain

‖u(t; τ, x)‖ eγ(τ−t)

= ‖u(t; tk, u(tk, τ, x))‖ eγ(τ−t) ≤ C(T )eγ(tk−t) ‖u(tk, τ, x)‖ eγ(τ−tk)

≤ C(T )max
{

eγ�T , eγT
}

‖ϕ(k;κ, x)‖ ec(κ, k)
≤ C(T )max

{

eγ�T , eγT
}

‖ϕ(·;κ, x)‖+κ,c for all τ ≤ t.

Therefore, we arrive at the inclusion (τ, x) ∈ W+
R

. ��

4.9.3 Time-Discretized Parabolic Evolution Equations

Our set-up is as follows: Let Ω ⊆ R
d be a bounded domain with Lipschitzian

boundary. We consider a sectorial evolution equation

ut +Bu = f(t, u), (SE)

where the sectorial operator B on the Banach space Y = L2(Ω) is a symmetric
uniformly elliptic differential operatorB as in Sect. 3.7.3; under Dirichlet boundary
conditions we obtain the domainD(B) = H2(Ω)∩H1

0 (Ω) and the fractional power
space X = Y 1/2 = H1

0 (Ω). Concerning the nonlinearity, we suppose Hypothe-
sis 4.9.10 and that the mapping f : R×X → Y is m-times,m ∈ N, continuously
Frechét differentiable in the second argument such that the derivatives map bounded
subsets ofX into bounded sets – uniformly in t ∈ R.
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If B has compact resolvent, then Example 4.9.8 and Corollary 4.9.7 apply.
However, our focus is different and using two examples, we briefly illustrate how
Theorem 4.6.4 can be employed in order to construct a pseudo-stable and -unstable
hierarchy of invariant fiber bundles for temporal discretizations of (SE).

Our first simplifying assumption is that A :≡ D2f(t, 0) ∈ L(X,Y ) is inde-
pendent of t ∈ R. We need this in order to obtain information on an exponential
splitting for ut + (B − A)u = 0 on the basis of the spectrum σ(B − A) alone,
instead of using roughness arguments (cf. [201, pp. 237–238, Theorem 7.6.10] or
[432, p. 216ff]).

As a second simplification we restrict to a constant stepsize T , linearly implicit
Euler method applied to (SE), which yields a semi-implicit difference equation

Bkx
′ = Akx+ fk(x) (S′)

with Akx := x, Bk := IY + T (B − A) and fk(x) := T [f(tk, x)−D2f(tk, 0)x].
Instead of deriving a general corollary from Theorem 4.6.4, we rather focus on two
examples where the above setting is applicable:

Example 4.9.12 (Chafee–Infante equation). Given Ω = (−a, a), a, α1 > 0 and
δ > 0, as before in Example 1.5.8 we consider a nonautonomous Chafee–Infante
equation

ut − δuxx = u(α1 − α2(t)u2)

subject to the boundary conditions u(−a) = u(a) = 0, with a continuous bounded
reaction functionα2 : R → (0,∞) which is uniformly bounded away from 0. Using
the above notation we obtain (B−A)u := −α1u− δuxx and f(t, u) := −α2(t)u3.

On the one hand, Example 3.7.7 implies the discrete spectrum

σ(B−1
k+1Ak) = {0} ∪

{
4a2

4a2 − T (4a2α1 + δπ2n2)

}

n∈N

⊆ R for all k ∈ I
′,

whose only accumulation point is 0 and outside every neighborhood of 0 are only
finitely many eigenvalues. Every interval (ᾱi, β̄i) with reals 0 < ᾱ1 < β̄i and
disjoint from σ(B−1

k+1Ak) yields an exponential dichotomy; thus, one employs
Theorem 3.4.30 in order to deduce an exponential N -splitting for the linear part
Bk+1x

′ = Akx, whose pseudo-unstable vector bundles are finite-dimensional and
independent of k; hence, Hypothesis 4.2.1 holds.

On the other hand, H1
0 (−a, a) is a Hilbert space and thus a C∞-Banach space

(cf. Proposition C.2.10). Following the reasoning of [432, p. 270ff] one shows that
B−1

k+1fk : H1
0 (−a, a)→ H1

0 (−a, a), B−1
k+1fk(u) = T [IY + T (B −A)]−1

u3 does
define a C2-mapping satisfying Hypotheses 4.6.1 and 4.6.2 with m = 2. Thus,
the linearly implicit Euler discretization (S′) of the above Chafee–Infante equation
has C1-smooth pseudo-stable and unstable-hierarchies of invariant fiber bundles
associated to the trivial solution. Provided the respective conditions (4.6c) or (4.6f)
hold form = 2 also, one obtains fiber bundles of class C2.
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Example 4.9.13 (scalar Ginzburg–Landau equation). Let Ω ⊆ R
d, d ∈ {1, 2},

be a bounded domain as above. We consider a nonautonomous complex Ginzburg–
Landau equation with cubic nonlinearity

ut − μ1u− (1 + iν)Δu+ (1 + iμ2(t)) |u|2 u = 0 in (t0,∞)×Ω (GL)

under Dirichlet or periodic boundary conditions (cf. [86, p. 118]), and we assume
ν, μ1 ∈ R and that μ2 : R → R is bounded and continuous. In the present setting it
is (B −A)u = −μ1u− (1 + iν)Δu and f(t, u) = −(1 + iμ2(t))|u|2u.

If λn ≥ 0 denote the eigenvalues of the LaplacianΔ arranged in decreasing order
of magnitude, we obtain the spectrum

σ(B−1
k+1Ak) = {0} ∪

{
1

1− T [(1 + iν)λn + μ1]

}

n∈N

for all k ∈ I
′,

which induces an exponential splitting for Bk+1x
′ = Akx by virtue of Theo-

rem 3.4.30, since every annulus in C centered in 0 and disjoint from σ(B−1
k+1Ak)

yields an exponential dichotomy. As in Example 4.9.12 one deduces both pseudo-
stable and pseudo-unstable hierarchies of invariantC1-fiber bundles for the linearly
implicit Euler discretization of (GL).

4.9.4 Fully Discretized Reaction-Diffusion Equations

Let I be a discrete interval unbounded below. In this subsection, we continue
our investigations begun in Sect. 2.6.3 on scalar nonautonomous parabolic initial-
boundary value problems

ut − δ(t)Δu = f(t, x, u) for t > t0, x ∈ Ω,
u(t, x) = 0 for t ≥ t0, x ∈ bdΩ, (RDE)

u(t0, x) = u0(x) for x ∈ Ω

equipped with homogeneous Dirichlet boundary conditions. The corresponding spa-
tial discretization (2.6g) is supposed to fulfill Hypothesis 2.6.6 and for the sake of a
full discretization we use the θ-method

M
v′ − v
hk

+ δ(tθk)A [(1− θ)v + θv′] =MF (tθk, (1− θ)v + θv′) (4.9f)

with tθk := (1 − θ)tk + θtk+1, k ∈ I
′, as in (2.6j). Under appropriate stepsize

restrictions, we know from Proposition 2.6.11(b) that the general forward solution
ϕ to (4.9f) exists as a Cm-function. Moreover, by Proposition 2.6.12 it is uniformly
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bounded dissipative (if θ ∈ (1
2 , 1]) and Proposition 2.6.14 yields a global attractor,

which is uniformly bounded in the discrete Lebesgue space L2
N . Additionally to

Hypothesis 2.6.6 we impose

Hypothesis 4.9.14. Suppose that we have:

(i) σ(A,M) = {λ1, . . . , λN} with 0 ≤ λn < λn+1 for all 1 ≤ n < N , where
φn ∈ R

N are the eigenvectors corresponding to λn forming an orthonormal
basis of L2

N .
(ii) supt∈R

‖F (t, 0)‖ <∞ and for every r ≥ 0 there exists a real L(r) ≥ 0 with

sup
(t,u)∈R×B̄r(0,L2

N )

‖D2F (t, u)‖L(L2
N ) ≤ L(r).

Remark 4.9.15. Explicit eigenvalues λn, 1 ≤ n ≤ N , and eigenvectors φn for
various spatial discretizations schemes have been given in Sect. 3.7.4.

For the purpose of this section it is offered to write (4.9f) as semilinear equation

Bk+1x
′ = Akx+ fk(x, x′) (S)

in L2
N , with the mappings

Ak := IL2
N
− (1− θ)hkδ(tθk)M−1A, Bk+1 := IL2

N
+ θhkδ(tθk)M−1A

and the nonlinearity fk(x, x′) := hkF (tθk, (1 − θ)x+ θx′) for all k ∈ I
′.

Lemma 4.9.16. If Hypothesis 4.9.14 holds, then Bk+1, B
−1
k+1Ak ∈ R

N×N , k ∈ I
′,

are invertible and with complementary orthogonal projections Pn
1 , Q

n
1 ∈ R

N×N ,

Qn
1x :=

N∑

j=n+1

〈x, φj〉φj , Pn
1 x := x− Pnx,

one has the following properties for all integers k ∈ I
′, n = 1, . . . , N − 1:

(a) B−1
k+1AkP

n
1 = Pn

1 B
−1
k+1Ak,

(b)
∥
∥B−1

k+1AkQ
n
1

∥
∥

L(L2
N)
≤ 1−(1−θ)hkδ(tθ

k)λn+1

1+θhkδ(tθ
k
)λn+1

,

(c)
∥
∥B−1

k+1AkP
n
1

∥
∥

L(L2
N)
≥ 1−(1−θ)hkδ(tθ

k)λn

1+θhkδ(tθ
k)λn

,

where φ1, . . . , φN ∈ L2
N are the orthonormal eigenvectors from Hypothesis 4.9.14.

Proof. Let k ∈ I
′ be fixed, choose n ∈ [1, N)

Z
and define the strictly decreasing

function ψ : [0,∞) → (0, 1], ψ(x) := 1−(1−θ)x
1+θx . Using the spectral mapping

theorem (cf., e.g., [96, p. 204]) one derives the explicit relations

σ(Bk+1) =
{

1 + θhkδ(tθk)λj > 0 : j = 1, . . . , N
}

,

σ(B−1
k+1Ak) = {υj(k) ∈ R : j = 1, . . . , N}
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with eigenvalues υj(k) := ψ(hkδ(tθk)λj), which are strictly decreasing in j. In
particular, both Bk+1, B−1

k+1Ak are invertible. For an arbitrary x ∈ R
N with repre-

sentation x =
∑N

j=1 xjφj and xj = 〈x, φj〉 we get claim (a) from

B−1
k+1AkP

n
1 x =

n∑

j=1

xjB
−1
k+1Akφj =

n∑

j=1

υj(k)xjφj = Pn
1

N∑

j=1

xjυj(k)φj

= Pn
1 B

−1
k+1Ak

N∑

j=1

xjφj = Pn
1 B

−1
k+1Akx for all k ∈ I

′.

As in the proof of Theorem 3.4.30 one shows the estimates in (b) and (c). ��

Lemma 4.9.17. If Hypothesis 4.9.14 holds, then for every r > 0 and u, v ∈ B̄r(0)
the nonlinearity fk : R

N × R
N → R

N satisfies for all k ∈ I
′ and θ ∈ [0, 1],

lip1 fk|B̄r(0,L2
N )×B̄r(0,L2

N ) ≤ (1− θ)hkL(r),

lip2 fk|B̄r(0,L2
N )×B̄r(0,L2

N ) ≤ θhkL(r).

Proof. Let r > 0 and x1, x2, x̄1, x̄2 ∈ B̄r(0). Referring to the convexity of the
L2

N -ball B̄r(0) also the convex combinations xθ
i := (1 − θ)xi + θx′i are contained

in B̄r(0), as well as xθ
1 + h(xθ

2 − xθ
1) ∈ B̄r(0) for θ, h ∈ [0, 1]. With this, the mean

value theorem (see [295, p. 341, Theorem 4.2]) implies

‖fk(x1, x
′
1)− fk(x2, x

′
1)‖ = hk

∥
∥F (tθk, x

θ
1)− F (tθk, x

θ
1)
∥
∥

≤ hk(1 − θ)
∥
∥
∥
∥

∫ 1

0

D2F (tθk, x
θ
1 + h(xθ

2 − xθ
1)) dh

∥
∥
∥
∥
‖x1 − x2‖

for all k ∈ I
′ and thus the first Lipschitz estimate follows. Analogously we show the

second claimed inequality. ��

Theorem 4.9.18 (fully discretized RDEs). Let I = Z. Suppose that Hypothe-
ses 2.6.6 and 4.9.14 hold true, choose ω ∈ (0, 1), θ ∈

(
1
2 , 1

]

and ρ > ρ0, where ρ0
is the radius of the absorbing ball from Remark 2.6.13. If there exists an n ∈ [1, N)

Z

with
2L(ρ)

ω inft∈R δ(t)
< λn+1 − λn (4.9g)

and if the stepsizes hk satisfy the conditions (2.6k),

θL(ρ)T < 1, 0 < inf
k∈Z

hk(b+ δ(tθk)λ1),

[(1 − θ) + θbn(k)]L(ρ) < bn(k), θhkδ(tθk)λn+1 <
1− ω
ω

for all k ∈ Z,
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then the following holds:

(a) The full discretization (4.9f) of (RDE) has an n-dimensional inertial fiber bun-
dleW ⊆ I× B̄ρ(0, L2

N) as in Theorem 4.7.3.
(b) There exists a unique global attractorA∗ for (4.9f) with A∗ ⊆ W .

Proof. Let θ ∈
(

1
2 , 1

]

, choose ρ > ρ0 as required above and let B̂ be the family
of all uniformly bounded subsets of Z × L2

N . We have to verify successively the
assumptions of Theorem 4.7.3.

ad Hypothesis 4.2.1: We deduce from Lemma 4.9.16 that the linear part of (4.9f)
resp. (S) admits a strongly regularN -splitting. More precisely, for each n ∈ [1, N)

Z

we deduce an exponential dichotomy on Z with constant projectors Pn
1 , constants

K±
n = 1 and growth rates

an(k) := ψ(hk, δ(tθk)λn+1), bn(k) := ψ(hk, δ(tθk)λn)

with the strictly decreasing functionψ : [0,∞)→ (0, 1] already defined in the proof
of Lemma 4.9.16. We get an � bn and Lemma 4.9.16 yields the estimates

‖Φ(k, l)Qn
1‖L(L2

N) ≤
k−1∏

j=l

∥
∥B−1

j+1AjQ
n
1

∥
∥

L(L2
N)
≤ ean(k, l) for all l ≤ k

and also ‖Φ(k, l)Pn
1 ‖L(L2

N ) ≤ ebn(k, l) for all k ≤ l.
ad Hypothesis 4.7.1: We have established in Proposition 2.6.11(b) that the

general forward solution of (4.9f) exists as a Cm-function. Moreover, from
Lemma 4.9.17 we deduce the local Lipschitz constants

L1(r) := (1 − θ)TL(r), L2(r) := θTL(r).

ad Hypothesis 4.7.2: From Proposition 2.6.12 and Remark 2.6.13 we know
that Z × B̄ρ(0, L2

N) is a B̂-uniformly absorbing set. Since L2
N is a Hilbert

space, the Lipschitz constant of the associated radial retraction is lim r∗
L2

N
= 1

(cf. Lemma C.2.1). Thus, our stepsize assumptions guarantee that (4.7b) and (4.7c)
are fulfilled. It remains to verify both the growth and the spectral gap condition.

ad (Γ−
κ (n)): Thanks to Hypothesis 4.9.14(ii) and bn(k) ≤ 1 we obtain that the

growth condition holds.
ad (Ĝn): In the present setting the spectral gap condition simplifies to the relation

(cf. Lemma 4.9.17)

∃ς ∈
(

0, �bn−an	
2

)

:
2[(1− θ) + �bn� θ]TL(ρ)

1 + 2TθL(ρ)
< ς. (4.9h)

In order to verify (4.9h), we abbreviate α := hkδ(tθkλn+1), β := hkδ(tθkλn) and
observe that our stepsize restrictions imply (1 + θα)−1, (1 + θβ)−1 ≥ ω. Hence,

bn(k)− an(k) = ψ(β)− ψ(α) =
α− β

(1 + θβ)(1 + θα)
≥ ω2hkδ(tθk)(λn+1 − λn)
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for all k ∈ Z, and on the other hand, due to �bn� ≤ 1 we have

2[(1− θ) + �bn� θ]TL(ρ)
1 + 2TθL(ρ)

≤ 2[(1− θ) + �bn� θ]TL(ρ) ≤ 2L(ρ)T.

Consequently, our assumption (4.9g) ensures that (4.9h) holds true.
(a) Since we have verified all assumptions of Theorem 4.7.3 we know that the

implicit difference equation (S) in Z×L2
N admits an inertial fiber bundleW . Every

fiber W(k), k ∈ Z, is a graph over Pn
1 L

2
N and by definition of the projector Pn

1 in
Lemma 4.9.16 can conclude dimW = dimPn

1 L
2
N = n.

(b) By Proposition 2.6.14 there exists a of unique global attractor A∗ ⊆ Z ×
Bρ(0, L2

N ) and due to bn � 1 we can apply Corollary 4.7.5 yieldingA∗ ⊆ W . ��

Our final comprehensive example in this subsection illustrates how to approxi-
mate an inertial manifold of a scalar nonautonomous RDE. For this, we apply the
algorithm from Sect. 4.8 to a finite-dimensional difference equation, which has been
obtained from the original evolutionary PDE by a spectral Galerkin method for spa-
tial, and a linearly implicit Euler scheme for temporal discretization. Error estimates
for such full discretizations have been obtained in [121, 236].

As special case of (RDE) we now study the following nonautonomous problem

ut − uxx = f(t, u), (4.9i)

subject to homogeneous Dirichlet boundary conditions u(t, 0) = u(t, π) = 0 and
an initial condition u(τ, x) = u0(x) for given data τ ∈ R, u0 ∈ L2(0, π). This
problem fits into the framework of Sect. 1.5.3 with N = d = 1, Ω = (0, π), if
f : R× R → R is continuous, the partial derivativeD2

2f : R× R → R exists as a
continuous mapping and that there exist reals C1, C2, C3, γ > 0, p ≥ 2 such that

f(t, v)v ≤ C1 − γ |v|p , |f(t, v)|
p

p−1 ≤ C2(1 + |v|p), D2f(t, v) ≤ C3 (4.9j)

for all t, v ∈ R (cf. Hypothesis 1.5.6). Moreover, choose K1,K2 : [0,∞) → R

such that

Ki(r) ≥ sup
t∈R

sup
|v|≤√

πr

∣
∣Di

2f(t, v)
∣
∣ for all i = 1, 2, r ≥ 0.

In Sect. 1.5.3 we have seen that (4.9i) generates a dissipative 2-parameter semiflow
on the space L2(0, π). On the other hand, following [432, Sect. 5.1], we can formu-
late (4.9i) as abstract nonautonomous evolutionary equation

u̇+Bu = g(t, u) (4.9k)

with linear part B := −Dxx and substitution operator g(t, u)(x) := f(t, u(x)).
Referring to [432, p. 272, Theorem 51.1], the mild solutions of (4.9k) generate a
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dissipative 2-parameter semiflow on H1
0 (0, π), and in [86, p. 290, Proposition 3.5]

it is shown that the radius of the associate absorbing set in H1
0 (0, π) is bounded by

r0 := 2
√

2C1C3.

Thanks to Example 3.7.7 the eigenvalues of B equipped with zero boundary con-
ditions u(0) = u(π) = 0 are λn = n2, n ∈ N, with pair-wise L2-orthonormal

eigenfunctions φn(x) =
√

2
π sin(nx) for n ∈ N. Let Pi : L2(0, π) → L2(0, π)

be the orthogonal projection onto the i-dimensional space span {φ1, . . . , φi} and
Qi := I − Pi be the complementary projector. Under our above assumptions and
provided i ∈ N satisfies

i >
√

2L(r0)− 1/2, L(r) :=
√

2K1(r)2 + r2K2(r)2, (4.9l)

the RDE (4.9i) has an i-dimensional inertial manifold

W−
R

=
{

(τ, ξ + w−
R

(τ, ξ)) ∈ R×H1
0 (0, π) : ξ ∈ imPi

}

with a smooth function w−
R

: R× imPi → imQi (cf. [384, Proposition 4]).
Now we describe our discretization strategy for (4.9i). First, the spatial approxi-

mation with N Fourier modes,N ≥ 1, is obtained by inserting the ansatz

u(t, x) =
N∑

i=1

vi(t)φi(x)

into (4.9i) and taking the L2-inner product with φj , j ∈ [1, N ]Z, leads to an initial
value problem in imPN . We canonically identify this linear space with R

N and
arrive at the N -dimensional ODE

v̇j = −j2vj + fj(t, v) for all j ∈ [1, N ]Z (4.9m)

with the nonlinearities fj : R× R
N → R,

fj(t, v) =
∫ π

0

f

(

t,

N∑

i=1

vi(t)φi(x)
)

φj(x) dx (4.9n)

and initial condition v(τ) = η, ηj =
∫ π

0 u0(x)φj(x)dx. Respecting the stiffness
of the matrix − diag(j2)N

j=1, we apply a linearly implicit Euler discretization (with
stepsize T > 0) to (4.9m) and arrive at the nonautonomous difference equation

v′ = AT v + FT (k, v) (4.9o)
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with linear part AT := diag
(

1
1+Tj2

)N

j=1
and a nonlinearity FT : Z × R

N → R
N ,

whose components are given by

FT (k, v)j :=
T

1 + T j2
fj(τ + Tk, v) for all j ∈ [1, N ]Z.

Henceforth, we deduce the existence of an attractive invariant fiber bundle for the
difference equation (4.9o). Choosing an integer i according to (4.9l), the linear part
of (4.9o) satisfies Hypothesis 4.2.1 with constantsK±

i = 1, growth rates

ai(k) :≡ 1
1 + T (i+ 1)2

, bi(k) :≡ 1
1 + T i2

on Z

and projectors P i
1 = diag(1, . . . , 1, 0, . . . , 0). Moreover, one can verify Hypothe-

sis 4.7.1 and we employ the methods from Sect. 4.8 to approximate the invariant
fiber bundle

W−
T,N =

{

(k, ξ + w−
T,N (tk, ξ)) ∈ Z× R

N : k ∈ Z, ξ ∈ imP i
1

}

of the discretization (4.9o). An error estimate relating the inertial manifold W−
R

of
the full reaction-diffusion equation (4.9i) to the finite-dimensional invariant fiber
bundlesW−

T,N , can be found in [236, Theorem 5.3] and is of the form

∥
∥
∥w−

T,N (k, ξ)− w−
R

(tk, ξ)
∥
∥
∥ ≤ K̄1λNT + K̄2

√

λi+1

λN+1
(4.9p)

with constants K̄1, K̄2 > 0, sufficiently large N and small T (cf. also [121]).

Example 4.9.19 (Chafee–Infante equation). We intent to compute fibers of the non-
autonomous setW−

T,N . As in Example 1.5.8, we retreat to a Chafee–Infante equation
with time-dependent coefficients

ut − uxx = u(α1(t)− α2(t)u2), (4.9q)

under the above initial-boundary conditions. For continuous bounded functions
α1, α2 : R → (0,∞) we know from Example 1.5.8 that (4.9q) fulfills Hypothe-
sis 1.5.6 with

C1 :=
1
2

sup
t∈R

α1(t)2

α2(t)
, C3 := sup

t∈R

α1(t) <∞.

Furthermore, we can choose the functionsK1,K2 : [0,∞)→ R as

K1(r) := max
{

C3, 3πr2 sup
t∈R

α2(t)− inf
t∈R

α1(t)
}

, K2(r) := 6
√
πr sup

t∈R

α2(t).
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In the next step we compute a Galerkin approximation for (4.9q). Unfortu-
nately, the constants K̄1, K̄2 > 0 in the mentioned error estimate (4.9p)
from [236, Theorem 5.3] are not immediately accessible. For this reason, we heuris-
tically choose a spatial approximation of orderN = 6. With help of some computer
algebra to evaluate the integrals (4.9n), the resulting nonlinearities f1, . . . , f6 read
as follows:

f1(t, v) =
α2(t)
2π

(

− 6v2v3v4 + 3v22v5 − 6v1v25 − 6v1v26 − 6v2v4v5 − 6v1v23

− 3v23v5 + 6v1v3v5 − 3v22v3 + 6v2v3v6 + 6v1v4v6 − 6v2v5v6
− 6v1v24 − 6v1v22 + 6v1v2v4 − 3v31 − 6v3v4v6 + 3v21v3

)

+α1(t)v1,

f2(t, v) =
α2(t)
2π

(

− 6v3v4v5 − 6v1v2v3 + 3v21v4 + 6v1v3v6 − 6v1v4v5 − 3v32

− 6v21v2 − 6v1v5v6 − 3v24v6 − 6v1v3v4 − 3v23v4 − 6v2v24
+ 3v22v6 − 6v2v26 − 6v3v5v6 − 6v2v25 + 6v1v2v5 − 6v2v23

)

+α1(t)v2,

f3(t, v) =
α2(t)
2π

(

v31 − 3v33 − 6v2v5v6 − 3v1v22 − 6v1v3v5 − 6v1v2v4

+ 6v1v2v6 − 6v1v4v6 − 6v2v4v5 − 6v4v5v6 − 6v2v3v4
− 6v3v24 + 3v21v5 − 6v3v25 − 6v3v26 − 6v21v3 − 3v24v5 − 6v22v3

)

+α1(t)v3,

f4(t, v) =
α2(t)
2π

(

− 6v3v4v5 − 3v2v23 − 6v4v25 − 3v34 − 6v22v4 − 6v2v4v6

+ 3v21v6 − 6v23v4 − 6v1v3v6 + 3v21v2 − 6v1v2v3 − 6v3v5v6
− 6v1v2v5 − 6v2v3v5 − 6v21v4 − 3v25v6 − 6v4v26

)

+ α1(t)v4,

f5(t, v) =
α2(t)
2π

(

− 6v1v2v6 − 6v4v5v6 − 3v3v24 − 6v24v5 − 3v1v23 + 3v21v3

− 6v1v2v4 − 6v3v4v6 + 3v1v22 − 6v22v5 − 6v2v3v6 − 6v5v26
− 6v2v3v4 − 6v21v5 − 3v35 − 6v23v5

)

+ α1(t)v5,

f6(t, v) =
α2(t)
2π

(

− 6v1v3v4 − 3v36 − 3v4v25 + 6v1v2v3 − 3v2v24 − 6v22v6 + v32

+ 3v21v4 − 6v25v6 − 6v1v2v5 − 6v21v6 − 6v23v6 − 6v24v6
− 6v3v4v5 − 6v2v3v5

)

+ α1(t)v6.

To perform actual computations, we choose α2 constant and define α1 : R → R by

α1(t) := α2

(
π
2 + sin t

)

.



4.9 Applications 303

Hence, the radius of the absorbing set for the RDE (4.9q) is bounded above by
r0 = 2π5/2α2. Consequently, (4.9q) admits a nonautonomous inertial manifold
W−

R
, whose dimension is the minimal integer i ≥ 0 satisfying

i > 2πα2

√

max {12π3α2
2, 1}

2 + 288π5α4
2 − 1/2.

We are fixing the parameter value α2 = 471
5000 and the evolutionary equation (4.9i)

admits a two-dimensional inertial manifold, i.e., we can choose d = 2 and also
obtain a two-dimensional invariant fiber bundleW−

T,6 for the spectral Galerkin Euler
discretization (4.9o). In particular, this nonautonomous set W−

T,6 is given as graph

of a function w−
T,6 : Z× R

2 → R
4.

We used Algorithm 4.8.6 to approximate w−
T,6 over the square [−1, 1]× [−1, 1]

with a uniform grid of 21 × 21 points, for an Euler stepsize T = 0.1, a truncation
length K = 15 and accuracy ε = 10−5. Yet, the nonlinear equations (4.8i) have
been solved numerically by the inexact Newton method K NSoli1 (see [384] for
details). The results of this computation are visualized: Fig. 4.6 depicts how the
second component w−

T,6(k, ξ)2 changes under varying fibers, while Fig. 4.7 shows
all four components of wT,6(k, ξ) at the fixed instant k = 20.

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1
ξ2

w
T−
,6
(−
31
,ξ
)

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1
ξ2

w
T−
,6
(−
10
,ξ
)

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1ξ2

w
T−
,6
(0
,ξ
)

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1ξ2

w
T−
,6
(7
,ξ
)

Fig. 4.6 Graphs of w−
T,6(k, ξ)2 for k ∈ {−31,−10, 0, 7}



304 4 Invariant Fiber Bundles

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1
ξ2

w
T−
,6
(2
0,

ξ)
1

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.1

−0.05

0

0.05

0.1

ξ1ξ2

w
T−
,6
(2
0,

ξ)
2

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.2

−0.1

0

0.1

0.2

ξ1ξ2

w
T−
,6
(2
0,

ξ)
3

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−0.4

−0.2

0

0.2

0.4

ξ1ξ2

w
T−
,6
(2
0,

ξ)
4

Fig. 4.7 Graphs of w−
T,6(20, ξ)i for i ∈ {1, 2, 3, 4}

4.9.5 Fully Discretized Finite Difference Ginzburg–Landau
Equation

Let I be a discrete interval unbounded below. We now return to the Ginzburg–
Landau equation (GL) previously considered in Example 1.5.9 and Sect. 2.6.4, and
rely on the notation introduced there. As full discretization of (GL) we investigated
the implicit difference equation

x′ − x
hk

+ Δ̃hx
′ = F (tk+1, x

′)

in I×C
N , but differing from Sect. 2.6.4 where it was advantageous to consider it as

one-step method, we now write it in the form

x′ = Akx+ fk(x′) (ΔGL)

known from (S) with abbreviations

Ak :=
[

ICN + hkΔ̃h

]−1

, fk(x′) := hk

[

ICN + hkΔ̃h

]−1

F (tk+1, x
′)

for all k ∈ I
′. On basis and terminology of Lemma 3.7.11 we obtain
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Lemma 4.9.20. The matrices Ak ∈ C
N×N , k ∈ I

′, are invertible and with comple-
mentary orthogonal projections Pn

1 , Q
n
1 ∈ C

N×N ,

Qn
1x :=

N−(n+1)
∑

j=n+1

〈x, φj〉φj , Pn
1 x := x− Pnx,

one has the following properties for all integers k ∈ I
′, n = 1, . . . ,

⌊
N−2

2

⌋

:

(a) AkP
n
1 = Pn

1 Ak,
(b) ‖AkQ

n
1‖L(H1

N ) ≤ |1 + (1 + iν)hk(1 + νn+1)|−1,

(c) ‖AkP
n
1 ‖L(H1

N ) ≥ |1 + (1 + iν)hk(1 + νn)|−1,

where φ1, . . . , φN ∈ C
N are the orthonormal eigenvectors from Lemma 3.7.11.

Proof. Let k ∈ I
′ and n be an integer with 1 ≤ n ≤

⌊
N−2

2

⌋

. Referring to the
spectral mapping theorem (cf., e.g., [96, p. 204]) one derives the explicit relation
σ(Ak) = {υj(k) ∈ C : j = 1, . . . , N} with eigenvalues

υj(k) := [1 + hk(1 + iν)(1 + νj)]−1

and consequently 0 �∈ σ(Ak). In conclusion, Ak ∈ C
N×N is an invertible matrix.

For later use we introduce the discrete intervals I
+
n := {n+ 1, . . . , N − (n+ 1)},

I
−
n := {1, . . . , N}\I

+
n and choose x ∈ C

N with x =
∑N

j=1 xjφj and xj = 〈x, φj〉.
We get claim (a) from

AkP
n
1 x =

∑

j∈I
−
n

xjAkφj =
∑

j∈I
−
n

υj(k)xjφj = Pn
1

N∑

j=1

xjυj(k)φj

= Pn
1 Ak

N∑

j=1

xjφj = Pn
1 Akx.

In addition, due to |υj(k)| ≤ |υn+1(k)| for all j ∈ I
+
n one has the forward estimate

‖AkQ
n
1x‖

2
H1

N
=

∑

j∈I
+
n

(1 + νj) |υj(k)|2 |xj |2 ≤ |υn+1(k)|2 ‖x‖2H1
N
,

which implies (b), and claim (c) follows by the corresponding backward estimate

‖AkP
n
1 x‖

2
H1

N
=

∑

j∈I
−
n

(1 + νj) |υj(k)|2 |xj |2 ≥ |υn(k)|2 ‖x‖2H1
N
,

since we have |υj(k)| ≥ |υn(k)| for all j ∈ I
−
n . ��
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Lemma 4.9.21. For r > 0 and u, v ∈ B̄r(0, H1
N ) the nonlinearity fk : C

N → C
N

satisfies ‖fk(u)− fk(v)‖H1
N
≤ L(r)T ‖u− v‖H1

N
for all k ∈ I

′ with

L(r) :=
√

2(1 +R2
1 + ν2) + 360(1 +R2

2)r4.

Proof. Let r > 0, u, v ∈ B̄r(0, H1
N ) and n ∈

{

1, . . . ,
⌊

N−2
2

⌋}

.
(I) We derive a Lipschitz condition for the function FN : C

N → C
N . Here, our

approach is based on relation (3.7j). The mean value inequality (see [295, p. 342,
Corollary 4.3]) leads to

∣
∣
∣|uj|2 uj − |vj |2 vj

∣
∣
∣ ≤ 2 sup

t∈[0,1]

|uj + t(vj − uj)|2 |uj − vj | for all j = 1, . . . , N.

From Lemma 3.7.13(b) we borrow the relation |uj | ≤
√

3 ‖u‖H1
N

, j = 1, . . . , N ,
(cf. (3.7n)) and arrive at

∣
∣
∣|uj |2 uj − |vj |2 vj

∣
∣
∣ ≤ 6r2 |uj − vj | for all j = 1, . . . , N (4.9r)

and u, v ∈ B̄r(0, H1
N ), which, in turn, equips us with the first L2

N -estimate

‖FN (u)− FN (v)‖2L2
N

=
1
N

N∑

j=1

∣
∣
∣|uj|2 uj − |vj |2 vj

∣
∣
∣

2

≤ 36r4 ‖u− v‖2L2
N

(4.9s)

for all u, v ∈ B̄r(0, H1
N). Moreover, for notational convenience we identify uN+1

with u1 (and vN+1 with v1) to obtain

∣
∣
∣δ+h (|uj|2 uj)− δ+h (|vj |2 vj)

∣
∣
∣

2

≤
(∣
∣
∣|uj+1|2 uj+1 − |vj+1|2 vj+1

∣
∣
∣ +

∣
∣
∣|uj |2 uj − |vj |2 vj

∣
∣
∣

)2

(4.9r)
≤

(

6r2 |uj+1 − vj+1|+ 6r2 |uj − vj |
)2 ≤ 72r4

(

|uj+1 − vj+1|2 + |uj − vj |2
)

for all j = 1, . . . , N from the elementary inequality

(x+ y)2 ≤ 2x2 + 2y2 for all x, y ∈ R. (4.9t)

Therefore, with relation (3.7k) for the seminorm |·|Δh
we get

|FN (u)− FN (v)|2Δh
=

1
N

N∑

j=1

δ+h (FN (u)− FN (v))jδ
+
h (FN (u)− FN (v))j

2

=
1
N

N∑

j=1

∣
∣δ+h (FN (u)− FN (v))j

∣
∣
2 ≤ 144r4 ‖u− v‖2L2

N



4.9 Applications 307

and combining this with (4.9s) we obtain from (3.7j) for all u, v ∈ B̄r(0, H1
N) that

‖FN (u)− FN (v)‖2H1
N
≤ 180r4 ‖u− v‖2L2

N

(3.7l)
≤ 180r4 ‖u− v‖2H1

N
(4.9u)

(II) Now we aim at a Lipschitz estimate for the full nonlinearity F resp. fk. By
definition, adopting the notation from Lemma 4.9.20 and its proof one has

‖fk(u)− fk(v)‖2H1
N
≤ T 2

N∑

j=1

(1 + νj) |υj(k)|2 |〈F (tk+1, u)− F (tk+1, v), φj〉|2

and referring again to the basic inequality (4.9t) we proceed to

‖fk(u)− fk(v)‖2H1
N
≤ 2T 2

(

1 +R2
1 + ν2

)
N∑

j=1

(1 + νj) |〈u− v, φj〉|2

+2T 2
(

1 +R2
2

)
N∑

j=1

(1 + νj) |〈FN (u)− FN (v), φj〉|2

(4.9u)
≤ 2T 2

[

(1 +R2
1 + ν2) + 180(1 +R2

2)r
4
]

‖u− v‖2H1
N
.

Taking the square root of this estimate yields the assertion. ��

After all these preparations we eventually arrive at

Theorem 4.9.22 (fully discretized Ginzburg–Landau equation). Let I = Z.
Choose reals ω ∈ (0, 1) and ρ > ρ1, where ρ1 is the radius of the absorbing
ball from (2.6p). IfN ≥ 5 fulfills

N2 sin
(

π
N

)

>
L(ρ)√
3 ω3/2

(4.9v)

and if the stepsize bound T ∈ (0, 1] is so small that

L(ρ)T < 1,
[

(3 + ν2)(1 + νn+1)2
]

T < ω−1 − 1 (4.9w)

with n :=
⌈

N−3
6

⌉

, then the following holds:

(a) The full finite difference discretization (ΔGL) of (GL) has a (2n + 1)-dimen-
sional inertial fiber bundleW ⊆ I× B̄ρ(0, H1

N) as in Theorem 4.7.3.
(b) Under the stepsize restrictions (2.6m), (2.6q) and (2.6s) there exists a unique

global attractorA∗ for (ΔGL) with A∗ ⊆ W ,

where the constant L(ρ) > 0 is defined in Lemma 4.9.21.

Remark 4.9.23. The formulation of Theorem 4.9.22 (as well as of Theorem 4.9.18)
is quantitative in the sense that the dimension of the inertial fiber bundleW can ac-
tually be computed for given values of ν and boundsR1, R2 > 0 (Fig. 4.8). Related
estimates for the continuous problem (GL) (and constant μ1, μ2) are given in [122].
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Fig. 4.8 Dimension of the inertial fiber bundle W from Theorem 4.9.22. Left: dimW over
(R1, R2)-plane for ν = 1, R1 ∈ [0.035, 0.07], R2 ∈ [0, 0.5]. Right: dimW over (R1, ν)-plane for
parameters ν ∈ [0, 0.5], R1 = 0.07 and R2 = [0, 50]

Proof. Unfortunately, we cannot apply Theorem 4.7.3 directly, since the forward
solutions of (ΔGL) need not to be unique (cf. Lemma 2.6.18). However, this prob-
lem can be circumvented as follows:

Choose ρ > ρ1 as required above. We modify the nonlinearity of (ΔGL) as in the
proof of Theorem 4.7.3 and directly employ Theorems 4.2.9 and 4.3.7 to equation

x′ = Akx+ fρ
k (x′). (4.9x)

For this, we verify the corresponding assumptions with Yk = H1
N and the extended

state spaceX = Z×H1
N for an appropriate spatial discretization withN ≥ 5. Since

H1
N is a Hilbert space, we are in the scope of Remark 4.7.4(1) and radial retractions

onH1
N have Lipschitz constant 1.

ad Hypothesis 4.2.1: Thanks to Lemma 4.9.20 the linear part of (4.9x) possesses
a strongly regular exponential

⌊
N+1

2

⌋

-splitting. More precisely, for each positive
integer n ≤ N+1

2 we obtain an exponential dichotomy with constant projectors Pn
1 ,

constants K±
n = 1 and the growth rates an(k) := |1 + (1 + iν)hk(1 + λn+1)|−1,

bn(k) := |1 + (1 + iν)hk(1 + λn)|−1; from an elementary calculation we obtain
an � bn. Indeed, Lemma 4.9.20 implies the desired dichotomy estimates

‖Φ(k, l)Qn
1‖L(H1

N ) ≤
k−1∏

j=l

‖AjQ
n
1‖L(H1

N ) ≤ ean(k, l) for all l ≤ k

and analogously ‖Φ(k, l)Pn
1 ‖L(H1

N ) ≤ ebn(k, l) for all k ≤ l.
ad Hypothesis 4.3.1: Referring to Lemma 4.9.21 and Proposition C.2.5 one has

the Lipschitz condition lip fρ
k ≤ L(ρ)T . Hence, Proposition 4.1.3 ensures that the
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general forward solution of (4.9x) exists as a continuous mapping. Moreover, also
the global Lipschitz conditions (4.2a) hold with L1 = 0 and L2 = L(ρ)T .

ad (Γ−
κ (n)): This growth condition trivially holds due to fk(0) ≡ 0 on Z.

ad (Ĝn): In the present setting the spectral gap condition reads as

∃ς ∈
(

0, �bn−an	
2

)

:
2 �bn�TL(ρ)
1 + 2TL(ρ)

< ς

and it is slightly more involved to verify it. For this, we abbreviate

α := 2hk(1 + νn+1) + h2
k(1 + νn+1)2 + h2

kν
2(1 + νn+1)2,

β := 2hk(1 + νn) + h2
k(1 + νn)2 + h2

kν
2(1 + νn)2

and observe an(k) = (1 + α)−1/2, bn(k) = (1 + β)−1/2. Our conditions (4.9w)
ensure

β < α ≤
[

2(1 + νn+1) + (1 + νn+1)2 + ν2(1 + νn+1)2
]

T

≤ (3 + ν2)(1 + νn+1)2T < ω−1 − 1,

one has
√

1 + β ≤
√

1 + α ≤ ω−1/2, thus
√

1 + α(
√

1 + α+
√

1 + β) ≤ 2
ω and

ω
2
√

1+β
(α− β) ≤ α−β√

1+α
√

1+β(
√

1+α+
√

1+β)
= 1√

1+β
− 1√

1 + α
.

Since we also have β < ω−1 − 1, one deduces 1√
1+β

≥
√
ω and we assemble

bn(k)− an(k) =
1√

1 + β
− 1√

1 + α
≥ ω

2
√

1 + β
(α− β) ≥ ω

3/2

2
(α− β).

Directly from the definition one has α−β ≥ 2 T (λn+1−λn) and for n =
⌈

N−2
6

⌉

using Lemma 3.7.11(b) it is bn(k)−an(k) ≥ 2
√

3 ω3/2N2 sin
(

π
N

)

. Thanks to the

estimate bn(k) ≤ 1 this ensures �bn−an	

bn� ≥ 2

√
3 ω3/2N2 sin

(
π
N

)

, which implies

2TL(ρ)
1 + 2TL(ρ)

≤ 2TL(ρ)
(4.9v)
< 2

√
3 ω3/2N2 sin

(
π
N

)

T ≤ �bn − an�
�bn�

for n =
⌈

N−2
6

⌉

. Note that by Remark 3.7.12 we can satisfy (4.9v).
(a) Having verified all assumptions of Theorem 4.3.7 we know that the implicit

difference equation (4.9x) in C
N has a global inertial fiber bundle W̃ , if N ≥ 5

satisfies (4.9v). Each fiber W̃(k), k ∈ Z, is a graph over Pn
1 C

N and by definition
of the projector Pn

1 in Lemma 4.9.20 we have dim W̃(k) = dimPn
1 C

N = 2n+ 1,
k ∈ Z. Since the nonautonomous set Z × B̄ρ(0, H1

N ) is uniformly absorbing for
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the original equation (ΔGL) (see Lemma 2.6.20), all solutions of (ΔGL) eventually
enter B̄ρ(0, H1

N ). We defineW := W̃ ∩ Bρ ⊆ Z×H1
N and the positive invariance

of Z× B̄ρ(0, H1
N ) implies thatW is an inertial fiber bundle for (ΔGL).

(b) By Proposition 2.6.21 there exists a of unique global attractor A∗ ⊆ Z ×
Bρ(0, H1

N ). Clearly, bn � 1 and fk(0) ≡ 0 on Z implies that Corollary 4.7.5 can
be applied, which yieldsA∗ ⊆ W . Therewith, Theorem 4.9.22 is established. ��

4.10 Remarks

Semilinear difference equations: Semilinear (also called quasilinear) difference
equations inherit their dynamical properties from the linear part and consequently,
features like stability might be global in nature. In fact, the dominant linear part
invites to apply various perturbation techniques, and we strongly benefit from this
observation when it comes to the construction of invariant fiber bundles and folia-
tions in Sects. 4.2 resp. 4.3. Nevertheless, as illustrated by Theorem 4.1.8, semilinear
equations can also possess properties typical for nonlinear problems, like nontrivial
attractors.

Boundedness criteria for quasilinear problems are given in [175, p. 174ff]. Con-
cerning stability questions, there is an enormous literature and for example, issues
like asymptotic equivalence of solutions have been studied in [330,331,363,364]. In
discretization theory, approximations to dissipative linear parts like elliptic differ-
ential operators, yield uniformly stable linear difference equations (see Sects. 3.7.3–
3.7.4).

Existence of invariant fiber bundles: As indicated by the quotation in the begin-
ning of Sect. 4.2, the literature on the existence of invariant manifolds for various
kinds of evolutionary equations is vast. Hence, in the following (understandably in-
complete) survey on methods for the construction of invariant manifolds, we skip
important contributions like [91, 247] and essentially restrict to discrete systems:

• Graph transform: This historically first method due to [186] is of geometric
nature. It characterizes the graph of an invariant manifold using a functional
equation in an appropriate space of bounded Lipschitz functions, whose graph
is the desired manifold – a contraction mapping argument enables a constructive
proof for the existence of a solution. The references [138,141,210,211,227,230,
236,254,319,343,434,447,462] use this approach. A graph transform technique
for nonautonomous problems can be found in [245, 277].

• In this book, we excessively use of the Lyapunov–Perron method (see [316,
361, 362]) with a rather functional analytical flavor. One relies on a dynam-
ical characterization of stable manifolds as set of initial points for solutions
decaying exponentially to zero. Such solutions can be characterized as fixed
points of so-called Lyapunov–Perron operators in sequence or function spaces
(cf. [77, 83, 90, 110, 114, 152, 232, 233, 456]). This abstract method lifts to non-
autonomous problems (see [20, 26, 82, 205, 355, 374, 385, 458]). In fact, the
occurring Lyapunov–Perron operators are omnipresent throughout the nonauton-
omous theory.
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• In the deformation method from [320] one formulates the problem of finding
an invariant manifold as solution of a family of vector fields. These differential
equations can be integrated and their solutions define the invariant manifold.

• The parametrization method (cf. [71–73]) allows to establish the existence of
smooth invariant manifolds associated to linear subspaces, invariant by lineariza-
tion, which satisfy non-resonance conditions; the basic idea is to construct a
conjugacy between a map and its linearization.

• The scheme of [214] is much more geometrical than the approaches relying on
abstract fixed point theorems. It is based on the convergence of a canonical se-
quence of “finite time local stable manifolds”, which are related to the dynamics
of a finite number of iterations.

For differential equations there are further methods to construct invariant manifolds.
They can be traced back to the work of [411, 412] (based on PDE techniques like
elliptic regularization in order to solve the invariance equation), or [270] (see also
[306], where the manifolds are constructed via appropriate boundary value prob-
lems). However, to the authors knowledge, these approaches have not been applied
to difference equations yet.

A fairly flexible approach to construct attractive invariant manifolds of auton-
omous difference equations based on the graph transform method is due to [254,
p. 207ff] and [343], which also has a variety of applications. It is remarkable that
already the early contribution [191] constructed invariant manifolds for nonauton-
omous equations. More contemporary results of this kind have been successively
developed in [110, 355], [458, p. 86, Satz 2.3.1], [20, Theorem 4.1], [23, 233]
and finally also in the monograph [245, pp. 242–243, Theorem 6.2.8]. Invariant
fiber bundles for difference equations with an almost periodic or recurrent time-
dependence are investigated in [82, Theorems 6.10–6.11]. Invariant manifolds under
the assumption of a nonuniformly exponentially dichotomic linear part have been
investigated in [41] (dealing with ODEs). For the origins of the pseudo-stable and
-unstable hierarchies of invariant fiber bundles we refer to [19, 430]; in [12, p. 339,
Corollary 7.3.12] these hierarchies are denoted as flag of (un)stable manifolds. Fur-
ther references will be given below.

Finally, conditions for smooth finite-dimensional mappings precluding the exis-
tence of invariant Lipschitz compact submanifolds, are given in [158].

Our goal in Sect. 4.2 was to provide a flexible existence result for invariant fiber
bundles, which carries the main technical load in global (inertial manifolds) as well
as local situations (pseudo-stable and -unstable manifolds). Due to our nonauton-
omous and implicit setting we followed the Lyapunov–Perron method of [374].
Nonetheless, our Lyapunov–Perron construction differs from the one in [20, 114]
or the continuous counterpart in [432, p. 569ff, Chap. 8]. As a benefit, we require
a weaker spectral gap condition and our smoothness proofs (see Sect. 4.4) are less
involved. Moreover, differing from the previous approaches [20, 458], our invari-
ant fiber bundles are not associated to the trivial solution (the growth condition
(Γ±

i ) circumvents this) and our method works for equations without a decoupled
linear part.
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An example that even in the classical situation of an exponentially trichotomic
autonomous equations, not all invariant subspaces persist under nonlinear perturba-
tions as Lipschitzian manifolds, is given in [18, Sect. 8] in the ODE case.

Invariant foliations and asymptotic phase: In the autonomous situation, a con-
struction of invariant foliations has been given in [83, 157, 253] and smoothness
issues have been addressed in [153]. We remark that the construction of invariant
fiber bundles, as well as of invariant foliations, can be put in a common framework
of general “Lyapunov–Perron equations” (cf. [83]). The nonautonomous case is in-
vestigated in [458, p. 99ff, Abschnitt 2.5], as well as in [33]. Invariant foliations near
normally hyperbolic invariant manifolds of diffeomorphisms have been constructed
in [211] and generalizations to maps on Banach spaces are due to [44]. Finally, a
basic application of invariant foliations is the decoupling and linearization theory
studied in Chap. 5.

Using geometrical arguments, invariant foliations yield a crucial asymptotic
phase property of an invariant manifold resp. fiber bundle. Instead of an asymptotic
phase one also speaks of an exponential tracking.

An invariant fiber bundleW is called hyperbolic, if for all pairs (κ, ξ) ∈ W , the
variational equation along the solution ϕ(·;κ, ξ) admits an appropriate exponential
trichotomy. For discrete dynamical systems, the asymptotic phase property of such
invariant manifolds consisting of equilibria has been investigated in [16, p. 59ff,
Chap. 2] and was extended to infinite-dimensional problems in [197, Theorem 2.8],
[69]. The related nonautonomous situation is addressed in [25, 307, 308].

Smoothness of fiber bundles and foliations: At least the graph transform and
the Lyapunov–Perron method work for equations, whose right-hand side is merely
Lipschitz in the state space variable. The corresponding proofs are based on the
contraction mapping or the Lipschitz inverse function theorem (cf. Theorem B.3.1).
For smooth mappings with hyperbolic linear part, the classical stable and unsta-
ble manifolds inherit their differentiability properties from the equation – including
beingC∞ or analytic. Here, the implicit function theorem (see [228]) or the uniform
contraction principle is used (see [227, p. 132ff]).

For more general splittings of the linear part, i.e., particularly for pseudo-stable
and -unstable manifolds, C1-smooth right-hand sides yield continuously differen-
tiable invariant manifolds. The question for a higher-order smoothness is more
subtle, since substitution operators on spaces of exponentially bounded sequences
need not to be as smooth as the mappings inducing them (see Example 4.6.6).
Whence, more delicate techniques and tools come into play, which fall into the
following categories (see [21, Remark 8] for another survey):

• Uniform contraction principles on scales of continuously embedded Banach
spaces (see [205, 406, 409, 457]).

• The fiber contraction principle is due to [209] and applications to derive smooth-
ness assertions of invariant manifolds of difference equations can be found in
[138, 141, 456].

• A lemma of Henry (cf. [87, p. 324, Lemma 2.1] or [21, Lemma 1]) yielding a
condition when locally Lipschitzian mappings are of class C1.
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Our argument to prove smoothness assertions for invariant fiber bundles does
not rely on the sophisticated tools mentioned above. Rather, it is based on a formal
differentiation of the Lyapunov–Perron equation and has its origins in [385]. As
advantage we point out that the only nonelementary tools involved in the proof are
the Neumann series and Lebesgue’s convergence theorem.

Smoothness results for invariant foliations can are due to [83, 153], and the non-
autonomous differential equations case is treated in [89, 435].

Normal hyperbolicity: The property of normal hyperbolicity is a key issue in
the general theory of invariant and inertial manifolds, since it guarantees their ro-
bustness, which in turn, is essential for discretizations matters. Indeed, a normally
hyperbolic invariant manifold is stable under small perturbations of the right-hand
side in the problem (see [160, 370] or [432, p. 494ff] for the differential equations
situation); in case of inertial manifolds this is guaranteed by the spectral gap condi-
tion (see, e.g., [404]).

Pseudo-stable and pseudo-unstable fiber bundles: Stable and unstable invariant
manifolds for maps with hyperbolic linear part are considered in [228], or in the
infinite-dimensional case in [227, p. 132ff] and [462]. Stable and unstable manifolds
for time discretizations of PDEs were constructed in [8].

A generalization to arbitrary spectral splittings of the linear part, i.e., to
pseudo-stable and -unstable manifolds, can be traced back to monographs like,
e.g., [200, pp. 234–236, Lemma 5.1 and Example 5.2] for C1-mappings on R

n,
[211, pp. 53–54, Theorem 5.1], [434] forCm-diffeomorphisms,m ≥ 1, and to [430]
for the almost periodic ODE case. In a pseudo-hyperbolic context, we also refer to
the research papers [229, 293, 460]. Finally, in a globally Lipschitzian setting, the
nonautonomous pseudo-hyperbolic case has been addressed in [20]. On the basis of
these results, [392, p. 116ff, Sect. 5.1] constructed forward resp. backward invari-
ant fiber bundles meeting the requirements of pullback attraction. Applications of
invariant fiber bundles have been given in [218, 220].

Rigorous smoothness proofs for invariant manifolds are due to the contributions
[90,138,139,205]. In the nonautonomous situation, we refer to [26,385] for (sharp)
differentiability assertions. Our Example 4.6.6 illustrating sharpness of the gap con-
dition (4.6c) implying smoothness of the pseudo-stable fiber bundle is taken from
[385, Example 4.1]; a similar example for the pseudo-unstable fiber bundle may be
found in [26, Example 4.13].

Pointing at their relevance in stability and bifurcation theory, dynamical proper-
ties of center manifolds for maps are discussed at various sources like [319, p. 28,
Theorem (2.1)], [227, p. 145ff], [77, p. 33ff] or [275]. In particular, see [232] for
center manifolds of mappings with an unbounded linear part.

The celebrated reduction principle of Pliss (see [366]) found its discrete counter-
part in [77, p. 35, Theorem 8]. A reduction principle for nonautonomous difference
equations is due to [458, p. 104, Satz 2.6.1], [34, Theorem 2.1] and [234,399] under
global assumptions on the nonlinearities. Using an ad hoc approach, these restric-
tive conditions have been removed in [373] yielding an applicable form. Note that
our approach to deduce Theorem 4.6.15 differs from [373] and does not require a
finite-dimensional center-unstable bundle.
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Taylor approximations of invariant manifolds are discussed in [59] with a focus
on the homological equation as an algebraic problem in spaces of multilinear map-
pings. A nonautonomous generalization has been given in [382, 383]. Here, the
homological equation (4.6q) is a linear difference equation and finding Taylor coeffi-
cients becomes a dynamical, rather than an algebraic problem. Such nonautonomous
Taylor approximations make the reduction principle from Theorem 4.6.15 applica-
ble. We illustrated this via critical nonautonomous stability problems in [383].

We have tackled the lacking uniqueness of locally invariant manifolds in form
of Proposition 4.6.17. A different approach has been given in [68, Theorem 4.1],
where a single manifold is picked by requiring it to contain the graph of a particular
function defined on a sphere in the range of the pseudo-stable spectral projector.

An interesting topic is the connection between center manifolds of (semi-) flows
and their time-h-map. In general, a center manifold of a time-h-map is not flow-
invariant (see [285, Sect. 3] for an explicit example) and it is demonstrated in [285]
that invariance depends of the correct choice of an appropriate cut-off function. On
the other hand, once a center manifold of a time-h-map is unique, then it is also
flow-invariant (cf. [275]).

The lack of differentiable cut-off functions on C[−r, 0] (see Example C.2.8(4))
makes it difficult to apply our results on locally invariant fiber bundles, e.g., to
temporal discretizations of DDEs or FDEs. Here, one has to employ more subtle
techniques elaborated in [286, p. 173ff] and [152, Theorem 5.1].

Inertial fiber bundles: The theory of inertial manifolds for evolutionary differen-
tial equations is wide and we refer to [453, p. 498ff, Chap. 8], [432, pp. 569, Chap. 8]
for a survey and to [164] for an early contribution.

In general, attractive invariant manifolds are a theoretically useful tool in nu-
merical analysis. For instance, [252, 444] show that multistep methods (or general
linear methods) to solve ODE initial value problems are asymptotically equivalent
to one-step methods. An extension to methods involving varying stepsizes, as well
as applications to delay difference equations, is due to [376].

Discrete inertial manifolds in discretization theory have been investigated in
[114, 216, 236, 237, 272–274, 309, 433] for autonomous equations. In addition, a
linearly implicit temporal Euler discretization of an autonomous RDE was consid-
ered in [464]. The nonautonomous case as well as issues like normal hyperbolicity
is due to [375].

Inertial manifolds and also fiber bundles from Theorem 4.7.3 satisfy a weaker
form of an asymptotic forward phase. In fact, they are asymptotically complete,
which means that forward solutions have to enter the absorbing set first, before they
are grasped by a solution on the inertial bundle via its asymptotic phase.

The main obstacle for the existence of inertial fiber bundles is the spectral gap
condition, which is hardly satisfied in spatial discretizations of partial differential
equations in more than one dimension. To avoid this problem, the concept of an
exponential attractor (cf. Definition 1.6.3) has been introduced in [124, pp. 9–24,
Chap. 2]. In a way, exponential attractors are “realistic” objects intermediate be-
tween the two “ideal” ones which are global attractors and inertial manifolds.
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Approximation of invariant fiber bundles: As summarized above, most methods
for the construction of invariant manifolds are iterative and consequently in some
sense algorithmic. Hence, there is a tremendous literature on the approximation of
invariant manifolds for autonomous dynamical systems – for a survey we refer to
[283]. As usual, the situation is different in the nonautonomous case. Unstable fiber
bundles have been characterized as pullback attractors and approximated using set-
valued numerics in [27].

The method presented here, generalizes our approach from [384] to implicit
equations; this paper illustrates that both (4.8i) and (4.8j) can be solved efficiently
using Newton-methods. Numerical tests showed that the best performance is ob-
tained for inexact Quasi-Newton techniques. Moreover, for 1-dimensional fibers,
pseudo-arc length continuation methods have been applied in order to compute rel-
atively long arcs of global fiber bundles for nonlinear problems.

Applications: First of all, the construction of invariant manifolds for autonomous
evolutionary differential equations by applying discrete results to their time-h-map
has been exemplified in [83, Sects. 5–6]. Invariant foliations over inertial manifolds
have been investigated in [157].

Concerning flexible C1-perturbation results, which apply to general normally
hyperbolic invariant manifolds, we quote [368] – this forms the basics for a corre-
sponding discretization theory.

For numerical methods to solve DDEs we refer to [47, 467] and [172] gives a
survey on the corresponding numerical dynamics. Unstable manifolds of discretized
retarded FDEs are the topic of [155] and see [156] for small delay inertial manifolds
and numerical structural stability.

The behavior of invariant manifolds for ODEs under numerical discretization
has a long history. Pioneering papers are [53] (stable and unstable manifolds), [60]
(center manifolds), [158], and [171] (pseudo-stable and -unstable case). The results
of [53] were generalized to parabolic PDEs in [8]. For periodic ODEs we refer to
[468] and the general nonautonomous situation has been investigated in [246].

When discretizing PDEs one is confronted with the problem of nonsmooth initial
data, which have an effect on the convergence rates under approximation. The cor-
responding error estimates to show convergence results can be found, for instance,
in [55, 314, 315].

Evolutionary equations having an inertial manifold and corresponding discretiza-
tions are the topic of various papers. Early contributions on temporal discretizations
are [114, 272], general perturbation results applicable to a variety of (full) discret-
izations have been considered in [236], and we furthermore refer to [216], [121]
(temporal and full Runge–Kutta schemes), [273], [237,238,274] (C1-convergence).
Abstract convergence results of inertial manifolds are due to [400]. Moreover,
[464] analyzes the inertial manifold of a linearly-implicit Euler discretization of
a sectorial evolution equation. While many papers restrict to one-step methods,
see [433] for generalizations to multistep schemes. Finally, time-discrete inertial
manifolds for nonautonomous equations have been discussed in [374, 375]. Iner-
tial manifold for the fully discretized Ginzburg–Landau equations are constructed
in [309], which we generalized to the time-variant case. A similar analysis to
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ours from Sect. 4.9.5, but for the Kuramoto–Sivashinsky equation, can be found
in [162,163,165,273,274]. A numerical computation scheme for inertial manifolds
based on approximations of the continuous Lyapunov–Perron method has been sug-
gested in [235], while we have preferred an initial time discretization in Sect. 4.9.4.
Two further approximation schemes are due to [401].
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