Chapter 1
Seven Years of Image Retrieval Evaluation

Paul Clough, Henning Miiller, and Mark Sanderson

Abstract In this chapter we discuss evaluation of Information Retrieval (IR) sys-
tems and in particular ImageCLEF, a large—scale evaluation campaign that has pro-
duced several publicly—accessible resources required for evaluating visual informa-
tion retrieval systems and is the focus of this book. This chapter sets the scene for
the book by describing the purpose of system and user—centred evaluation, the pur-
pose of test collections, the role of evaluation campaigns such as TREC and CLEEF,
our motivations for starting ImageCLEF and then a summary of the tracks run over
the seven years (data, tasks and participants). The chapter will also provide an in-
sight into lessons learned and experiences gained over the years spent organising
ImageCLEF, and a summary of the main highlights.

1.1 Introduction

The contents of this book describe ImageCLEF, an initiative for evaluating cross—
language image retrieval systems in a standardised manner thereby allowing com-
parison between the various approaches. ImageCLEF ran for the first time in 2003
as a part of the Cross—Language Evaluation Forum (CLEF), leading to seven years
of activities which are summarised in this book. As of 2010, however, the Image-
CLEF evaluation campaign is still running evaluation tasks. A major outcome of
ImageCLEF has been the creation of a number of publicly—accessible evaluation
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resources. These benchmarks have helped researchers develop new approaches to
visual information retrieval and automatic annotation by enabling the performance
of various approaches to be assessed. A further outcome, arguably less tangible but
just as important, has been to encourage collaboration and interaction between mem-
bers of various research communities, including image retrieval, computer vision,
Cross—Language Information Retrieval (CLIR) and user interaction.

The possibility of creating a publicly available benchmark or test collection for
evaluating cross—lingual image retrieval systems was a key objective of the Euro-
vision project!. This included dissemination through an international body, such
as CLEF, and in 2002 a new multimedia evaluation task for CLEF was proposed
(Sanderson and Clough, 2002). At the same time the CLEF community were look-
ing for new avenues of research to complement the existing multi—lingual document
retrieval tasks being offered to participants. Image retrieval was seen as a natural
extension to existing CLEF tasks given the language neutrality of visual media, and
motivated by wanting to enable multi—lingual users from a global community access
to a growing body of multimedia information.

In addition the image retrieval community was calling for a standardised bench-
mark. Despite the many advances in areas such as visual information retrieval, com-
puter vision, image analysis and pattern recognition over 20 or so years, far less ef-
fort has been placed on comparing and evaluating system performance (Miiller et al,
2004). Although evaluation was conducted by some researchers, the availability of
often only small and copyrighted databases made it hard to compare between sys-
tems and provide conclusive results. Calls for a systematic evaluation for image
retrieval systems were suggested as a way to make further advances in the field and
generate publicly—accessible evaluation resources (Smith, 1998; Goodrum, 2000;
Miiller et al, 2001), similar to evaluation exercises being carried out in text retrieval
such as the U.S. Text REtrieval Conference or TREC? (Voorhees and Harman,
2005).

Although Forsyth (2002) argued that such an evaluation of content—based re-
trieval systems was not productive because the performance of such techniques was
too low, the impact of having evaluation resources available for comparative evalu-
ation could clearly be seen in events such as TREC in the text retrieval community
and could equally be assumed to advance visual retrieval systems in a similar man-
ner. Over the years, evaluation events such as Benchathlon®, TRECVID?, ImagEval’
and ImageCLEF have helped to foster collaboration between members of the visual
retrieval community and provide the frameworks and resources required for system-
atic and standardised evaluation of image and video retrieval systems. Chapter 27
discusses in more detail various evaluation campaigns for multimedia retrieval.

! The Eurovision project was funded by the UK Engineering and Physical Sciences Research
Council (http://www.epsrc.ac.uk) grant number GR/R56778/01

2http://trec.nist.gov/

3 http://www.benchathlon.net/
Yhttp://trecvid.nist.gov/
Shttp://www.imageval.org/
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1.2 Evaluation of IR Systems

Evaluation is the process of assessing the ‘worth’ of something and evaluating
the performance of IR systems is an important part of the development process
(Saracevic, 1995; Robertson, 2008). For example, it is necessary to establish to
what extent the system being developed meets the needs of the end user, to show
the effects of changing the underlying system or its functionality on system per-
formance, and enable quantitative comparison between different systems and ap-
proaches. However, although most agree that evaluation is important in IR, much
debate exists on exactly how this evaluation should be carried out. Evaluation of
retrieval systems tends to focus on either the system or the user. Saracevic (1995)
distinguishes six levels of evaluation objectives, not mutually exclusive, for infor-
mation systems, including IR systems:

1. The engineering level deals with aspects of technology, such as computer hard-
ware and networks to assess issues such as reliability, errors, failures and faults.

2. The input level deals with assessing the inputs and contents of the system to
assess aspects such as coverage of the document collection.

3. The processing level deals with how the inputs are processed to assess aspects
such as the performance of algorithms for indexing and retrieval.

4. The output level deals with interactions with the system and output(s) obtained
to assess aspects such as search interactions, feedback and outputs. This could
include assessing usability for example.

5. The use and user level assesses how well the IR system supports people with
their searching tasks in the wider context of information seeking behaviour (e.g.
the user’s specific seeking and work tasks). This could include, for example,
assessing the quality of the information returned from the IR system for work
tasks.

6. The social level deals with issues of impact on the environment (e.g. within an
organisation) and could include assessing aspects such as productivity, effects on
decision—making and socio—cognitive relevance.

The first three levels (1-3) are typically considered part of system—centred evalua-
tion; the latter three (4—6) part of user—centred evaluation. For many years evaluation
in IR has tended to focus on the first three levels, predominately through the use of
standardised benchmarks (or test/reference collections) in a laboratory—style setting.
The design of a standardised resource for IR evaluation was first proposed over 50
years ago by Cleverdon (1959) and has since been used in major information re-
trieval evaluation campaigns, such as TREC (Voorhees and Harman, 2005), CLEF
(Peters and Braschler, 2001) and the NII Test Collection for IR Systems or NTCIR
(Kando, 2003).

Over the years the creation of a standard test environment has proven invaluable
for the design and evaluation of practical retrieval systems by enabling researchers
to assess in an objective and systematic way the ability of retrieval systems to locate
documents relevant to a specific user need. Although this type of evaluation has met
with criticism, such as whether the performance of a system on a benchmark reflects
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how a system will perform in an operational setting and the limited involvement of
end users in evaluating systems, it cannot be denied that this kind of organised large—
scale evaluation has done the field tremendous good, both within and outside the
environment of evaluation campaigns (Chapter 27 describes the strengths and weak-
nesses of evaluation campaigns). However, it is important to acknowledge that IR
systems are increasingly used in an interactive way and within social contexts. This
has motivated evaluation from a user—centred evaluation perspective to assess per-
formance at the latter three levels: output, use and user, and social (Borland, 2000;
Dunlop, 2000; Ingwersen and Jirvelin, 2005; Petrelli, 2008; Kelly, 2010). Projects
such as MIRA (an evaluation framework for interactive and multimedia informa-
tion retrieval applications) started to address this for visual information from 1996
(Dunlop, 2000).

The contents of this book are mainly related to system—centred evaluation of
visual information retrieval systems: the resources generated to support evaluation
and advances in image retrieval and annotation that have resulted from experiments
within ImageCLEF. This is not to imply that user—centred evaluation has been ig-
nored. In fact, from the very beginning ImageCLEF ran an interactive image re-
trieval task (described in Chapter 7) that was later subsumed by the interactive CLEF
track (ICLEF). In addition, where possible, evaluation resources that are described
in the following chapters, were designed with realistic operational settings in mind.
However, our primary aim has been to first create the necessary resources and frame-
work in which researchers could develop and compare underlying techniques for
visual retrieval across multiple domains and tasks.

1.2.1 IR Test Collections

A core activity of evaluation campaigns such as TREC and CLEF has been to cre-
ate reusable benchmarks for various tasks and domains in IR (Robertson, 2008;
Sanderson, 2010 — to appear). Similar to other fields in science a benchmark pro-
vides a standard by which something can be measured. The design of a standardised
resource for evaluation of document retrieval systems (a test collection was first pro-
posed in the late 1950s in the Cranfield I and II projects (Cleverdon, 1959, 1991),
and has since become the standard model for comparative evaluation of IR sys-
tems. In this approach to testing IR systems, commonly referred to as the Cranfield
paradigm, the focus is on assessing the performance of how well a system can find
documents of interest given a specification of the user’s information need in a way
that is abstracted from an operational environment. Laboratory—based evaluation is
popular because user—based evaluation is costly and complex and it is often difficult
to interpret results obtained with end users.
The main components of a typical IR test collection are:

1. A collection of documents representative of a given domain (each document is
given a unique identifier docid). Collections created for and used in ImageCLEF
are discussed in Chapter 2.
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2. A set of topics or queries (each given a unique identifier gid) describing a user’s
information needs expressed as narrative text or sets of keywords. For image
retrieval, topics may also include example relevant images. Topic creation within
ImageCLEEF is discussed further in Chapter 3.

3. A set of relevance judgments (grels), or ground truths, provide a representative
sample of which documents in the collection are relevant to each topic (a list
of qid/docid pairs). Although relevance judgments are commonly binary (rel-
evant/not relevant) the use of graded relevance judgments is also commonly
utilised in IR evaluation (e.g. highly relevant/partially relevant/not relevant). This
has implications for which performance measures can be used to evaluate IR sys-
tems. The topic of gathering relevance assessments for ImageCLEF is discussed
in Chapter 4.

Performance measures, such as precision and recall, are used to provide absolute
measures of retrieval effectiveness, e.g. what proportion of relevant documents are
returned by the IR system (see Chapter 5 for further details on IR evaluation mea-
sures). Together, the test collection and evaluation measures simulate the users of a
search system in an operational setting. In evaluations such as CLEF, the focus is
not on absolute values but on relative performance: system outputs can be compared
and systems ranked according to scores obtained with the evaluation measures (i.e.
comparative testing). Although test collections were originally used to evaluate ad
hoc® retrieval, evaluation campaigns, such as TREC and CLEF, have extended the
use of test collections to other tasks (e.g. document filtering and routing, document
classification and automatic annotation).

Evaluation campaigns, such as TREC and CLEEF, are founded upon the Cranfield
paradigm and make use of test collections to evaluate various aspects of information
access. However, a “TREC-style’ evaluation not only includes producing evaluation
resources, such as test collections, but also community building through holding or-
ganised annual workshops to present and discuss findings with other researchers.
Figure 1.1 shows activities commonly undertaken in the evaluation ‘cycle’ of TREC
(although applicable to other campaigns such as CLEF and NTCIR). For TREC and
CLEEF this cycle operates runs during one year; some evaluation campaigns operate
over a longer period (e.g. NTCIR runs the cycle over 18 months). The cycle begins
with a call for participation followed by an expression of interest from participating
groups and registration. Evaluation tasks are centred on tracks (e.g. ImageCLEF is
a track of CLEF) that may involve one or many tasks. The track organisers must
define their tasks for prospective participants in addition to preparing the document
collection and topics. This may also involve preparing and releasing training data
beforehand. The participants run their IR experiments according to a variety of pa-
rameters to produce system outputs in standard format (called runs) and will submit
what they consider their n best runs to the evaluation campaign. Typically the runs

6 Ad hoc retrieval as defined by TREC simulates the situation in which a system knows the set
of documents to be searched, but the search topics are not known to the system in advance. It is
also characterised by a detailed specification of the user’s query (title, narrative description and
keywords) and searches are required to achieve high recall.
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Fig. 1.1: Annual cycle of activities in a TREC—style evaluation (adapted from
http://trec.nist.gov/presentations/TREC2004/04intro.pdf).

will be based on varying search parameters such as the use of relevance feedback or
various combinations of visual and textual modalities.

A sub-set of runs, chosen by the organisers, is used to create document pools,
one for each topic (Kuriyama et al, 2002). Domain experts (the assessors) are then
asked to judge which documents in the pool are relevant or not. Document pools are
created because in large collections it is infeasible to judge every single document
for relevance. These assessments (qrels) are then used to assess the performance
of submitted runs. Evaluation measures are used to assess run performance based
on the number of relevant documents found. Although relevance is subjective and
can vary between assessors, investigations have shown that relevance assessments
can provide consistent evaluation results when ranking runs relative to one another
(Voorhees, 2000). Results are released and analysed prior to holding a workshop
event to share and discuss findings. Finally, the activities and results are written up
in some kind of formal publication, such as workshop proceedings.
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1.2.2 Cross-Language Evaluation Forum (CLEF)

CLEF began in 2000 to promote the development of multi-lingual information ac-
cess systems (Peters and Braschler, 2001). CLEF grew out of the Cross—-Language
IR track of TREC that ran from 1997-1999. The aims of CLEF are’ (i) develop-
ing an infrastructure for the testing, tuning and evaluation of information retrieval
systems operating on European languages in both monolingual and cross—language
contexts, and (ii) creating test—suites of reusable data which can be employed by
system developers for benchmarking purposes. In the 2009 CLEF campaign the fol-
lowing main tracks were run:

¢ Ad hoc track, which deals with multi—lingual textual document retrieval,

* ImageCLEEF track, which concerns cross—language retrieval in image collections;

* iCLEF track, which addresses interactive cross—language retrieval;

* QA®@CLEF track, which covers multiple language question answering;

e INFILE track, which concentrates on multi-lingual information filtering;

* LogCLEEF track, which copes with log analysis from search engine and digital
library logs;

* CLEF-IP track, which studies multi-lingual access and retrieval in the area of
patent retrieval;

¢ Grid@CLEF track, which performs systematic experiments on individual com-
ponents of multi-lingual IR systems.

In total there have been 10 CLEF campaigns to date, involving around 200 differ-
ent participating groups from around the world. Several hundred different research
papers have been generated by CLEF participants over the years describing their
evaluation experiments and the state of the art contributions to multi-lingual infor-
mation access.

1.3 ImageCLEF

1.3.1 Aim and Objectives

ImageCLEF first ran in 2003 with the aim of investigating cross—language image re-
trieval in multiple domains. Retrieval from an image collection offers distinct char-
acteristics and challenges with respect to one in which the document to be retrieved
is text (Clough and Sanderson, 2006). For example, the way in which a query is
formulated, the methods used for retrieval (e.g. based on low—level features derived
from an image, or based on associated textual information such as a caption), the
types of query, how relevance is assessed, the involvement of the user during the
search process, and fundamental cognitive differences between the interpretation of
visual versus textual media. For cross—lingual IR the problem is further complicated

7 These aims have been taken from the CLEF website: http: / /www.clef-campaign.org/
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by user queries being expressed in a language different to that of the document col-
lection or by multi-lingual collections. This requires crossing the language barrier
by translating the collection, the queries, or both into the same language. Although
the tasks and data sets used in ImageCLEF changed over the years the objectives
broadly remained the same:

* To investigate the effectiveness of combining textual and visual features for
cross—lingual image retrieval. The combination of modalities is the subject of
Chapter 6.

* To collect and provide resources for benchmarking image retrieval systems.
These resources include data sets, topics and relevance assessments, which are
discussed in Chapters 2—4 and in the track overviews (Chapters 7-12).

e To promote the exchange of ideas to help improve the performance of future
image retrieval systems. Work from selected participants from ImageCLEF 2009
is found in Chapters 14-24.

To meet these objectives a number of tasks have been organised by ImageCLEF
within two main domains: (1) medical image retrieval and (2) non—medical image
retrieval, including historical archives, news photographic collections and Wikipedia
pages. Broadly speaking the tasks fell within the following categories: ad hoc re-
trieval, object and concept recognition, and interactive image retrieval.

Ad hoc retrieval. This simulates a classic document retrieval task: given a state-
ment describing a user’s information need, find as many relevant documents as pos-
sible and rank the results by relevance. In the case of cross—lingual retrieval the
language of the query is different from the language of the metadata used to de-
scribe the image. Ad hoc tasks have been run by ImageCLEF from 2003 to 2009
for medical retrieval and non—-medical retrieval scenarios, see Chapters 7 and 12
respectively.

Object and concept recognition. Although ad hoc retrieval is a core image re-
trieval task, a common precursor is to identify whether certain objects from a pre—
defined set of classes are contained in an image (object class recognition), assign
textual labels or descriptions to an image (automatic image annotation) or clas-
sify images into one or many classes (automatic image classification). Chapters 11
and 12 summarise the ImageCLEF object and concept recognition tasks, including
medical image classification.

Interactive image retrieval. Image retrieval systems are commonly used by peo-
ple interacting with them. From 2003 a user—centred task was run as a part of
ImageCLEF and eventually subsumed by the interactive CLEF (iCLEF) track in
2005. Interaction in image retrieval can be studied with respect to how effectively
the system supports users with query formulation, query translation (in the case of
cross—lingual IR), document selection and document examination. See Chapter 7
for further details on the interactive image retrieval tasks of CLEF.
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Table 1.1: Participation in the ImageCLEF tasks 2002-2009, distinct number of
participants by year and chapter references for further details.

Task 2003 2004 2005 2006 2007 2008 2009 See Chapter
General images

Photographic retrieval 4 12 11 12 20 24 19 8
Interactive image retrieval 1 2 2 3 - 6 06 7
Object and concept recognition 4 7 11 19 11
Wikipedia image retrieval 12 8 9
Robot vision task 7 10
Medical images

Medical image retrieval 12 13 12 13 15 17 13
Medical image classification 12 12 10 6 7 12
Total (distinct) 4 17 24 30 35 45 65

1.3.2 Tasks and Participants

Table 1.1 summarise the tasks run during ImageCLEF between 2003 and 2009 and
shows the number of participants for each task along with the distinct number of
participants in each year. The number of participants and tasks offered by Image-
CLEF has continued to grow steadily throughout the years from four participants
and two tasks in 2003 to 65 participants and seven tasks in 2009. Participants have
come from around the world to participate in ImageCLEF from both academic and
commercial institutions. It is difficult to summarise all of the ImageCLEF activities
between 2003 and 2009 and we have not provided an exhaustive account, but in
brief these are some of the key events year by year:

In 2003 the first ImageCLEF task was run at the 4th CLEF workshop by Mark
Sanderson and Paul Clough involving two tasks and four participants.

For 2004 a medical image retrieval task organised by Henning Miiller was added
to ImageCLEF giving a total of three different tasks. This attracted submissions
from 17 participating groups and began the focus for us on medical images.

In 2005 a new medical image annotation task was introduced bringing the to-
tal number of tasks offered to four. William Hersh, Thomas Deserno, Michael
Grubinger and Thomas Deselaers joined the organisers and we received approx-
imately 300 runs from 24 participants. The interactive task moved to iCLEF in
collaboration with Julio Gonzalo and Jussi Karlgren.

In 2006 30 participants submitted runs to four tasks that included a new non—
medical object annotation task organised by Allan Hanbury and Thomas Dese-
laers. A new data set IAPR-TC12) was also developed for the ad hoc retrieval
task (referred to as ImageCLEFphoto).

In 2007 a total of 35 participants submitted runs to four tasks: multi-lingual ad
hoc retrieval, medical image retrieval, hierarchical automatic image annotation
for medical images and photographic annotation through detection of objects, a
purely visual task. Jayashree Kalpathy—Cramer joined the organising team.
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¢ In 2008 we included a new task for cross—lingual image retrieval from Wikipedia
(called WikipediaMM) where participants could exploit the structure of Wikipedia
for retrieval. This attracted submissions from 12 participants and overall a total
of 45 groups submitted over 1,000 runs to ImageCLEF tasks. The photographic
retrieval task experimented with promoting diversity in image retrieval and the
interactive task, now a part of iCLEF, created a novel evaluation utilising data
from Flickr and undertaking log analysis. Thomas Arni, Theodora Tsikrika and
Jana Kludas joined the organisers.

* The 2009 ImageCLEF track was run at the 10th and final CLEF workshop. We
had the largest number of participants to ImageCLEF (65 groups) across six tasks
which included a new robot vision task organised by Andrzej Pronobis and Bar-
bara Caputo that attracted seven participants. Monica Lestari Paramita also joined
the organising team of the ImageCLEFphoto task that used a new data set from
Belga, a news agency from Belgium, containing over 500,000 images.

1.3.3 Data sets

A major contribution of ImageCLEF has been to collect a variety of data sets for
use in different tasks. Table 1.2 shows all 16 data sets used in ImageCLEF over
the seven years, which are further discussed in Chapter 2. The table shows the data
set, year added to the ImageCLEF campaign, the total number of images contained
in the data set and languages used to annotate the image metadata. For data sets
where the same data set has been used but added to in subsequent years, such as
the Radiological Society of North America (RSNA), the final number of images has
been reported in the table. Clearly noticeable is that many collections are annotated
in English. As a cross—language track of CLEF the focus has been primarily on
translating user’s queries (query translation) for bilingual retrieval from a query in
a non—English language into English. Other CLEF tracks have focused on other
cross—language issues such as bilingual retrieval between other language pairs and
multi-lingual retrieval: searching document collections that contain texts in multiple
languages.

1.3.4 Contributions

Each of the overview chapters in this book (Chapters 7—13) provides a description
of activities conducted in ImageCLEF and summarises contributions made in each
of the areas covered. This includes a summary of test collections and ground truths
produced for each task that have been used within various research communities.
It is clear from the participant’s reports (Chapters 14-24) that many novel and in-
teresting techniques have been developed as a part of the experiments carried out
for ImageCLEF. This highlights the benefits of TREC—style evaluation for IR sys-
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Table 1.2: A summary of data sets used in ImageCLEF 2003-2009.

Data set Year Added #Images Annotation Languages
General images

St Andrews (SAC) 2003 28,133 English
TAPR-TCI12 2006 20,000 English, Spanish, German
Belga 2009 498,920 English

LTU 2006 1,100 -

PASCAL VOC 2007 2,600 -

Flickr MIR 2009 25,000 -

INEX MM 2008 150,000 English
KTH-IDOL2 2009

Medical images

IRMA 2005 14,410 -

Casimage 2004 8,725 English, French
MIR 2005 1,177 English

PEIR 2005 32,319 English
PathoPIC 2005 7,805 English, German
MyPACS 2007 15,140 English

CORI 2007 1,496 English

RSNA 2008 75,000 English

tems. Chapter 27 highlights the benefits (and limitations) of evaluation campaigns
for multimedia retrieval researchers, but overall we believe that ImageCLEF has
made a number of contributions including the following:

Reuseable benchmarks:  one of the largest obstacles in creating a test collection
for public use is securing a suitable collection of images for which copyright
permission is agreed. This has been a major factor influencing the data sets used
in the ImageCLEF campaigns. The ImageCLEEF test collections provide a unique
contribution to publicly available test collections and complement existing eval-
uation resources for a range of retrieval tasks and scenarios. These resources
include the IAPR-TC12 photographic collection (Grubinger et al, 2006), a seg-
mented version of the IAPR-TC12 data set (Escalante et al, 2010) and Casimage
(Miiller et al, 2004).

Evaluation measures: arange of performance measures have been experimented
with or developed for ImageCLEF including Geometric Mean Average Preci-
sion (GMAP), Cluster Recall (for assessing diversity) and a new evaluation met-
ric based on ontology scoring for the 2009 image annotation task (Nowak et al,
2010).

Open forum for exchange of research: ImageCLEF has actively promoted discus-
sion at the CLEF workshops about approaches to ImageCLEF tasks. In addi-
tion, a number of activities® have been organised in conjunction with the CLEF
workshop and a number of European projects: the First, Second and Third
MUSCLE/ImageCLEF Workshops on Image and Video Retrieval Evaluation in

8 See http: //www.imageclef.org/events/ for further details and access to workshop
proceedings.
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2005-2007, the QUAERO/ImageCLEF Workshop on Multimedia Information
Retrieval Evaluation in 2008 and the Theseus/ImageCLEF Workshop on Multi-
media Information Retrieval Evaluation.

Publications:  the CLEF workshop proceedings provide a published set of formal
papers that describe ImageCLEF activities over the years. In addition, the organ-
isers of ImageCLEF co—ordinated a Special Issue on Image and Video Retrieval
Evaluation (Hanbury et al, 2010) in the journal Computer Vision and Image Un-
derstanding (CVIU) and a Special Issue on Medical Image Annotation in Image-
CLEF 2007 (Deselaers et al, 2009) for Pattern Recognition Letters (PRL).

Advances in state of the art:  ImageCLEF has run various tasks in different image
retrieval settings. For example the medical image retrieval task has provided a
set of resources for assessing the performance of medical retrieval systems based
upon realistic tasks and topics. The organisers have involved medical profession-
als in creating realistic tasks and carrying out relevance assessments. Chapter 6
on fusion techniques for combining textual and visual information demonstrates
a positive contribution in exploring the use of multiple modalities for image re-
trieval.

1.3.5 Organisational Challenges

Based on our experiences with ImageCLEF over the past seven years we have en-
countered a number of challenges with running a TREC—style multimedia retrieval
evaluation benchmark. The main organisational challenges are detailed below with
suggested solutions (adapted from Miiller et al (2007)).

One of the greatest challenges facing the organisation of ImageCLEF has been
funding. Organising a successful event requires a certain level of commitment from
the organisers and their host institutions, e.g. to create suitable data sets, organise
and pay for relevance assessments, to maintain regular communication with partic-
ipants and assist with producing publications from the evaluation event (e.g. work-
shop proceedings). The ImageCLEF organisers have relied on the support of na-
tional and international funding bodies in addition to voluntary effort. Running an
evaluation campaign over several years requires thinking about funding beyond the
lifetime of a single research project. A strength of ImageCLEF has been to involve
several different people to distribute the workload and costs.

To produce reusable evaluation resources for multimedia retrieval systems re-
quires obtaining access to data sets and permission from the owners to distribute
the content to participating groups. This is a significant challenge for high—quality
multimedia data sets that are often copyrighted and subject to limited distribution.
ImageCLEF has been able to gain access to a number of data sets, some with little
or no copyright restrictions. Availability of data sets has a direct impact on what can
be evaluated in the evaluation campaign and on reusability of the data set after the
lifetime of the evaluation campaign.
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A difficult task is often advertising the evaluation campaign and motivating par-
ticipation. This is particularly relevant to multimedia retrieval where it is often time—
consuming to develop systems for specific tasks and submit runs. This is clearly seen
by comparing the number of groups that register for the task (to obtain the data sets)
compared to the number who eventually submit results: commonly lower than 50%.
ImageCLEF has also had to actively advertise the event across multiple domains
because of the cross—disciplinary nature of the tasks. ImageCLEF has benefitted
from being part of CLEF that already had a following of participants, was well—
known in the IR field and offered participants the chance to publish their results in
a good quality publication: the Springer Lecture Notes in Computer Science, after
the workshop.

An often difficult task has been to encourage input from commercial organisa-
tions: both collaborating with organisers (e.g. to suggest suitable search tasks) and
participating in the evaluation event itself. Ideally having commercial input enables
participants to tackle current real-world challenges and offer businesses an oppor-
tunity to investigate what state of the art approaches can achieve on their data sets.
The 2010 CLEF campaign has been organised around themes that both academics
and businesses have identified as important areas of research requiring investigation.

Creating realistic tasks and user models is important in estimating the effective-
ness of systems in an operational setting based on results obtained in a laboratory—
setting using the benchmarks provided. In ImageCLEF, for example, we have de-
veloped realistic search tasks and queries based on the knowledge of experts (e.g.
discussions with medical professionals in the case of the medical image retrieval
tasks) and analysing query logs generated by existing search systems.

A further challenge in ImageCLEF has been to efficiently create the ground
truths. This is linked with funding as it is often an extensive and time—consuming
task. Approaches such as pooling and interactive search and judge are often used
to reduce the amount of assessor time required for judging the relevance of docu-
ments, but completeness of relevance judgments and variations amongst assessors
must be taken into account. A further issue is that criteria for assessing relevance
in multimedia retrieval is often different from assessing the results of text retrieval
systems, particularly for medical images (Sedghi et al, 2009). This may require the
use of domain experts to make the judgments which relies on access to such people
and their availability to make judgments.

1.4 Conclusions

To improve multimedia retrieval systems we need to have appropriate evaluation re-
sources, such as test collections, that offer researchers access to visual data sets, ex-
ample queries and relevance judgments. Over the past seven years ImageCLEF has
provided such resources, together with providing a forum in which researchers have
been able to interact and discuss their findings. ImageCLEF has provided mainly
resources for system—centred evaluation of image retrieval systems, but has also
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maintained a relationship with user—centred evaluation of image retrieval systems,
mainly through its relationship with the CLEF interactive track (iCLEF).

However, there are still many issues to address with regards to evaluation and the
results of ImageCLEF by no means provide a ‘silver bullet’ solution to evaluating
image retrieval systems. There is still a tension between running system—centred and
user—centred evaluation on a large scale for image retrieval (e.g. (Forsyth, 2002)).
Most image retrieval in practice is interactive and should be seen as a priority for
future image retrieval evaluation campaigns. Attempts have been made to run inter-
active tasks, but participation continued to be low across the years. This is not just a
problem with image retrieval but an issue with IR evaluation in general.

Specific areas that are still ripe for exploration include: investigating which per-
formance measures best reflect user’s satisfaction with image retrieval systems and
incorporating measures such as system response time; further investigation of the
information seeking behaviours of users searching for images, such as their goals
and motivations, search contexts, the queries issued and their reformulation strate-
gies, and especially criteria shaping a user’s notion of relevance; assessing user be-
haviours such as browsing, an important search strategy for image retrieval; contin-
uing to develop publicly—accessible data sets covering multiple domains, tasks and
varying in size; investigating the utility of test collections in image retrieval eval-
uation, especially with respect to the user to generate realistic test resources. Only
by doing this can we start to address some of the concerns expressed by researchers
such as Saracevic (1995), Forsyth (2002) and Smith (1998).
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