
Chapter 2
Development of Physics-Based Modeling
for ULSI Interconnections Failure
Mechanisms: Electromigration
and Stress-Induced Voiding

As mentioned in Chap. 1, the two major failure mechanisms in ULSI intercon-
nections are electromigration and stress-induced voiding. In this chapter, we will
provide reviews on the model development for electromigration and stress-induced
voiding.

2.1 Electromigration (EM) Modeling Review

In this chapter, we present a comprehensive review on the physics-based modeling
of EM phenomena in ULSI interconnections over the last three decades. In the
evolution of the physics-based modeling, some aspects of the physics are dropped
for simplification, and some are added to accommodate new understanding on the
EM physics as well as for the new development of the interconnect technology.
With the continuous change in the metallization system and materials, the aspects
of physics that have been dropped may become important again, and new physics
might also occur with these changes in metallization system. Here, we re-examine
the justification of dropping or adding various physical aspects in the EM mod-
eling during their evolution and their implications on the future interconnect
system.

2.1.1 One-Dimensional (1D) Analytical Modeling

Like most physical modeling, physics-based EM modeling began from 1D ana-
lytical modeling by solving the following continuity equation [1] derived from the
time evolution of the vacancy concentration along an interconnect line:
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Here Cv is the instantaneous vacancy concentration at position x and time t, Jv is
the vacancy flux due to EM-driving forces and r is the sink/source term which
allows for the recombination or generation of vacancies at sites such as grain
boundary, dislocations, or surface [1].

The focus of this 1D modeling is on the simulation of EM kinetics. The net
vacancy flux along the length of an interconnect can be due to the electron wind
force, vacancy diffusion as a result of concentration gradient (Fickian diffusion)
and temperature gradient (Soret diffusion), hence the flux can be written as [1]

Jv ¼ �D
oCv

ox
þ DCvZ�eE

kBT
þ Q�DCv

kBT2
� oT

ox
ð2:2Þ

where D is the vacancy diffusivity given by D ¼ D0 exp �DEa=kBTð Þ, Ea is the
activation energy for the vacancy diffusion, Z*e is the effective charge of the
diffusing species, E is the electric field and Q* is the heat of transport.

The sink/source term r can be expressed as [1]

r ¼ Cv � Cve

s
ð2:3Þ

where Cve is the equilibrium concentration of vacancies within a grain, and s is the
average lifetime of a vacancy.

Equation 2.1 is a basic EM equation from the first principle, and it was adopted
by many 1D analytic EM models reported in the literature as will be discussed
below. Various EM models were proposed based on different boundary conditions,
and the phenomenon of EM were simulated by analyzing the evolution of the
vacancy concentration in an interconnect metal line using Eqs. 2.1–2.3. In general,
two categories were being considered in this 1D analytical modeling as follows.

2.1.1.1 Category #1: 1D Modeling Without the Consideration
of Stress Gradient-Induced Migration

In one of the pioneer works on 1D continuum EM modeling, the work of Rosenberg
and Ohring [2], the electron wind force, concentration gradients (Fickian diffusion),
and temperature gradients are taken into consideration with the presence of the
vacancy sink/source. As shown in Fig. 2.1, they proposed a model from the
appropriate solution of Eq. 2.1 where it was assumed that two grains intersect at
x = 0 and that each grain can be characterized by their respective vacancy diffusion
parameters, namely the diffusivity D and the equilibrium vacancy concentration
Cve, the lifetime of the vacancy s, and field strength E. The vacancy behavior as
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expressed by Eq. 2.1 was written separately for the two grains, assuming the dif-
fusion parameters are constant within each grain.

In order for vacancy buildup to take place, it is necessary that the vacancy flux
induced by the electron flow is different in the two grain regions. The boundary
conditions used by Rosenberg and Ohring [2] were that the vacancy concentration
and flux at x = 0 are continuous, and all the diffusion parameters are the same in
the two grains except that the activation energies for diffusion are 0.6 eV for x[0
and 0.8 eV for x \ 0. Using Laplace transform method, both transient time-
dependent solution and steady-state solution of Cv(t) were obtained. The impact of
temperature on EM kinetics and the discontinuity in grain size which causes an
abrupt change in the number of atomic diffusion paths on the EM performance of a
metal thin film were studied in their steady-state solution.

Their model simulated the vacancy saturation due to the divergence of vacancy
flux at the grain boundary with the consideration of multiple EM-driving forces.
Although the temperature gradient-induced migration was taken into consideration
during their initial modeling of EM, it was dropped for the sake of simplicity
during the actual calculation. For the justification of the simplification, they stated
that the interconnect length was the only dimension considered in their 1D EM
model, and the current density was evenly distributed throughout the length; thus
the temperature along the length should be a constant as metals are very good heat
conductor. However, in actual interconnection in today’s ULSI, the effect of the
temperature gradient can no longer be ignored as revealed by 3D modeling which
will be discussed in Chap. 4. Also, the choice of the boundary condition with
infinite ends in their model renders the model incapable of catering the length
effect of a confined metal thin film; which was discovered by Blech few years later
[3, 4]. Due to this incapability, this type of boundary condition was not chosen for
subsequent 1D continuum EM modeling.

A more realistic boundary condition was proposed by Shatzkes and Lloyd [5].
In their study, the case of vacancy flow in the region of a purely blocking boundary
was examined as shown in Fig. 2.2.

This condition can occur in real conductors, for instance, at the boundary of a
‘‘bamboo’’ grain. Mathematically, the boundary conditions for their case can be
expressed as

Cð�1; tÞ ¼ C0 ð2:4Þ

Fig. 2.1 Model of two grain
boundaries intersecting at
x = 0. Reprinted with
permission from Rosenberg
and Ohring [2], copyright
� 1971, American Institute
of Physics
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Jvð0; tÞ ¼ 0: ð2:5Þ

Although this solution treats a special case of a perfectly blocking boundary,
it is useful for the understanding of the boundary conditions that allow a reduced
vacancy flow as pointed out by them. In general, there is a flux through any given
region, but a divergence may still exist. By treating this ‘‘residual’’ mass flux as a
background, we can then treat the accumulation of vacancies above the back-
ground in the present manner. In their study, assuming isothermal condition with
no thermal transport, the vacancy flux due to temperature gradient-induced
migration was not considered as well. The vacancy sink/source term was also
dropped in their EM equation because the formation and annihilation of vacancies
in the grains can become significant only at elevated temperature [6].

Based on the same EM equation, Kirchheim and Kaeber [6] reported their EM
modeling and solved the EM equation based on different boundary conditions.
They considered the case of a single grain boundary structure as shown in Fig. 2.3.

Compared with the infinite boundary condition proposed by Rosenberg and
Ohring [2] and the semi-infinite boundary condition proposed by Shatzkes and
Lloyd [5], Fig. 2.3 shows a special case of finite boundary that the fluxes at both
ends are zero (i.e., due to very low vacancy mobilities in the adjacent grain
boundaries), that is,

JVðx ¼ 0Þ ¼ JVðx ¼ lÞ ¼ 0: ð2:6Þ

In the work of Kirchheim and Kaeber, both the solutions with and without the
consideration of vacancy sink/source were analyzed and discussed. Since the

Fig. 2.2 Schematic drawing
of the semi-infinite grain
boundary considered in the
work of Shatzkes and
Lloyd [5]

Fig. 2.3 Grain boundary
between two triple points at
x = 0 and x = l. The angle
between the grain boundary
and the current density j is
labeled as h. Reprinted with
permission from Kirchheim
and kaeber [6], copyright
� 1991, American Institute
of Physics
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formation and annihilation of vacancies in the grains occur only at elevated
temperatures as mentioned earlier, they focused on the steady-state concentration
profile without vacancy sinks/sources. In the calculation of vacancy flux, the grain
boundary component of the electric field or current density was considered, i.e.,
the total current density was multiplied by cos h (refer to Fig. 2.3).

With this finite boundary condition, they simulated the mass backflow during
EM. However, contrary to the generally accepted interpretation, where the mass
backflow was a flow of matter caused by a stress gradient within the Al line [3, 4],
their interpretation of the backflow was based on the diffusional backflow of
vacancies with respect to the vacancy concentration profile. They argued that the
vacancy fluxes and internal stress gradients are coupled since production and
annihilation of vacancies is often accompanied by plastic deformation.

A more completed study on the boundary conditions of the EM equation was
reported by Clement and Lloyd [7]. Similar to the previous studies, both the
electron wind force and vacancy concentration gradient are taken into the con-
sideration as driving forces of EM. In their report, the physical meanings of the
three boundary conditions used were described and the solutions were compared at
the blocking barrier. The first boundary condition corresponds to a situation of a
semi-infinite metal line which is the same as the one proposed by Shatzkes and
Lloyd [5]. The other two boundary conditions are for the cases of the finite
interconnect length. The first case corresponds to a situation where the number of
vacancies is conserved. An example of such case is an interconnect line with a
thick and strong passivation layer that precludes volume change of the conductor,
and such boundary condition and its corresponding solution have been reported by
Kirchheim and Kaeber [6]. The second case corresponds to a situation where the
passivation or adherent oxide layer on the metal line is not so strong and stiff as to
preclude the creation of vacancies. This is what one might expect in an Al con-
ductor covered only by its native oxide (Refer to Fig. 2.3). This new boundary
condition can be expressed as:

JvðL; tÞ ¼ 0 ð2:7Þ

Cð0; tÞ ¼ C0: ð2:8Þ

Solutions to the above-mentioned three reasonable boundary conditions for
the EM equation were investigated numerically. It was shown that regardless of the
boundary condition chosen, the time to failure would approximate the semi-infinite
solution of Shatzkes and Lloyd as long as the critical failure vacancy concentration
is significantly different from the vacancy concentration at equilibrium.

A complete review on the 1D EM modeling was contributed by Clement in his
review paper [1]. He reviewed all the 1D EM models before 2001 from the per-
spectives of the consideration of driving forces of EM, choices of the boundary
conditions, and the corresponding numerical solutions. In his report, the 1D EM
models with the consideration of vacancy sink/source were compared to those
without it. Although the numerical solutions of the EM equation for both cases are
quite similar, there is one critical difference. The effect of the consideration of
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vacancy sink/source is the shift in time scale for the buildup of vacancies.
Hence, the calculated time-to-failure will be in the order of several days, rather than
a few seconds, as obtained from those models without the consideration. This
highlights the importance of including the sink/source term in the 1D EM model. In
his report, he also discussed the importance of critical components in 1D EM
model, such as critical stress to initiate the void formation or dielectric cracking,
critical void size to cause the failure of the interconnect, and current density
dependence near the critical stress and void size. However, the aforementioned 1D
EM overlooks the importance of stress effect during EM. Different hypothesis on
the effect of stress during EM were proposed in the literature, and it was clear that
the ignorance of stress effect in EM modeling would render inaccuracy in the
prediction.

2.1.1.2 Category #2: 1D Modeling with the Consideration of Stress
Gradient-Induced Migration due to Back Stress

With the shrinking interconnect line dimensions, it is found that, in the confined
metal interconnects deposited on an oxidized silicon substrate and covered by a
dielectric passivation layer, EM gives rise to back stresses that can retard EM itself
[8]. A few reports on the modeling of EM incorporating the effect of the transient
back stress buildup can be found, such as Ross [9], Kirchheim [10], and Korhonen
et al. [11]. The modeling of the EM-driving forces was modified to account for the
effect of the migration due to stress gradient.

For example, in the work by Kirchheim [10], additional EM-driving force, the
stress gradient, was taken into consideration. Moving an atom from the grain
boundaries to the surface changes the volume by one atomic volume, X. Allowing
relaxation of the neighboring atoms leads to a contraction in volume of f X
(0 \ f \ 1), and hence the total volume change is (1 - f)X = f 0X. With the
presence of this strain, a stress gradient is produced, and the corresponding
vacancy flux is given by

Jr ¼ �
DCv

kT
f X

or
ox
: ð2:9Þ

With this additional driving force, Eq. 2.2 was modified as

Jv ¼ �D
oCv

ox
þ DCvZ�eE

kBT
þ Q�DCv

kBT2
� oT

ox
� DCv

kT
f X

or
ox

ð2:10Þ

In their modeling, the atomic migration due to the temperature gradient was
also neglected with the same argument as given by Rosenberg and Ohring [2].
Vacancy sink/source was considered in a similar way as in Eq. 2.3. The generation
of a vacancy changes the volume by DV/V = f 0X and, therefore, the rate of the
volume change within a grain of diameter d is related to the rate of vacancy
generation within the grain boundary of thickness d by
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Cv � Cve

s
: ð2:11Þ

Using the Hooke’s Law which states that dr = BdV/V, we have

or
ot
¼ Bf 0X

d
d

Cv � Cve

s
ð2:12Þ

where B is the bulk modulus of the metal line.
With the two coupled differential equations (2.10) and (2.12), the continuity

equation (2.1) for the vacancy concentration and the rate equation (2.3) for the
vacancies sink and source reactions, the EM phenomenon was simulated in a finite
line blocked at both ends [JV(x = 0) = JV(x = l) = 0] as shown in Fig. 2.3. The
incorporation of mechanical stresses developing as a consequence of electromi-
gration and vacancy annihilation and generation, leads to a complicated rela-
tionship between vacancy concentration and mechanical stress which can only be
solved analytically for a few limiting cases. By coupling stress development with
the vacancy concentration change along the metal line, the stress gradient can be
calculated and the back flow due to the stress gradient can be simulated.

In the model developed by Korhonen et al. [11], the driving forces of EM
included only the electron wind force and the stress gradient, and both driving
forces were formulated based on the atomic flux instead of the vacancy flux.
However, the vacancy sink/source term was dropped in their consideration because
they assumed that the net number of atoms entering a volume element was large
enough to include vacancy sources and sinks. In their modeling, the change in
atomic concentration was also coupled with the stress evolution in a similar
manner as in the work by Kirchheim [10], and they presented several represen-
tative cases, such as the semi-infinite metal line where the flux is blocked at the
end x = 0, and the confined finite metal line where the flux is blocked at both the
ends. Besides the investigation of the EM equations with different boundary
conditions, Korhonen et al. also studied the influence of the stress evolution on the
diffusivity of atoms and its impact on the solutions to the EM equation. They
derived the vacancy concentration as follows.

Cv ¼ Cv0 expðWf þ Xr=kTÞ ð2:13Þ

where X is the atomic volume, Wf is the interaction energy between the vacancy
and the stress field, and Cv0 is the vacancy concentration in the absence of any
stress effect. Additionally, the dependence of the vacancy diffusivity on the
hydrostatic pressure p was also derived and included as follows.

Dv ¼ Dvð0Þ expð�pVm=kTÞ ð2:14Þ

where Vm is the dilatation associated with vacancy migration and Dv(0) is the
vacancy diffusion coefficient at p = 0.

The constant diffusivity used in the early solution (Kirchheim) was actually in
the absence of any stress effects. The numerical integration of stress-dependent
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diffusivity in the EM model was accomplished by the method of finite differences.
Surprisingly, numerical results with a stress-dependent diffusivity for the semi-
infinite line turned out to be reasonably close to the analytic estimates with a
constant diffusivity. Korhonen stated that the analytic solutions may in several
cases be well sufficient for practical estimation of stress buildup during EM.
However, for modeling of more complicated line structures, one must resort to
numerical solution.

Although the EM equation formulated by Korhonen et al. [11] as discussed
above is very similar to those by Rosenberg and Ohring [2], Shatzkes and Lloyd [5],
Kirchheim and Kaeber [6], and Clement and Lloyd [7], the use of atomic flux with
the consideration of the stress evolution by Korhonen et al. presented a retardation
of EM damage due to the back stress. Such phenomena is not possible with vacancy
flux approach as vacancy concentration gradient does not retard EM damage.
Furthermore, significant vacancy concentration gradients can be created in a matter
of seconds because of the almost negligibly small material transport involved.
However, the stress evolution in the interconnect lines during EM can last hundreds
of hours as predicted by Korhonen et al. [11] using the atomic flux approach.

With the development of the analytical modeling and interconnect technology,
Korhonen’s model received further review and continuous development in order to
explain the physics of EM in advanced interconnect systems. Clement and
Thompson [12] reported a complete review on the Korhonen’s model and found
that the analytic solution for a semi-infinite line with a blocking boundary given by
Korhonen et al. was a good approximation only when the stress buildup is small,
and this is usually not the case for narrow, encapsulated interconnect lines in which
the EM-induced stress can be very high prior to failure. They proposed a complete
model description and a more accurate analytic solution to the differential equations
describing the EM-induced stress buildup at a blocking boundary [12].

Based on their improved model [12], Park et al. reported another EM model to
simulate the reliability of Al and Al–Cu interconnects [13]. In their work, the
effect of the impurity Cu atoms in Al interconnects on stress evolution and lifetime
was investigated in various structures. In addition, the significance of the effect of
the mechanical stress on the diffusivity of both the Al and Cu was determined.
Current density exponents of both n = 2 for void nucleation and n = 1 for void
growth failure modes were found in both pure Al and Al–Cu lines. More impor-
tantly, the application of the model was further extended to the investigation of
other interconnection materials such as Cu and its alloys by modifying the input
material properties. The detailed mathematical formulation used in the analysis
can be found in their report and earlier study [14]. Their analytic EM model was
developed into an EM simulation package called MIT/EmSim [15] which was
extensively employed in their other EM studies [16–18] and successfully provided
theoretical support to various experimental observations.

Although the stress gradient-induced migration due to back stress has been well
addressed by the models discussed above, another important source of the stress is
overlooked in their theoretical consideration, and it is the thermo-mechanical stress
due to the thermal mismatch between the metal line and its surrounding materials.
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The thermo-mechanical stress depends on the thermal expansion coefficients of the
materials and the shape of the metal line itself; and 1D EM models are incapable of
simulating the effect.

2.1.2 Two-Dimensional (2D) Modeling

Besides the electron wind force, vacancy concentration gradient, stress, and
temperature gradients, the EM performance of an interconnect is found to be greatly
affected by the microstructural inhomogeneities of the line, such as the grain size
and texture distributions, the triple points of the grain boundaries, the barrier layer
interface, and the surrounding materials of the metal line [19]. While the EM
equation is generally easy to solve in one dimension, the simplifications fail to
account for the details of the effect of microstructures. A step further into the reality
is achieved by using 2D models with the consideration of the microstructure of the
metal conductor. The addition of this second dimension complicates the governing
EM equations significantly, and numerical approaches are generally required to find
the solution. Most of 2D EM models use the atomic flux to study the EM instead of
using vacancy flux. Some of them focus on the atoms transport along different
diffusion paths, under various EM-driving forces as well as the void nucleation and
growth, while some of them focus on the void shape evolution due to the atom
transport along the void surface. Let us consider their respective models.

2.1.2.1 2D EM Driving Force and Diffusion Path Model

In 1999, Gleixner and Nix reported their study on the simulation of EM [20].
In their study, both the thermo-mechanical stress and electron wind force were
taken into consideration. They proposed a new method of solution for the coupled
stress-diffusion equations in a 2D model while avoiding the computational com-
plexity associated with the finite element approaches. The atomic flux which
results from electron wind force and stress gradients were expressed in Eqs. 2.15
and 2.16 respectively, as follows,

Ja ¼
D

XkT
Z�eqj ð2:15Þ

Ja ¼
D

kT
rr ð2:16Þ

where Ja is the atomic flux and rr is the stress gradient. The stress is due to both
the Blech effect rn and thermo-mechanical stress rh. The total atomic flux is then
given by the sum of both equations as follows.
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Ja ¼
D

kT
rrþ Z�eqj

X

� �
: ð2:17Þ

In their 2D model, they treated the mass transport along the grain boundary;
along the sidewall interfaces and inside the grain differently.

For the case of atoms transport along the grain boundary, the atomic flux was
given as:

Ja ¼
Dgb

kT

orn

ol
þ Z�eqj � cos h

X

� �
ð2:18Þ

where Dgb is the diffusivity along the grain boundary, l is the distance along the
grain boundary, and h is the angle between current flow and the grain boundary.

For the case of atoms transport along the sidewall, the flux was given as:

Ja ¼
Dini

kT
rrn þ

Z�eqj

X

� �
ð2:19Þ

where Dini is the diffusivity along the interface between the sidewall and the metal
thin film.

For the case of atoms transport inside the grain, the flux was given as:

Ja ¼
Db

kT
rrh þ

Z�eqj

X

� �
ð2:20Þ

where Db is the diffusivity inside the grain. The diffusion through the bulk is driven
by a hydrostatic stress gradient instead of the normal traction due to the
Blech effect. The stress field solution was calculated before the start of the
simulation.

The stress field solution obtained was superimposed along all the diffusion
paths to find the total stress field in the material. The local stress gradient and the
diffusivities were then coupled in the calculation of local atomic flux. In this way,
the method avoided the computational complexity associated with finite element
approaches, and they claimed that this approach was able to simulate stress evo-
lution in complex microstructures very quickly and can therefore be applied to
interconnect with realistic grain structures.

Another 2D EM model based on Cu interconnections was proposed by
Sukharev and Zschech [21]. Instead of analyzing the vacancy flux in the EM
Eq. 2.1, a mass balance equation for atomic concentration was adopted in their
model as follows.

oN

ot
þrJ ¼ 0 ð2:21Þ

where N(r, t) = N/N0 = XN is the normalized atomic concentration at the r =

(x, y, z) location at the moment of time t, X = 1/N0 is the atomic volume with N0
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as the initial atomic concentration, and J is the total atomic flux at this location. In
their study, various driving forces were incorporated into the mass balance
equation, such as the concentration gradients, the electron wind force, temperature
gradients, and the mechanical stress gradient as follows.

Atomic flux due to concentration gradients was given as

JN ¼ �DrN ð2:22Þ

Atomic flux due to electron wind force was given as

JC ¼
NeZ�Dq

kT
j ð2:23Þ

Atomic flux due to temperature gradient was given as

JT ¼ �
NDQ

kT2
rT ð2:24Þ

Atomic flux due to mechanical stress gradient was given as

Js ¼
NDX

kT
rrh ð2:25Þ

Combining Eq. 2.21 and Eqs. 2.22–2.25, the atomic concentration at any point of
the considered segment can be characterized for a given current density, temper-
ature and stress gradients. In order to get a complete solution of the model, they
determined the evolution of the current, temperature, and stress distributions in the
considered segment. Similar to the model developed by Gleixner and Nix [20],
different diffusivity values were introduced to simulate the effect of microstructure
and surrounding material on atomic flux based on the process technology. The
diffusivities along different interfaces, grain boundaries, and inside the bulk were
treated differently to simulate the changes in the failure mechanism due to different
process technologies. The predicted locations of the void nucleation sites as well as
the predicted void dynamics in a variety of interconnect segments fitted well to the
available experimental data [22, 23].

2.1.2.2 2D Void Surface Evolution Model

The simulation methodology for this class of model was initiated in the mid-1990s,
and two different modeling methodologies were developed. Both of them are 2D
models based on finite element analysis to calculate the governing equation for
current density, temperature, and stress distributions in a 2D manner. One is the sharp
interface model that attempts to model the void surface as a sharp interface between
the conductor material and empty space in the void. This method requires a tracking
and accurate book-keeping of the surface elements and their geometry, and hence it is
cumbersome. However, it is able to explain some experimental observations well.

The other method is the phase field model. This model defined the level of the
presence of the conductor material based on a phase field scalar variable.
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The value of the variable defines the phase of the material at any point on a fixed
grid that defined the simulated specimen. The transition from metal material to an
empty void is not sharp as modeled by the first approach, but gradual in terms of
the presence of the material. It requires less book-keeping and seems to be more
computationally efficient.

2.1.2.2.1 Sharp Interface Model

In 1994, Arzt et al. [24] published their work on the investigation of the behavior
of EM-induced voids in narrow, unpassivated aluminum interconnects. Experi-
mentally, it was found that the fatal voids have a specific asymmetric shape with
respect to the electron flow direction. They proposed, to the best of our knowledge,
the first model which attempted to simulate the void shape changes on the basis of
atomic diffusion along the void surface. In their model, they considered an isolated
2D void which extends through the thickness of the line, and atomic diffusion on
the void surface was assumed to be the primary transport mechanism. Depending
on the balance of the arriving and departing atoms at each point on the surface, the
movement and the shape change of a void, in the line was tracked as shown in
Fig. 2.4.

The driving forces for such a behavior were modeled using the surface mass
flux through a surface element; and they considered two types of mass fluxes as
follows

I j
s ¼ �

dDs

XkT
eZ�qjs ð2:26Þ

Ij
s ¼

dDsc
kT

oj
os

ð2:27Þ

Fig. 2.4 The finite element analysis for a sharp interface model. Reprinted from Kraft and Arzt
[25], copyright � 1997, with permission from Elsevier
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where Is
j and Is

j are the mass fluxes along the surface due to the electron wind force
and the curvature of the surface, respectively, d is the film thickness, Ds is the
surface diffusivity, X is the atomic volume, k is the Boltzmann constant, T is the
absolute temperature, e is the charge of an electron, Z* is the effective valence, q is
the resistivity, js is the current density along the surface, c is the surface tension,
j is the curvature, and s is the arc length along the surface.

In their model, the current density distribution was calculated based on the
assumption of a steady flow of an incompressible, non-viscous, circulation-free
liquid, of which the expressions are mathematically identical to the equations of
electrostatics. With the knowledge of current density and mass fluxes, the normal
velocity at each point of the surface can be computed and the resulting equation of
motion of the void surface can be obtained as

vn ¼ X
o I j

s þ Ij
s

� �
os

: ð2:28Þ

However, with their methodology, the inhomogeneous current distribution in
the interconnect around the void was not considered in their model. This non-
uniform current density distribution produces temperature gradients, and thus
results in local changes in the resistivity and diffusivity. These effects are
important for the electromigration failure mechanism in narrow interconnects.

The simulation methodology was thus further modified in their subsequent
report [25]. A FEM was used in the calculation of the current density and the
temperature distribution. A finite difference method was employed for the void
motion and the shape changes computation. Figure 2.5 shows some of their sim-
ulation results of the void motion and the shape changes in an Al metal line.

Fig. 2.5 Simulation of the
development of initially
semi-circular voids with
radius of a 0.8 lm, b 0.6 lm
in a 1 lm wide Al metal line.
Reprinted from Kraft and
Arzt [25], copyright � 1997,
with permission from
Elsevier
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The commercial finite element software ANSYS was used in their modeling.
Also included in their work was the consideration of the crystallographic orien-
tation leading to a surface diffusivity change for different angles of the surface with
respect to the crystal. To model this effect, they incorporated the anisotropy of the
surface diffusivity in the finite element analysis by describing the surface diffu-
sivity as a function of the angle h between the surface tangent and the conductor
line length direction.

In their study, they found that slit voids formed within the grains are likely to be
caused by EM-induced surface diffusion. Under sufficiently high current density,
a rounded void is unstable and will spontaneously collapse into a slit. The pro-
cedure used by Kraft et al. [25] is shown in Fig. 2.6 where an initial void shape is
defined, followed by the computation of the current density and temperature due to
Joule heating, then the calculation on the shape changes of the void surface.
Thereafter, a re-meshing is needed for the modified structure, and the process
repeats itself. With this procedure, void shape evolution and shape stability with
different void geometries can be studied, and the model has the potential of pre-
dicting the lifetime of metal line with certain void shape.

Another similar model was proposed by Wang et al. [26]. In their early studies
[27, 28], they showed that atomic diffusion on the void surface, driven by the
electrical current, can cause a circular void to translate into a slit void. During this
translation process, two forces compete in determining the void shape; one is the
surface tension force and the other is the electron wind force due to the electrical
current. Surface tension force favors the formation of a rounded void, while
electrical current favors a slit void; a rounded void will collapse and become a slit
when the electron wind force dominates.

In their later published work [26], they reviewed the experimental and theo-
retical findings, and provided a numerical simulation of the void shape change.

Fig. 2.6 The flowchart of
numerical simulation of the
void shape change. Reprinted
from Kraft and Arzt [25],
copyright � 1997, with
permission from Elsevier
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Similar to the Kraft’s model, they adopted the sharp interface approach and
assumed that the void shape change was due to the surface diffusion only, con-
sidering all other transport processes as negligibly slow during the void shape
change. This approach utilized the same equations as in Kraft’s model [24] to
model the mass transport. By approximating the void perimeter by many short
straight segments, they formulated a finite element procedure for the shape evo-
lution, as done by Kraft [24].

The difference between the above-mentioned two models lies in the imple-
mentation of the physical system analysis. Wang et al. used a conformal mapping
technique to determine the electric field around the circular void. After that,
the electric potential and the curvature of the void surface were determined, and
then the Galerkin method [29] was used to determine the EM kinetic system. The
Galerkin method will be elaborated in Chap. 3. As a result, their model is capable
of modeling void and surface evolutions, and their results are similar to that
obtained by Kraft et al. [25]. Compared with the FEM by Kraft, Wang’s approach,
while mathematically elegant, is not versatile and is hard to yield more complex
geometry evolutions [30]. Other similar works were reported by Gungor and
Maroudas [31, 32] and Schimschak and Krug [33].

In the sharp interface models developed by many, the common assumption is
that the atomic surface diffusion is the dominant diffusion mechanism, and the
surface diffusion is driven by the electron wind force and the surface tension
force due to the curvature of the void surface only. The anisotropy of the void
surface diffusivity is emphasized, and slit voids will only form in grains with
certain crystallographic orientations. They studied moving boundary problems
entail explicit tracking of the boundary. The interface is described by specifying a
large number of points on it. The same equations were used by them to model the
atomic surface diffusion and the motion of the void surface at each interface
point.

2.1.2.2.2 Phase Field Model

In the Sharp interface model, a lot of interface points are required to accurately
describe the void surface when the void shape is evolving, and the changing
boundary conditions must be implemented at this increasingly numerous set of
points. Thus, the sharp interface model can get very complicated and also tends to
have rather poor numerical stability [34, 35].

On the other hand, if the entire domain is described by a continuously varying
scalar order parameter / which has a value of +1 for region well within the metal
‘‘phase’’ and -1 for region well within the void ‘‘phase’’, and / has a value
between +1 and -1 for the metal–void interface as shown in Fig. 2.7, we have the
phase field model [36].

This model was introduced independently by Fix [37] and Collins and Levine
[38], and it received considerable attention in the context of phenomena associated
with evolving interface. The earliest attempt to use the phase field model for the line
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interconnect failure simulation was reported by Mahadevan and Bradley [35].
In their study, they simulated the time evolution of a perturbation to the edge of a
current carrying, single-crystal, unpassivated metal line. Surface electron wind
force migration, surface self-diffusion due to the current crowding, and the cur-
vature of the void surface were all taken into account. They adopted the same
formula that model the diffusion mechanisms along the void surface used by Kraft
[24], but the idea of a sharp interface between metal and void was abandoned. The
inclusion of the phase field model results in two coupled partial different equations,
with the first one describing the dynamics of the phase field, and the second one
describing the electric field as given below.

�e
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ot
¼ r! � a0 1þ kse r

!
/

� �2
� 	

r!v� e2b0ð/þ 1Þ r!/
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ð2:30Þ

v ¼ e2r2/þ gð/Þ; gð/Þ ¼ ð/� /3Þ=2 ð2:31Þ

and

r! � rð/Þr!UE

h i
¼ 0 ð2:32Þ

where Ds is the surface diffusivity and L is a characteristic length describing the
void which can be taken to be the square root of the void surface area. UE is the
electrical potential, e is a dimensionless constant proportional to the interface
width, M0 is the lattice diffusivity of the phase field, kB is the Boltzmann constant,
ks is the surface tension, T is the temperature, and r is the conductivity.

The phase field model was used for an isolated void in an infinite thin film, and this
method can be easily extended so that it applies to the time evolution of an edge
perturbation in a metal line of finite extent. By solving the phase field equations and

Fig. 2.7 The void simulation
in a phase field model
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the electric field equations numerically, the model provides the time evolution of a
small notch at the edge of a current-carrying single crystal metal line [35]. The model
is able to predict a threshold value of the applied current so that the edge perturbation
will grow into a slit-shaped void that spans the wire. Mahadevan and Bradley also
explained the physical origin of this instability and pointed out the importance of the
crystalline anisotropy and mass transport along the edge of the line.

At nearly the same time as Mahadevan and Bradley, Bhate et al. [39] reported
their own version of the phase field model for simulating the process of electron
wind force migration, curvature-driven surface migration, and the stress-driven
migration. In their work, Bhate et al. [39] briefly discussed the theory of the sharp
interface model and its limitations and disadvantages. They then proposed their
own phase field model. Their approach is based on the introduction of an order
parameter field to characterize the damaged state of an interconnect. The order
parameter takes on distinct uniform values within the material and the void,
varying rapidly from one to the other over narrow interfacial layers associated with
the void surface. They derived the field equations for the order parameters based
on the microforce balance principle of Gurtin [40].

Accordingly, they expressed the free energy of the line as

Fð/;uÞ ¼
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Fð/;r/;uÞdV ¼
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R
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f ð/Þ þ 1

2
u2 r/j j2
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þWðu;/Þ


 �
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ð2:33Þ

where f(/) is the bulk free energy, cs is the isotropic surface energy, u is a
parameter that controls the thickness of the interfacial layer associated with the void
surfaces, and W is the elastic strain energy. The atomic diffusion paths through the
bulk and grain boundary were assumed to be negligible, and the only mode of
transport for atoms was the diffusion along the void surfaces in their model. This is
the same assumption as in most sharp interface models, except that the surface
diffusivity in their model was treated as isotropic. However, this assumption is not
justifiable since it has been proved that the anisotropic diffusivity of atoms along the
void surface has a strong effect on the evolution of void during EM [24].

2.1.3 Summary

From the above discussion, all the 1D EM models are focused on the simulation of
the EM kinetics. The kinetics of EM, such as the EM driving forces due to electron
wind force and vacancy concentration and stress gradients, were simulated through
the calculation of the change in vacancy concentration along the metal line. From
the evolution of the vacancy concentration, the critical location of the metal line
can be identified, and the time to failure can be extracted if reasonable criterion of
failure is given.

The 1D EM modeling is capable of integrating the multiple driving forces to
simulate the kinetic of EM process and evaluating the impact of the properties of
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the metal line on the EM performance, such as the length, the passivation layer,
and the various boundary conditions that represent the interconnect structures in a
simplified manner. However, the real EM process in a metal line is rather com-
plicated. 1D EM modeling is only capable of simulating the simplified scenarios of
EM due to its limitation on dimensionality. The influence of the triple points of the
multiple grain textures, the surrounding materials and the induced thermo-
mechanical stress, the shape of the metal line or the microstructure of the inter-
connects were poorly addressed in the 1D modeling. The consideration of the EM
from thermodynamics aspect, such as the various diffusion paths for atoms dif-
fusion, was highly simplified in the 1D model.

Unlike the 1D EM models, 2D EM models are able to consider the effects of micro-
structure of interconnects and the surrounding material on the EM performance.
However, the difficulties and complexities in the mathematical implementation
increase dramatically as the coupled partial differential equations have to be solved in
multiple dimensions. Rather than tracking the vacancy concentration evolution of a
1D metal line, most of the 2D EM models are based on the formulation and calcu-
lation of the atomic flux due to various driving forces and along various diffusion
paths in the metal line. The typical EM-driving forces include electron wind force,
atomic concentration gradient, temperature gradient, stress gradient and surface
tension. The typical EM diffusion paths include interface diffusion, grain boundary
diffusion, and lattice diffusion inside a grain. Numerical method, such as finite
element analysis, is needed to solve the EM equations in a coupled manner with
current density, temperature, and stress distributions.

Most of the proposed 1D and 2D models investigate the EM within the inter-
connect material itself, and the effect of the surrounding materials on the inter-
connect EM is not taken into consideration. However, as the interconnect line
width goes into 150 nm and below, and with the use of the low-k dielectric, the
impact of the surrounding materials on the interconnect EM becomes significant.
The thermal conduction and the mechanical stiffness of the dielectric materials
surrounding the interconnect structure play a major role in determining the EM
reliability of an interconnect system. In other words, EM studies can no longer be
limited to the interconnect material itself, and one needs to consider the entire
interconnect system. Such a study will require a 3D EM simulation. A more
detailed discussion on the application of finite element analysis for EM simulation
in 3D manner will be given in Chaps. 3 and 4 of this book.

2.2 Review on the Modeling of the Stress-Induced
Voiding (SIV)

Stress-induced voiding is another serious reliability challenge to IC interconnects
for both the Al- or Cu- based metallization. Large thermo-mechanical stress is
developed in interconnects during fabrication and cooling to room and operating
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temperatures, and this initiates stress relaxation and give rise to SIV. The physical
mechanism of the stress development and relaxation have been studied [41, 42].
For example, chip with electroplated Cu interconnects consists of small grains
initially. If the lines are not annealed properly before encapsulation, subsequent
annealing will cause grain growth, resulting in grain growth-induced stress in the
line [43]. The stress-induced voids can deteriorate the EM lifetime of an inter-
connect as observed experimentally [44].

The failure site varies in interconnects under thermo-mechanical stress. Ogawa
et al. reported SIV void formation under via due to grain growth without thorough
annealing [45]. The void in via in the form of copper pull up is attributed to poor
interface adhesion in Cu/FSG interconnects [46]. Hommel et al. also reported SIV
voids along via side walls and via bottom for Cu interconnects [47]. In the
experimental work by An and Ferreira [48], dislocation was observed in wide
interconnect while SIV void was formed in narrow interconnects. Via deformation
was also observed in Cu/SiLK line-via structure [49]. In fact, the type and location
of the failure is strongly dependent on the interconnect geometry, dielectric type,
as well as the microstructure of the interconnects.

Conventional stress measurement methods such as wafer curvature measure-
ments [50, 51], analytical modeling [12], and X-ray diffraction (XRD) methods
have been developed to analyze the stress distribution in interconnect systems [52].
However, these methods are limited to simple test structures and they can only
determine the average stress in the interconnect. On the other hand, FEM can be
performed to determine the stress condition of complex multi-level structures [53,
54]. In this section, we will present a comprehensive review on the physics-based
SIV modeling in the past two decades. The review focuses on four categories: (1)
thermo-mechanical stress modeling; (2) analytical modeling; (3) vacancy and
atomic migration modeling; and (4) stress-induced migration modeling. Each
category provides a unique perspective to help us understand the SIV phenomenon
in interconnects.

2.2.1 Thermo-mechanical Stress Modeling

The characteristics of thermo-mechanical stress in interconnects depend on how
effective the Si substrate and the dielectrics confine the metal interconnect from
expanding freely. Therefore, the thermo-mechanical properties of the dielectrics
and the geometry of the structure can affect the magnitude and nature of the thermo-
mechanical stress greatly. Compared with SiO2, low-k materials are expected to
have poorer mechanical properties and this can lead to severe stress-related prob-
lems in low-k interconnects [55].

Hydrostatic stress and von Mises stress are two important quantities in studying
the stress-induced failure in interconnects. The hydrostatic stress rH and von Mises
stress rV are given as [56]
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3
ð2:34Þ
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where r1, r2, and r3 are the principal stresses in the line along the stress
orthogonal caterisan coordinates.

Hydrostatic stress is proven to be the driving force for void nucleation [57].
On the other hand, von Mises stress, which is normally used as a criterion for
evaluating deformation, does not result in the volumetric changes of the material
[58]. At the early stage of a typical SIV process, under the constraint of the
surrounding materials, the shear stress in an interconnect is relaxed through either
diffusion creep or dislocation glide [59, 60], causing the interconnect to be at a
near perfect hydrostatic state. During the subsequent void-growing process, the
duration of plastic deformation is found to be much shorter than the duration of the
hydrostatic stress relaxation [59], and von Mises stress can therefore be neglected.
In fact, a gradient in hydrostatic stress can still exist after plastic deformation,
which induces SIV subsequently [61].

In the work of Rhee et al., stress behavior of blanket Cu films were studied
through both X-ray diffraction method and FEM [53]. With the help of the FEM,
the effects of scaling, barrier thickness, and low-k dielectrics were studied in their
work. It was found that the hydrostatic stress normal to the surface increase with
decreasing line width while the stress along the line did not change much with line
width. Besides, the severity of SIV formation in low-k interconnect is reduced due
to lesser confinement effect by the surrounding dielectrics. This is due to the fact
that the effective bulk modulus is much smaller for low-k interconnects than that of
SiO2-based interconnects as is also reported in the work of Hou and Tan [62] using

Fig. 2.8 Stress variation from M1 to M2 along the path for the TEOS-embedded and the SiLK-
embedded structures. a Hydrostatic stress, b von Mises stress. Reprinted from Paik et al. [56],
copyright � 2004, with permission from Elsevier
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FEM. On the other hand, the increases in the von Mises stress in low-k intercon-
nect raises the reliability concern for interfacial delamination or plastic defor-
mation in low-k passivated lines [53].

The stress state in M1-via-M2 structures is studied by Paik et al. [56] using
FEM. Two extreme cases were considered in their work, namely TEOS- and SiLK
as dielectrics respectively. The hydrostatic stress and von Mises stress distributions
along M1, via and M2 for TEOS and SiLK-based interconnects are shown in
Fig. 2.8a, b respectively. It was noted that the von Mises stress of the SiLK
structure was much higher than that of the TEOS structures in the via, although the
von Mises stresses in the M1 and M2 lines of SiLK structure were similar to those
of TEOS structures as shown in Fig. 2.8b. This implies that the stress state of via is
significantly different from that of lines and deformation will occur mainly in the
via and not in the lines. Similar modeling work can also be found in other ref-
erences [55, 63].

The scaling effect on the thermo-mechanical stress in interconnect was
addressed in the work of Ho et al. through beam bending measurement [59]. It was
found that with decreasing line dimensions, the confinement due to the sur-
rounding materials was enhanced and the stress level was increased sufficiently to
cause void formation. In their bending beam measurement experiment, Al line
with line width of 3, 1 and 0.5 lm were subjected to thermal cycling from room
temperature to 400�C. The lines behaved more elastic with less stress hysteresis
during thermal cycling with smaller line width as shown in Fig. 2.9. With
decreasing line width, the difference in the magnitude of the stress components
decreases, making the stresses more hydrostatic. For the stress relaxation behavior,
the rate of stress relaxation along the line was the fastest, followed by the stress
component across the line and then the stress normal to the line.

Compared with FEM, analytical modeling of stress components is more useful
to extract quick estimates and to gain a greater insight into the mechanics and
physics of the stress evolution. The early analytical models were based on the
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Fig. 2.9 Stress versus temperature curve of passivated Al(Cu) lines for a 3 lm wide, b 1 lm
wide, and c 0.5 lm wide lines, respectively [59], copyright � 1995 IEEE
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Eshelby theory of inclusions in which the line was modeled as an ellipsoidal
cylinder embedded in an infinite isotropic matrix of the passivation material
[60, 64]. However, these models did not capture the interaction between neigh-
boring lines as well as the elastic properties of the substrate or sharp edges of the
line. These two limitations were later overcome by Wikstrom et al. [65] and the
analytical modeling results were found to be consistent with the FEM calculations.

2.2.2 Analytical Modeling of SIV

Pre-existing micro-voids were found in both wide and narrow Cu interconnects
under thermo-mechanical stress before electromigration (EM) test [66]. These
microvoids can grow during EM and become fatal voids at the cathode end of an
interconnect [44]. Shen et al. found that a large stress-induced void was more
prone to growth during subsequent EM test [67]. Many studies have been carried
out to investigate SIV from different perspectives such as the quality of passivation
layer [68], the mechanical strength of interlayer dielectrics (ILD) [53], the
microstructure of the film [69], and they were indeed found to affect the thermo-
mechanical stress in metallization and hence its SIV lifetime. Detailed information
of such factors is incompletely known however, and will probably never be pre-
cisely controlled in fabrication. There is no single model that accounts for all the
aspects of SIV. Therefore, it is desirable to consider the physics of the phenom-
enon semi-quantitatively and different analytical models will be discussed here.

2.2.2.1 Saturate Void Volume

An encapsulated metal line is stress free at high temperature T0, and it is com-
monly known as stress free temperature (SFT). As the total number of atoms in the
line is constant at all time, when the line is cooled down to storage temperature T,
the thermo-mechanical stress is generated due to the mismatch in the coefficient of
thermal expansion (CTE) of the interconnect and the surrounding materials. Void
space is then created in order to release the resulting stress, and upon complete
relaxation, the void volume will be saturated. The saturated void volume (VSV) is
given by Suo [70]

VSV ¼ 3 � Da � T0 � Tð ÞV ð2:36Þ

where V is the volume of the metal line and Da is the effective thermal expansion
mismatch strain, i.e., the difference in the CTE between the metal line and its
surrounding materials. For silica-based interconnect structure, since the metals
have much larger CTE than that of the surrounding materials, we can use the CTE
of Cu in the estimation. Using the typical values of 18 9 10-6/K for Da and 300 K
for (T0 - T) [70], the void volume fraction is evaluated to be 1.62% for Cu
interconnects.
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2.2.2.2 Void Initiation

Within the context of continuum mechanics, SIV is one of the means to release the
stored strain energy of an interconnect system by mass redistribution. Considering
a tiny void in a metal line under thermo-mechanical stress, the void can change its
size by relocating atoms on its surface to area in the metal far away from the void
under stress gradient-induced driving force. In this process, the void increases its
surface area and hence the free energy increases. During this process, work is done
by the thermo-mechanical stress, reducing the free energy of the system.

Considering interconnects without tiny void under the thermo-mechanical stress
as the ground state, the system has zero free energy. Now, the current state has a
void of radius a. Assuming the void is in spherical shape, and let c be the surface
energy per unit area. By creating the void, a surface of area of 4pa2 is exposed,
raising the free energy of the system by c4pa2. At the same time, atoms occupying
the volume of 4pa3/3 is relocated from the void, allowing the remote stress to do
the work by r4pa3/3. Thus, the free energy of the system, relative to that of solid
with no void is

FðaÞ ¼ 4pa2c� 4
3

pa3r ð2:37Þ

Figure 2.10 shows the free energy as a function of the void radius. Based on
Eq. 2.37, the critical void radius is given by a* = 2c/r. One can see from Fig. 2.10
that when the void is small, the surface energy dominates, and the void will shrink
to reduce the free energy, rendering no void formation after some time. When the
void is large, the stress dominates, and the void will grow to reduce the free
energy. The critical void radius a* exists when the free energy is maximum. Using
typical values of 1 J/m2 for c and 200 MPa for r in Al(Cu) material [71], the
critical radius is evaluated to be 10 nm. Such void size is used in the work of Hou
and Tan for the simulation of thermo-mechanical stress in the presence of the
mini-void [71].

Fig. 2.10 The free energy as
a function of radius.
Reprinted from Suo [70],
copyright � 2003, with
permission from Elsevier
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2.2.2.3 Lifetime Formulations

The stress evolution during SIV can be described by the following [72, 73],

drH

dt
¼ Kr2rH ð2:38Þ

where t is the time, rH is the local hydrostatic stress driving the mass transport, and
K is the effective diffusivity defined as K ¼ DBX

kBT . Here, D is the atomic diffusivity,

X is the atomic volume, kB is the Boltzmann’s constant, T is the local temperature,
and B is the effective bulk modulus which describes the confinement effect of the
surrounding materials on the metal line. Equation 2.38 governs the stress evolution
in interconnects. The analytic solutions of Eq. 2.38 for 1D and 2D line structures
can be found in the works from Zhai and Blish [73]. For the case of 1D, it is given as
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Equation 2.39 represents the analytical stress solution for 1D line structure
where mn = (2n ? 1)p/2 and L is the length of the interconnect. This 1D model
represents the intermediate and later stage for a typical SIV process where the
diffusion length is much larger than the line width.

For a 2D line structure, the solution of Eq. 2.38 is given as

rðr; tÞ ¼ r0 � erf r=
ffiffiffiffiffiffiffiffi
4Kt
p� �

ð2:40Þ

Equation 2.40 is the analytical stress solution for 2D line structure where r = 0
is the origin or the void nucleation site. This 2D model represents the early stage of
SIV where the diffusion length is shorter than the line width.

Equations 2.39 and 2.40 form a simplified stress evolution model for SIV,
which contains some of the most fundamental perspectives including effective
diffusivity, line length, time, and initial stress.

Assume an initial flaw exist in a metal line and is large enough that the stress
near the flaw is zero. In this case, Eq. 2.38 is identical to the usual diffusion
equation with K acts as the diffusivity. The solution to this initial-boundary value
problem is well known, and the time for a void to relax a segment of interconnect
of length l is [70]

tl�
L2kT

DBX
: ð2:41Þ

Assume a void length of L constitutes the failure, the SIV lifetime is approx-
imated as [70]

tlife /
1

B ðam � adÞðT0 � TÞ½ �2
exp

EA

kBT

� �
: ð2:42Þ

28 2 Physics-Based Modeling for ULSI Interconnections Failure Mechanisms



This effective bulk modulus B is dependent on the cross section of the inter-
connect as well as dielectric materials, and one can therefore inferred from Eq.
2.40 that a structure with a smaller B will lead to a longer SIV lifetime, if other
things being the same.

Fischer et al. proposed another model to formulate the SIV lifetime [47, 74].
Their derivation was based on the assumption that the change in the plastic strain
leads to an increase of the void volume which is proportional to the increase of the
line resistance. With this assumption, they derived the median time to failure
(MTF) for SIV as follows

tlife / C
T

T0 � T
exp

EA

kT

� �
ð2:43Þ

where C is independent on temperature and represents a specific constant for a set
of identical test structures.

The temperature exponents in Eqs. 2.42 and 2.43 are different, and different
temperature exponent can lead to a deviation of the estimated activation energy. In
the recent work by Hou et al. [71], the SIV lifetime formulations were derived
from the energy perspective. They found that the temperature exponent in the SIV
lifetime formulations was determined by the available diffusion paths for the
interconnect atoms and the interconnect geometry. Based on the diffusion path-
ways available, they classified the SIV process into three categories as linear,
square, and cubic as shown in Fig. 2.11a–c.

The generalized expression for the SIV lifetime is expressed as [75]

tlife / C
T

ðT0 � TÞN
exp

EA

kBT

� �
ð2:44Þ

where N is the temperature exponent depending on interconnect geometry and
microstructures and C is independent on temperature. N is equal to 4, 2, and 4/3 for
the linear, square and cubic cases respectively.

Equation 2.44 implies that the failure time approaches infinity when SIV test is
carried out at either the SFT T0, or the absolute 0 K. As the test temperature
increases from 0 K, the tensile thermo-mechanical stress decreases linearly and the
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Fig. 2.11 Three cases of stress relaxation volume evolution are indicated by the grey area. The
relationship between the stress relaxation volume and diffusion length is categorized as a linear,
b square, and c cubic. Reprinted with permission from Tan and Hou [75], copyright � 2007,
American Institute of Physics

2.2 Review on the Modeling of SIV 29



diffusivity increases exponentially. As a consequence, the SIV lifetime decreases
with temperature up to a critical point, above which the lifetime increases with
increasing temperature. Therefore, to maximize acceleration in reliability test, SIV
should be performed around Tcrit. This Tcrit can be determined by differentiating
Eq. 2.44 with respect to T, and we have

Tcrit ¼
2EAT0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEA � kBT0Þ2 þ 4EAT0kBN
q

þ EA þ kBT0

: ð2:45Þ

Equation 2.45 reveals that Tcrit is dependent on the activation energy,
temperature exponent, and SFT.

Compared with the work of Ogawa et al. [76], where EA was given as 0.74 eV
and T0 was found to be 270�C, Tcrit is evaluated to be within 172–228�C using
Eq. 2.45 for the different value of N used, and the computed Tcrit agrees well with
their experimental observations of 190�C. In the recent work of An et al. [48]
where the grain boundary diffusion was found to be as important as the interface
diffusion, we use the temperature exponent of 4/3 for Eq. 2.45 with EA at 0.74 eV
as in the previous case, the critical temperature evaluated from Eq. 2.45 is around
255�C, in good agreement with the experimentally observed 250�C. For Al
interconnects, Fischer et al. also reported the similar critical temperature for Al
interconnects at slightly higher activation energy [74].

2.2.3 Vacancy and Atomic Migration Model

SIV phenomenon occurs during storage test for long periods and is accelerated at
high temperature storage. Numerous vacancies are generated thermodynamically
in the metal interconnect at high temperatures, and they migrate due to the stress
gradient and accumulate at vacancy sinks in the interconnect. The accumulation of
the vacancies leads to the formation of voids. Based on the fact that vacancy
migration and void growth are enhanced by the thermo-mechanical stress, stress-
induced vacancy model was proposed in Aoyagi’s early work [77]. In his work, the
vacancy distribution was directly correlated with the thermo-mechanical stress
distributions based on the stress-induced vacancy model, and the thermo-
mechanical stress distribution was simulated using FEM. The SIV weak point was
predicted to be near interconnect sidewalls and it was in qualitative agreement
with the experimental results for Al interconnects.

The temperature characteristics of SIV was studied through the model of
Aoyagi [78]. The vacancy concentration C under stress is given by Flinn [57],

C ¼ exp � EF

kBT

� �
exp

SF

kB

� �
exp

rX
kBT

� �
ð2:46Þ
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where EF is the single-vacancy formation energy, SF is the single-vacancy for-
mation entropy, X is the vacancy volume, and r is the stress which is defined to be
positive for tensile stress. Here, the vacancy concentration C is defined as the ratio
of the number of vacancies to the number of atoms constituting the metal.

When vacancy sinks (e.g. defects) exist in the interconnect under tensile stress,
the vacancies migrate to the vacancy sinks. The driving force of the migration of
vacancies is the difference of the stresses on the void surface which is zero and the
residual thermo-mechanical stress in the interconnect. Aoyagi’s study revealed
that the temperature characteristics of the vacancy flux has a peak at a certain
temperature which changes due to stress relaxation [78].

Later on, Aoyagi also performed numerical simulation to evaluate the resistance
change in interconnect during the SIV process [79]. He considered a simplified
slit-like void as shown in Fig. 2.12. The atomic migration model was based on the
migration of atoms due to the thermo-mechanical stress gradient present in
interconnects.

The atomic flux J in the SIV process can be expressed as [79]

J ¼ D

kBT
Natomr rXð Þ ð2:47Þ

where D is the atomic diffusion coefficient, Natom is the number of atoms, X is the
atomic volume, and r is the thermo-mechanical stress which is defined to be
positive for a tensile stress. In general, the diffusion coefficient is enhanced at a
higher temperature or under a tensile stress as given by Aoyagi [79]

D ¼ D0 exp � Em

kBT

� �
exp

rX
kBT

� �
ð2:48Þ

where Em is the activation energy for the self-diffusion of atoms and D0 is the
diffusion constant. The relationship between resistance change, storage tempera-
ture, storage time, and void width is shown in Fig. 2.13a–d. We can see that the
interconnects disconnect suddenly after a certain storage time, depending on the
storage temperature.

Fig. 2.12 Top view of an
interconnection with a slit-
like void for the simulation.
Reprinted from Aoyagi [79],
copyright � 2006, with
permission from Elsevier
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2.2.4 SIV for Nano-interconnects

Replacing SiO2 with low-k materials results in a decrease of the tri-axial stress in
Cu [80]. However, it is still under debate whether the SIV performance for
low-k interconnects improves or degrades when compared with that in SiO2-
based interconnects. Bruynseraede et al. [81] stated that SIV shall improve due to a
lower density of nano-defects generated by the plastic deformation in low-
k interconnects. Suo [82] also reported that low-k interconnect should be more SIV

Fig. 2.13 Change in the line resistance and void width as a function of storage time for
aluminum interconnect with the storage temperature as a parameter. a, b The void is 1 nm long
and 100 nm wide in its initial stage. c, d The void is 50 nm long and 100 nm wide in its initial
stage. Reprinted from Aoyagi [79], copyright � 2006, with permission from Elsevier
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resistant due to a reduced effective bulk modulus. However, Gan et al. [83]
demonstrated that low-k interconnects suffered more from SIV at via bottom due to
a higher stress gradient despite a lower thermo-mechanical stress.

Based on the recent SIV model proposed by Tan and Hou [75], SIV perfor-
mance for the low-k interconnects depends on the compromise between the con-
finement and the passivation effects. Since the passivation condition is highly
process dependent, if one can assume that the passivation on Cu surface is the
same for both Cu/SiO2 and Cu/low-k interconnects, Cu/low-k interconnects will
outperform its counterpart in SIV due to a lower thermo-mechanical stress. In
reality, the passivation condition is poorer for Cu/low-k interconnect as indicated
by a lower interface energy for low-k interconnects [84]. In short, the SIV per-
formance for Cu/low-k interconnects is strongly dependent on the process and
materials used during fabrication.

When interconnect is scaling down to 0.16 lm, the thermo-mechanical stress
will increase slightly as shown by Tan et al. [85] using FEM. Their simulation
model is based on the classical continuum mechanics which is intrinsically size
independent. However, when the line width is scaled down further into nano-
regime, elastic properties of the interconnects become size dependent, and a
qualitative departure from classical mechanics is expected. Sharma et al. [86]
demonstrated that the thermo-mechanical stress decreases at line width goes below
50 nm by considering the size dependency in elasticity. The finite element analysis
incorporating the size-dependent effects are still lacking for interconnects below
100 nm.

Besides the SIV, large von Mises stress in interconnects may also cause reli-
ability problems, particularly for Cu/low-k interconnects. Paik et al. [63] showed
that the von Mises stress in low-k interconnects is larger than that of the SiO2-
based interconnect, through finite element analysis. A large von Mises stress
within the interconnect system would result in failures in the form of plastic
deformation. For instance, via barrier layer cracking is reported by Paik et al. [56]

Fig. 2.14 Stabilized stress–
temperature response for
passivated Cu films of
various thicknesses.
Reprinted from Shen and
Ramamurty [90], copyright
� 2003, with permission
from Elsevier
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in low-k interconnect due to the high von Mises stress at via region. In fact, owing
to the reduced fracture energy of the low-k materials [87], dielectric failure is
becoming important for nano-interconnects with low-k dielectric [88].

As line width is scaling down, plastic deformation is less likely to happen due
probably to the increased elasticity of the interconnects [89]. The enhancement in
elasticity of interconnect was confirmed by Shen and Ramamurty [90] who found that
the hysteresis loop becomes smaller with decreasing film thickness during thermal
cycling as shown in Fig. 2.14, implying increasing difficulty of plastic deformation.
Recently, Budiman et al. [52] also reported that the plastic deformation was less
likely to happen in narrower interconnects by synchrotron X-ray microdiffraction
measurements.

2.2.5 Summary

Stress-induced voiding is a serious reliability problem in metal interconnects.
In this chapter, we review the progress on the physics-based SIV modeling from
four aspects, namely the thermo-mechanical stress modeling, analytical modeling,
vacancy and atomic migration model, and stress migration for nano-interconnects.
Each category provides a unique perspective for us to understand the physics of
SIV process.
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