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Abstract This chapter reviews the functional anatomical bases of visual perception 
in the retina, the lateral geniculate nucleus (LGN) in the visual thalamus, the 
primary visual cortex (area V1, also called the striate cortex, and Brodmann area 17), 
and the extrastriate visual cortical areas of the dorsal and ventral pathways.

The sections dedicated to the retina and LGN review the basic anatomical and 
laminar organization of these two areas, as well as their retinotopic organization 
and receptive field structure. We also describe the anatomical and functional differ-
ences among the magnocellular, parvocelullar and koniocellular pathways.

The section dedicated to area V1 reviews the functional maps in this area (retino-
topic map, ocular dominance map, orientation selectivity map), as well as their 
anatomical relationship to each other. Special attention is given to the modular 
columnar organization of area V1, and to the various receptive field classes in V1 
neurons.

The section dedicated to extrastriate cortical visual areas describes the “where” 
and “what” pathways in the dorsal and ventral visual streams, and their respective 
physiological functions.

The temporal dynamics of neurons throughout the visual pathway are critical to 
understanding visibility and neural information processing. We discuss the role of 
lateral inhibition circuits in processing spatiotemporal edges, corners, and in the 
temporal dynamics of vision.

We also discuss the effects of eye movements on visual physiology and percep-
tion in early visual areas. Our visual and oculomotor systems must achieve a very 
delicate balance: insufficient eye movements lead to adaptation and visual fading, 
whereas excessive motion of the eyes produces blurring and unstable vision during 
fixation. These issues are very important for neural prosthetics, in which electrodes 
are stabilized on the substrate.
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Finally, another critical issue for neural prosthetics concerns the neural code for 
visual perception: How can the electrical activity of a neuron, or a neuronal popula-
tion, encode and transmit visual information about an object? Here we will discuss 
how neurons of early visual areas may communicate information about the visible 
world to each other.

Abbreviations

area MST Medial superior temporal area
area MT Middle temporal visual area
area V1 Primary visual cortex
DOG Difference of gaussians
GABA Gamma-aminobutyric acid
LGN Lateral geniculate nucleus

2.1  Introduction

The process of “seeing” is complex and not well understood. But we do know that 
individual neurons in the early visual system are tuned to stimuli with specific 
attributes (such as color, shape, brightness, position on the retina, etc.). The recep-
tive field of a visual neuron is the area of the visual field (or its corresponding 
region on the retina) that when stimulated (by light or electrical impulses) can influence 
the response of the neuron (Fig. 2.1). Visual stimuli outside a neuron’s receptive field 

Fig. 2.1 Activation of retinal photoreceptors and their corresponding receptive fields during visual 
exploration. The eye focuses light that is reflected from the visual image onto the retina, upside 
down and backwards. Adjacent photoreceptors within the retina are activated by adjacent points of 
light from the painting. Figure by the Barrow Neurological Institute Illustrations Department
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produce no effect on the neuron’s responses. Understanding the precise receptive 
field structure of a given neuron is crucial to understanding and predicting its 
responses to specific stimuli. For instance, some early receptive fields have a spatial 
substructure (while others do not), and stimulating their different subregions results 
in increases or decreases in neural activity. A visual neural prosthesis should ultimately 
replace the visual processing represented by the receptive fields at a given 
(damaged or otherwise impaired) stage of the visual hierarchy. A close replication 
of the output of the replaced neurons will ensure that the healthy tissue farther 
along the visual pathway receives properly structured inputs.

2.2  Retina

2.2.1  Anatomy

Vision starts in the retina: it is here where photons are converted into electrical signals, 
to be then interpreted by the brain to construct our perception of the visual world.

The retina has the shape of a bowl (about 0.4 mm thick in adult humans). It is a 
well organized structure with three main layers (called the nuclear layers) of 
 neuronal bodies. These main layers are separated by two other layers containing 
synapses made by axons and dendrites (called the plexiform layers). The basic 
 retinal cell classes and their  interconnections were revealed by Ramón y Cajal over 
a century ago [175] (Fig. 2.2).

Fig. 2.2 Retinal layers. (a) Light micrograph of a vertical section of the human retina from [29]. 
(b) Cross-sectional microscopic drawing by Ramón y Cajal from [127, 176]
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The functional anatomy of the retina is enormously rich and complicated. A short 
overview is provided here, to set a basis to understand the next few stages of the 
visual hierarchy.

The three nuclear layers are the photoreceptor layer (which lies on the back on 
the retina, farthest from the light coming in), the inner nuclear cell layer (in the 
middle) and the ganglion cell layer (nearest to the center of the eye).

Photoreceptor layer: light is transduced into electrical signals by photoreceptors: 
rods and cones. Cones are not sensitive to dim light, but under photopic conditions 
(bright light) they are responsible for fine detail and color vision. Rods are respon-
sible for our vision under scotopic conditions (dim light), and saturate when the 
level of light is high. Rods and cones are distributed across the retina with very 
different profiles: in the fovea, where our fine vision is most detailed, cones are 
very densely packed (up to 160,000 cones/mm2) but cone density drops rapidly as 
we move away from the fovea. Rods are absent from the fovea [190], but their 
density rises quickly to reach a peak at an eccentricity between 5 and 7 mm, beyond 
which they steadily decline in number [45, 46, 164]. Humans have one type of rod 
and three types of cones. The three types of cones, responsible for color vision, are 
called L (or red) cones, M (or green) cones, and S (or blue) cones, and they are most 
sensitive to different segments of the spectrum of light: L cones are most sensi-
tive to long wavelengths (peak sensitivity at 564 nm), M cones are most sensitive 
to middle wavelengths (peak sensitivity at 533 nm) and S cones are most sensitive to 
short wavelengths (peak sensitivity at 437 nm) [32, 33, 131]. L, M, and S cones are 
distributed in the retina in a particular way: only 10% of the cones are S cones, and 
they are absent from the fovea. Although L cones and M cones are randomly inter-
mixed, there are ~2 times more L cones than M cones [1, 41, 44, 152, 187].

Inner nuclear layer: contains three classes of neurons: horizontal cells, bipolar 
cells, and amacrine cells. Horizontal cells have their bodies in the inner nuclear 
layer and connect to photoreceptors (through chemical synapses) and other hori-
zontal cells (through gap junctions) in the outer plexiform layer [223]. Horizontal 
cells receive input from photoreceptors, but they also give output to the same pho-
toreceptors, providing lateral inhibition, which acts to enhance spatial differences 
in photoreceptor activation at the level of the bipolar cells [49, 222]. There are over 
13 different types of bipolar cells [30, 105] and all of them have some dendritic 
processes in the outer plexiform layer, the soma in the inner nuclear layer and some 
axon terminals in the inner plexiform layer [66]. The dendritic processes of a bipo-
lar cell receive input from one type of photoreceptor (either from cones or from 
rods, but never from both) [186]. Each bipolar cell then conveys its response to the 
inner plexiform layer, where it contacts both amacrine and ganglion cells [49]. 
Amacrine cells (over 30 different types), receive input from bipolar cells and other 
amacrine cells, and pass their messages onto bipolar cells, other amacrine cells, and 
ganglion cells [50, 128]. Different types of amacrine cells may have different func-
tions in retinal processing, but their specific roles remain unknown for the most part.

Ganglion cell layer: there are more than 20 different ganglion cell types [105], and 
many of them are specialized on coding some particular aspect of the visual world 
such as sign-of-contrast and color [186]. Ganglion cells receive their input from 
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amacrine and bipolar cells, and send their outputs to the brain in the form of action 
potentials through the optic nerve. These are the first cells in the visual pathway that 
produce action potentials (all-or-none) as their output; all the previous cell classes 
(photoreceptors, horizontal, bipolar and amacrine cells) release their neurotrans-
mitters in response to graded potentials. Even though there are over 20 different types 
of ganglion cells, two of them account for almost 80% of the ganglion cell population 
[171]: the midget and the parasol ganglion cells, named by Polyak [173]. Near the 
fovea each midget ganglion cell receives direct input from only one midget bipolar 
cell [104, 106] and thus has a very small and compact receptive field (it collects input 
from a small number of cones). Parasol cells receive their direct input from diffuse 
bipolar cells, have larger dendritic fields, and thus receive input from many more 
cones [224]. The dendritic field size increases with eccentricity for both types of cells 
[48, 51, 224]. Away from the fovea, the increase in dendritic field size with retinal 
eccentricity is more or less matched by a decrease in spatial density, so the amount of 
retina covered is approximately constant over most of the retina [224].

2.2.2  Physiology and Receptive Fields

The receptive fields of ganglion cells in the retina are approximately circular and 
have functionally distinct central and peripheral regions (called center and sur-
round); stimulation of these two regions produces opposite and antagonistic effects 
upon the activity of the ganglion cells. Ganglion cells respond optimally to differen-
tial illumination of the receptive field center and surround. Diffuse illumination of 
the whole receptive field produces only weak responses. There are two main types 
of center-surround receptive fields: on-center receptive fields respond best to light 
falling on the center, and darkness falling on the surround; off-center receptive fields 
respond best to darkness on the center and light on the surround (Fig. 2.3).  
The properties of center-surround receptive fields change during scotopic conditions: 
the size of the receptive field center usually increases, the surround strength dimin-
ishes and there is a longer latency for the response [16, 28, 65, 144, 156, 167].

Werblin and Dowling [225], and Kaneko [99] discovered that bipolar cells also 
have center-surround receptive fields.

Fig. 2.3 Concentric recep-
tive fields of retinal ganglion 
neurons
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In the dark, photoreceptors are depolarized and continuously active [205], 
releasing glutamate to bipolar and horizontal cells. When light arrives and the photo 
pigments bleach within a photoreceptor, that photoreceptor hyperpolarizes, and 
the amount of glutamate released decreases in a graded manner, as a function of the 
number of photons [204]. All photoreceptors use the same neurotransmitter, glutamate, 
and so on-center and off-center bipolar cells acquire their preference by having one 
of two types of glutamate receptor [150]:

On-center bipolar cells have metabotropic receptors that make the cell hyperpolarize  –
when they receive glutamate [159, 199]. When light hits photoreceptors, they 
hyperpolarize and release less glutamate. This reduces the inhibition in the bipolar 
cells that therefore increase their activity. In the dark, photoreceptors depolarize 
and release more glutamate. Therefore the bipolar cells hyperpolarize.
Off-center bipolar cells have ionotropic receptors that depolarize the cell when  –
receiving glutamate [161, 200]. In this case, when light arrives to the retina,  
the photoreceptors hyperpolarize and release less glutamate. Consequently, the 
bipolar cells decrease their activity. In the dark, the photoreceptors depolarize 
and release more glutamate. As a consequence, the bipolar cells depolarize.

Both on- and off-bipolar cells make the same kind of contacts in the inner plexiform 
layer. All bipolar cells release glutamate as their neurotransmitter and all the ganglion 
cells have ionotropic receptors: therefore, ganglion cells that receive input from on-
center bipolar cells are also on-center. Ganglion cells that receive input from off-center 
bipolar cells are off-center [186]. In 1978 Nelson et al. discovered that there is a clear 
anatomical difference between on- and off-bipolar cells: they synapse onto ganglion 
and amacrine cells within different sublayers within the inner plexiform layer. The 
off-center bipolar dendrites make synapses closer to the inner nuclear layer whereas 
the on-center bipolar dendrites terminate closer to the ganglion cell layer [47, 160].

As described earlier, there are two predominant types of ganglion cells: midget 
and parasol [173]. Both types of ganglion cells have center-surround receptive 
fields with similar spatial organization, but physiological studies have described 
several differences between them: parasol cells respond more transiently to light 
onset or offset than midget cells [82]; parasol cells have larger receptive fields cen-
ters than midget cells at the same eccentricity [55]; most midget cells have spectral 
selectivity and antagonism while most parasol cells do not [55, 57, 82]; parasol 
cells respond much more vigorously than midget cells to small changes in lumi-
nance contrast [102]. The anatomical and functional differences between midget 
and parasol cells lead to two different visual pathways that remain segregated 
throughout the early visual system. The parvocellular pathway starts with the 
midget cells and is very sensitive to color and spatial frequency. The magnocellular 
pathway starts with the parasol cells and is most sensitive to luminance contrast and 
temporal frequency.

Due to the center-surround organization of the ganglion cell receptive fields, 
these neurons are quite insensitive to changes in overall levels of luminance. They 
signal differences within their receptive fields by comparing the degree of illumination 
between the center and the surround.
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2.3  LGN

All retinal ganglion cells send their axons to the brain via the optic nerve. The 
axons decussate at the optic chiasm, so the information from each nasal hemiret-
ina is sent to the contralateral hemisphere. Retinal ganglion cells project to three 
major subcortical targets: the pretectum, the superior colliculus, and the lateral 
geniculate nucleus (LGN) of the thalamus. The LGN is the principal structure 
that sends visual information to the visual cortex, with input from 90% of the reti-
nal ganglion cells. The LGN is laid out so that neighboring neurons are stimu-
lated by adjacent regions in visual space. This property is called retinotopic 
organization.

In primates, the LGN contains six layers of cell bodies that can be classified 
in two groups according to their histological characteristics: the two bottom layers 
(ventral) contain large cell bodies and are called magnocellular layers; cells in the 
four upper layers (dorsal) are smaller and are called the parvocellular layers. The 
parvocellular layers receive their main inputs from the midget ganglion cells in 
the retina. The magnocellular layers receive their main inputs from parasol gan-
glion cells [42, 109, 170, 189, 192]. Between each of the magno and parvo layers 
lies a zone of very small cells: the koniocellular layers. Konio cells are function-
ally and neurochemically distinct from magno and parvo cells [87]. The finest 
caliber retinal axons, presumably originating from retinal ganglion cells that are 
morphologically distinct from those projecting to magno and parvo layers [109], 
innervate the koniocellular layers [42]. The koniocellular pathway starts with the 
small bistratified ganglion cells of the retina that are sensitive to blue (or S-cone) 
activation. The koniocellular layers interdigitate between the primary six layers 
of the LGN [86].

Each LGN receives input from both eyes, but the input from each eye is seg-
regated to different monocular layers: layers 1, 3, and 6 get input from the con-
tralateral eye, whereas layers 2, 4, and 5 get input from the ipsilateral eye [94].

Hubel and Wiesel discovered that LGN receptive fields have a similar center-
surround configuration to retinal ganglion cells, however the suppressive strength 
of the surround is stronger than in retinal cells [90].

Virtually all parvocellular cells (99%) present linear spatial summation. That is, 
the response to two elements presented simultaneously to the receptive field equals 
the sum of the response to each of the elements presented separately. About 75% 
of magnocellular cells are also linear, the other 25% are not [101].

The LGN is often called a relay nucleus because it is the only structure 
between the retina and the cortex. However, LGN neurons are part of a complex 
circuit that involves ascending, descending and recurrent sets of neuronal con-
nections [5, 194, 201]. The major source of descending input comes from neu-
rons in layer 6 of V1. These feedback connections can be excitatory (through 
direct monosynaptic connections) or inhibitory (through inhibitory interneurons 
in the LGN or the reticular nucleus of the thalamus) [67, 83]. The functions of 
the corticothalamic pathway are still under discussion [5]. These connections 
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could help to explain LGN neurons’ extra-classical receptive field properties, 
such as the effects of suppressive field [5, 27, 38, 158]. It is generally agreed that 
these feedback connections act by modulating the responsiveness of the LGN 
neurons, and not by driving the actual responses [193]. It is possible that the 
major role of feedback in the visual system is to maintain top-down attention 
[124, 125].

2.4  V1

2.4.1  Anatomy

LGN neurons send their axons through the optic radiations to the back of the brain, 
where the primary visual cortex, area V1, is located. V1 is virtually the only target 
of primate LGN neurons [19, 35]. The magnocellular and parvocellular pathways 
that started in the retina remain largely separated.

V1, like most cortical areas, has six main layers [31]. Most of the LGN inputs 
arrive to layer 4, which is divided in four sublayers: sublayer 4C  receives axons 
mostly from magnocellular neurons. Sublayer 4C  (and sublayer 4A to a lesser 
extent) receives axons mostly from parvocellular neurons. Layer 6 receives weak 
input from collaterals of the same LGN axons that provide strong input to layer 4C 
[22, 85, 94, 116]. Neurons from the koniocellular layers in the LGN send their 
axons to layer 1 and layers 2–3 [87, 112].

Layer 4C  sends its output to 4B [37, 72, 117]. Axons from neurons in 4C  
terminate in the deepest part of layer 3 [37, 72, 107]. Layers 2, 3, and 4B proj-
ect mainly to other cortical regions [36] and also send axons to layer 5 [23]. 
Layer 5 projects back to layers 4B, 2, 3 [37] and to the superior colliculus 
[118]. Layer 6 projects to the LGN [73, 227] and also sends axons to several 
V1 layers [117, 227]. Many of the projection pyramidal cells in layers 2, 3, 4B, 
5 and 6 have collaterals that connect locally. Layer 1 contains few cell bodies, 
but many axons and dendrites synapse there [119]. Figure 2.4 shows a sche-
matic representation of the main connections.

In addition to the feedforward input coming from the LGN, V1 receives direct 
feedback from areas V2, V3, V4, V5 (or MT), MST, FEF, LIP and inferotemporal 
cortex [17, 169, 184, 196, 203, 213, 214]. The projections from these areas termi-
nate in layers 1, 2, and 5 of V1, with occasional arbors in layer 3 [185, 197].

2.4.2  Physiology and Receptive Fields

In primates, the receptive fields of most V1 input neurons (layer 4C) have the same 
center-surround organization as the LGN neurons they receive direct input from 
[18, 21, 34, 113, 172]. Outside of layer 4C, the receptive field structure is very 



312 Vision’s First Steps: Anatomy, Physiology, and Perception in the Early Visual System

different and we can distinguish two main groups of cells according to their receptive 
field type: simple cells and complex cells [91].

Simple cells: Hubel and Wiesel first described the receptive fields of “simple cells” 
in area V1 [89]. The receptive fields of simple cells are organized in distinct 
 elongated on and off antagonistic subregions, whose spatial arrangement deter-
mines the responses of the neuron to different stimuli. Simple cells are selective to 
the orientation and spatial frequency of the stimulus (Fig. 2.5). The response of 
simple neurons is reduced when there is a mismatch between the light and dark 
parts of the stimulus and the on- and off-regions of the receptive field. By testing 
the neuron’s responses to different stimuli, it is possible to generate tuning curves 
for orientation and spatial frequency.

Hubel and Wiesel [91] proposed that each simple cell gets its input from an array 
of center-surround receptive fields of the same sign that have their centers arranged 

Fig. 2.4 Schematic representation of V1 inputs, outputs and vertical interconnections. (a) From 
[88]. (b) From [36]

Fig. 2.5 (a) Schematic representation of simple cell receptive fields with different orientations 
and number of subregions. (b) Receptive field selective to vertical orientations. A vertical light bar 
over the excitatory region is the optimal stimulus (left). A non-vertical light bar (right) that par-
tially falls on the inhibitory regions makes the cell fire less. (c) Cell stimulated with a bar of the 
preferred spatial frequency (left) and with a bar that is too wide and thus falls on the opposite 
contrast subregions
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along a straight line on the retina. The synapses from the center-surround receptive 
fields to the simple cell are excitatory and this gives the simple receptive fields its 
elongated shape and orientation selectivity (Fig. 2.6). Recent studies have provided 
strong support for this model [9, 69–71, 180, 216].

Complex cells: complex cells in the primary visual cortex, discovered by Hubel 
and Wiesel, are selective to the orientation and spatial frequency of stimuli (like 
simple cells) but their receptive fields do not have distinctive on and off subregions 
[91]. Consequently, complex receptive fields are invariant to the spatial phase (posi-
tion of the stimulus within the receptive field) and contrast polarity of the stimulus. 
When a single bar is presented within the receptive field, complex cells respond 
equally well regardless of the bar’s position and contrast, as long as the bar has the 
preferred orientation and width (Fig. 2.7). When pairs of bars are presented simul-
taneously within the receptive field, complex cells exhibit nonlinearity in spatial 
summation [91]: the response to simultaneous presentation of two stimuli cannot 
be predicted from the sum of the responses to the two stimuli presented individually. 

Fig. 2.6 Schematic representation of the feed forward excitatory model proposed by Hubel and 
Wiesel in 1962. From [91]

Fig. 2.7 A complex cell 
gives the same response to 
bars anywhere within the 
receptive field, and does not 
prefer either light or dark bars
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This is a fundamental property of complex cells; simple cells are more or less linear 
[39, 91, 155, 182].

The circuits that gives rise to complex cells is not fully understood; there are 
several different hypotheses in the literature, some of which are shown in Fig. 2.8. 
The “cascade model” [91] suggests that simple cells and complex cells represent 
two successive stages in hierarchical processing: in a first stage, simple cells are 
created from the convergence of center-surround inputs that have receptive fields 
aligned in visual space. In the second stage, complex cells are then generated by the 
convergence of simple cells inputs with similar orientation preferences (Fig. 2.8, 
left). “Parallel models” [202] propose that simple cells and complex cells are both 
constructed from direct geniculate inputs. Simple cells are created from the conver-
gence of linear LGN inputs, and complex cells from the convergence of non-linear 
LGN inputs (Fig. 2.8, middle). “Recurrent models” [40] use a combination of weak 
simple cell inputs and strong recurrent complex cell inputs to generate complex cell 
nonlinearities (Fig. 2.8, right). Martinez and Alonso [8, 142, 143] published 
evidence supporting the Hubel and Wiesel cascade model.

End-stopped cells: ordinary simple and complex cells show length summation: the 
longer the bar stimulus, the better the response, until the bar is as long as the 
receptive field; making the bar even longer has no further effect. For end-stopped 
cells, lengthening the bar improves the response up to some limit, but exceeding 
that limit in one or both directions results in a weaker response. The same stimulus 
orientation evokes maximal excitation on the activating region and maximal inhibi-
tion on the outlying areas. Hubel and Wiesel discovered and characterized end-
stopped cells in cat areas 18 and 19 and initially called them hypercomplex cells 
[92]. Later Gilbert showed that some simple and complex cells in cat area 17 are 
also end-stopped [25, 78]. Several recent studies suggest that most primate V1 cells 

Fig. 2.8 Different hypothesis about the connectivity of complex cells. After [142]
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are somewhat end-stopped [97, 100, 103, 165, 188]. The receptive field structure of 
end-stopped cells makes them especially sensitive to corners, curvature and termi-
nators [88, 92] (Fig. 2.9).

Columnar organization: A fundamental feature of cortical organization is the 
 spatial grouping of neurons with similar properties. V1 is functionally organized in 
layers and cortical columns, which are roughly perpendicular to the layers. The 
concept of cortical columns was introduced by Mountcastle in the somatosensory 
system [153, 154, 174], although Lorente de Nó had envisaged their existence 
through his anatomical studies [114]. Hubel and Wiesel discovered columnar orga-
nization in area V1, first in the cat [91] and then in the primate [93, 95, 226]. They 
showed that V1 cells with similar properties are grouped into columns: as they 
advanced an electrode in an orthogonal penetration from the cortex surface, 
they found that the neurons recorded by the electrode had similar receptive field 
axis orientation, ocular dominance, and position in the visual field.

Ocular dominance columns: the inputs from the two eyes are segregated in layer 4,  –
where cortical neurons are driven monocularly. In any given column extending 
above and below layer 4, all the cortical neurons, even if driven by both eyes, 
share the same eye preference. Ocular dominance columns form an interdigitating 
pattern on the cortex [91, 93, 226]. Figure 2.10 shows an ocular dominance map 
obtained with intrinsic optical imaging: we can see distinct strips in a 1 cm2 
patch of cortex, activated by a stationary bar presented monocularly to the visual 
system of a rhesus monkey.
Orientation columns: Hubel and Wiesel [ – 91, 93, 95] found that, just as with eye 
dominance, orientation preference remains constant in orthogonal penetrations 
through the cortical surface: the cortex is subdivided into narrow regions of 
constant orientation, extending from the surface to the white matter but inter-
rupted by layer 4C, where most cells have no orientation preference [18, 21, 34, 
113, 172] (although some recent studies have found orientation selective cells in 
layer 4C [84, 181, 191]). In a tangential electrode penetration, the orientation 

Fig. 2.9 A curved border 
would be a good stimulus for 
the end-stopped cell repre-
sented in the diagram. From 
[88]
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preference usually changes gradually. Figure 2.11 shows an orientation selectivity 
map in areas 17 and 18 of the cat visual cortex (equivalent to areas V1 and V2 
in the primate) obtained with optical intrinsic signal: the image shows the prefer-
ence of neurons to lines of different orientations, when presented to the retina.

Fig. 2.10 A1 cm2 image from 
cortical area V1 in a primate. 
The stripes indicate an ocular 
dominance map created when 
visual stimuli are displayed 
to the right eye versus the left 
eye [121]

Fig. 2.11 An orientation map of the V1/V2 border from a cat (V1 and V2 are called area 17 and 
18 in cats, by convention) obtained with intrinsic optical imaging. The legend on the right shows 
the relationship between the color of each pixel and orientation. The brightness of each pixel 
indicates the selectivity of each point in the map: dark indicates points in the map that are not 
particularly selective to any orientation, while bright points signify points in the map that are 
tuned specifically to a given orientation [127]
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Optical imaging studies have provided precise details about the columnar 
organization: orientation columns are arranged radially into pinwheel-like struc-
tures with orientation preference shifting gradually along contours circling the 
pinwheel center [20, 26]. Each pinwheel center tends to occur near the center of an 
ocular dominance patch [43, 115], and iso-orientation contours tend to cross ocular 
dominance boundaries at right angles [162]. Cortical columns where orientation 
preference changes smoothly or remains essentially constant are interspersed with 
regions containing orientation singularities where the orientation changes abruptly 
by up to 90º [24, 26, 54, 95, 211].

Horizontal and feedback connections: Many local connections in V1 have a wide 
lateral distribution, including long intralaminar connections spreading several 
millimeters [36]. Prominent horizontal connections are those originating from and 
terminating in layers 2–3 and 4B; these connections arise from neurons whose 
long-distance axon collaterals form periodic clusters [10, 37, 80, 81, 146, 183]. 
These clusters tend to preferentially link columns of neurons with similar response 
properties: in cats, ferrets, and monkeys they preferentially link columns with similar 
orientation preference [130, 212]. Feedback connections from extrastriate cortex to 
V1 also show an orderly topographic organization and terminate in a patch-like 
manner within V1 [11]. These two types of orderly connections (horizontal and 
feedback) may be involved in the generation of suppressive fields in V1 neurons, 
as well as other extra-classical receptive field modulations [11, 38, 39, 79, 110]. 
Intra cortical connections may be important to understand the neural computations 
carried out in V1. Zhaoping has proposed that V1 creates a saliency map using intra 
cortical mechanisms. This saliency map can be used to attract attention to a visual 
location without top-down factors, which may explain certain visual search proper-
ties [233]. Macknik and Martinez-Conde have proposed that the primary role of 
feedback may be the maintenance of top-down attention [124, 125].

2.5  Extrastriate Cortex: The Dorsal and Ventral Visual 
Pathways

The primate cortex has at least 32 distinct visual areas [64, 68] (Fig. 2.12).
In the first two stages of cortical processing (V1 and V2), the magnocellular and 

the parvocellular pathways are largely segregated: inputs from the LGN arrive to 
different sublayers in V1 according to their magno/parvo origin and projections 
from V1 layer 4C are also fairly separated in V1 and V2 as revealed by cytochrome 
oxidase staining [111, 113, 163, 219]. After V1 there are two main processing 
streams, associated with different visual capabilities [64, 144, 215]:

The dorsal or parietal stream is tuned to moving stimuli (with similar properties  –
to the magnocellular pathway). After V2 the information flows to MT, MST and 
other intermediate areas. MT neurons are selective to the direction of stimulus 
motion, speed and binocular disparity [4, 13, 229, 230]. The highest stages of 
this stream are clustered in the posterior parietal cortex. This stream is involved 
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in assessment of spatial relationships and it is often called the “Where” 
pathway.
The ventral or temporal stream emphasizes form and color analysis (similar  –
properties as the parvocellular pathway). After V2 the information flows to V4 
and other intermediate areas; many V4 neurons are selective to stimulus color 
[231, 232], orientation, width, and length of bars [61], curvilinear and linear 
gratings [74, 75], and contour features like angles and curves [166]. The highest 
stages of this stream are clustered in the inferotemporal cortex. This stream is 
concerned with visual recognition of objects as it is often called the “What” 
pathway.

The transformations of the visual image that occur along each of these pathways 
do not appear to result in increased selectivity for basic parameters [145] such as 
direction or speed [4] in the dorsal pathway or wavelength [56] or orientation [62] 
in the ventral pathway. Rather than sharpening basic tuning curves, the transformation 
of information along each of the pathways appears to construct new, more complex 
response properties; both pathways may use similar computational strategies for pro-
cessing information [145]. Also, retinotopic specificity decreases progressively in suc-
cessive levels of each of the pathways: the average receptive field size in MT is 100 times 

Fig. 2.12 Visual areas in the primate shown in a flattered brain. From [218]
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larger than in V1 [76]. In MST receptive fields can cover a full quadrant of the visual 
field [63]. V4 receptive fields are about 30 times larger than V1 receptive fields [129, 
220], and downstream in the ventral pathway they become over 100 times larger [60].

The hypothesis of two distinct streams of processing was initially formulated by 
Ungerleider and Mishkin [215]. Many different groups have provided anatomical, 
physiological, and behavioral support to this idea. In humans, clinical observations 
indicate that damage to the parietal cortex can affect visual perception of position, 
leaving object recognition unimpaired [52, 178, 234]. Temporal lobe lesions can 
produce specific deficits related to object recognition [53, 147, 148, 167]. 
Systematic lesion studies in primates have found a functional separation between 
the temporal and the parietal cortices [58, 151, 213].

While it is widely accepted that information is computed in these two largely 
parallel visual pathways (as shown in schematic on Fig. 2.13 taken from [98]), it is 
important to note that the separation between the two pathways is far from com-
plete. There is anatomical and physiological evidence of substantial cross-talk 
between the two streams [68, 149, 218].

2.6  The Role of Spatiotemporal Edges in Early Vision

Information flows from one visual area to the next in the form of excitatory signals 
carried through glutamate synapses. Therefore, all inhibition between neurons, 
for instance to form receptive fields, is a function of local inhibitory circuits. 

Fig. 2.13 Schematic of the two visual pathways in the primate, showing the main connections 
between the different areas. From [98]
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Local inhibition, which underlies center-surround receptive field organization, is 
enacted through the neurotransmitter GABA (gamma-aminobutyric acid). In 1965 
Hartline and Ratliff delineated the far-reaching consequences of this simple 
arrangement, in terms of spatial and temporal visual processing [179]. They showed 
that the three components of a laterally inhibitory circuit:

 1. Excitatory input and output: information arrives at a given visual area of the brain 
in the form of excitatory neural responses, and the information is sent to the next 
visual area(s) in the visual hierarchy as excitatory neural responses as well.

 2. Lateral inhibition: occurs as a function of excitatory activation (thus inhibition 
follows excitation in time).

 3. Self-inhibition: neurons that laterally inhibit their neighbors also inhibit themselves.

Figure 2.14 shows a plausible mammalian descriptive model of lateral inhibition, 
based on Hartline and Ratliff’s original Limulus model [123]. The model predicts 

Fig. 2.14 A mammalian representation of the spatial lateral inhibition model originally proposed 
by Hartline and Ratliff. The excitatory neurons in the center of the upper row receive excitatory 
input from a visual stimulus. This excitation is transmitted laterally to the inhibitory neurons just 
outside the stimulus, and also within the area impinged upon by the stimulus. The inhibitory 
interactions between excited neurons at the edges of stimuli and their non-excited neighbors 
results in apparent contrast enhancement at the borders of the stimulus. Output of each of the 
excitatory neurons is represented in action potentials per unit time at the bottom [127]
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that the strongest neural excitatory signals to a visual stimulus will occur just inside 
the stimulus’ spatial borders. Neural inhibition, moreover, is strongest just outside 
of the borders. The spatial interiors of stimuli do not cause responses in visual 
neurons. It is hypothesized that the interiors of large spatial stimuli are visible 
through the illusory process of filling-in. One perceptual consequence of lateral 
inhibition is that stimuli to both sides of a luminance border are differentially 
enhanced in an illusory fashion (as in Fig. 2.15).

If we now examine two of the neurons in a lateral inhibitory network through 
time, one neuron being excitatory and the other inhibitory, we should expect the 
following specific temporal pattern of response (Fig. 2.16). Visual information 
enters a given visual area as excitatory input to specific neurons that are tuned to 
the specific visual stimulus being presented. The excited neurons then locally 
inhibit their neighbors, and also themselves, in a delayed inhibitory response that 
serves to bring suppress the initial transient onset-response. This state of excitatory-
inhibitory equilibrium continues until such point that the excitatory input representing 
the stimulus is extinguished. After that point, the neurons briefly enter a state of 
suppression due to the fact that delayed inhibition is unopposed by excitation  
(a refractory period called the time-out), followed by a disinhibitory rebound, 
called an after-discharge. Just as neurons respond strongly to the spatial borders of 
stimuli due to lateral inhibition, so too do they respond strongly to the temporal 
borders (the stimulus onsets and terminations (also commonly called “stimulus 
offsets,” although this term is linguistically incorrect)). The perceptual result of this 
is contrast enhancement at the temporal borders of stimuli. Lateral inhibition is thus 
responsible not only for the spatial layout of receptive fields, but also for their temporal 
response properties. The perceptual result of this process is that the perceived 

Fig. 2.15 This Mach Band demonstration was originally designed by Chevreul in 1839. Notice 
how each vertical stripe appears to be lighter on the left than on the right. This illusory effect is 
due to contrast enhancement at the borders
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contrast of a stimulus is highest just after it turns on and then again after it turns 
off. Visual masking (the effect in which the visibility of a target stimulus is reduced 
by a masking stimulus that does not overlap the target in space or time) occurs 
perceptually when the neural responses to the target onset and/or termination are 
inhibited, suggesting that the onset-response and after-discharge are critical for the 
visibility of stimuli [120, 122, 126].

2.7  The Role of Corners in Early Vision

2.7.1  Overview

Our perception of the visual world is constructed, step-by-step, by neurons in dif-
ferent visual areas of the brain [59, 68, 91, 195]. While feedback certainly plays a 
role in the visual system [6, 7, 96, 124, 125, 133, 157], the visual system’s overall 

Fig. 2.16 One excitatory and one inhibitory neuron, followed through a period of time in which the 
stimulus is off (times 1, 2 and 3), on (times 4, 5, 6, and 7), and then off (times 8, 9 and 10) [127]
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tendency is towards a hierarchy, in which neurons in sequential levels extract more 
and more complicated features from the visual scene. These features include (but 
are not limited to) color, brightness, movement, shape, and depth.

In order to determine how visual perception is constructed in our brain, we need 
first to establish the nature of the fundamental visual features in a scene. Theories of 
shape and brightness perception have primarily focused on the detection and 
processing of visual edges. Early visual neurons are thought of as “edge detectors” 
[91, 132], and current studies are based on the assumption that edges are the most 
elementary visual feature. However, recent experiments show that corners can be 
more salient than edges, both perceptually (Fig. 2.17) [206, 208] and in the responses 

Fig. 2.17 Vasarely’s nested squares and alternating brightness star illusions. (a) Nested squares 
illusion, based in Vasarely’s “Arcturus” [221]. Top: The stimulus is made out of multiple concen-
tric squares of increasing luminance (going from black in the center to white in the outside). The 
two circles indicate two regions that appear to have significantly different brightness. The area 
inside the upper circle has higher average luminance than the region inside the lower circle; how-
ever the region inside the upper circle appears perceptually darker. Bottom: Nested square stimu-
lus, with a gradient of decreasing luminance (from the center to the outside). From [206]. (b, c) 
The Alternating Brightness Star illusion [134]. The stimulus is made of concentric stars of graded 
luminance. In the examples illustrated, the innermost star is white; the outermost star is black. The 
illusory corner-folds that radiate from the center appear as light or dark depending on the polarity 
of the corner angle; Corner Angle Brightness Reversal effect. Moreover, the illusory folds appear 
more salient with sharp corners (top stars), and less salient with shallow corners (bottom stars); 
Corner Angle Brightness Variation effect. However, all illusory folds are physically equal to each 
other in luminance. (b) The gradient from the center to the outside has ten luminance steps, and 
so the individual stars forming the polygonal constructs are easy to identify. (c) The gradient from 
the center to the outside has 100 luminance steps. From [208]
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of neurons throughout the visual hierarchy, even in early stages (Fig. 2.18) [206, 
210]. Combined results from human psychophysics experiments, human brain 
imaging, and computational modeling suggest that deflections or discontinuities 
in edges, such as corners, curvature, and terminating line endings, may be first 
processed by center-surround receptive fields [206, 208, 210]. These data 
suggest that corners may be a fundamental feature for shape and brightness 
perception.

This hypothesis in no way rules out a critical role for later cortical areas in more 
complex processing of corner angles. For instance, specific orientations of corner 
angles must be processed cortically, given that the first orientation-selective cells 
are cortical.

Fig. 2.18 Center-surround receptive field responses to corners of varying angles. (a) 
Computational simulations with a DOG filter. The filter parameters were chosen to match 
physiological center-surround receptive fields at the eccentricity used in the psychophysical 
experiments (3º). Top: Examples of corner-gradient stimuli analyzed in the simulations. The 
circles mark the point of 50% luminance. Bottom: Convolving the DOG filter with the stimuli 
in (A) simulates the output of an array of center-surround neurons. The circles indicate the 
responses of the model at the point of 50% luminance on the actual gradient. (b) Generalized 
model of corner processing. Three on-center receptive fields are respectively placed over one 
edge and two corners of a white triangle. The center of the receptive field over the edge (posi-
tion A) is well stimulated by light, but most of the surround also falls in the light region, so the 
response of the neuron is partially inhibited. The center of the receptive field over the 90º corner 
(position B) is also stimulated by light and most of the surround falls in the dark area. This is a 
more optimal stimulus than in (A) and leads to a stronger neural response. The receptive field 
over the 45º corner (position C) receives even more optimal contrast between center and sur-
round, leading to an even stronger response. The spiking responses depicted in the cartoon are 
hypothetical. From [206]



44 X.G. Troncoso et al.

2.7.2  Corner Perception and the Redundancy-Reducing 
Hypothesis

The information transmitted by our visual system is constrained by physical 
limitations, such as the relatively small number of axons available in the optic 
nerve. To some extent, our visual system overcomes these limitations by extracting, 
emphasizing, and processing non-redundant visual features. In 1961, Barlow 
proposed that the brain recodes visual data “so that their redundancy is reduced 
but comparatively little information is lost.” This idea is known as the 
“Redundancy-Reducing Hypothesis” [14, 15]. The redundancy-reducing hypoth-
esis has been invoked as an explanation for why neurons at the early levels of 
the visual system are suited to perform “edge-detection,” or “contour-extraction.” 
However, redundancy reduction is not necessarily constrained to edges, but 
rather should theoretically apply to any feature in the visual scene [177]. Just as 
edges are a less redundant feature than diffuse light, Fred Attneave proposed in 
the 1950s that “points of maximum curvature” (i.e., discontinuities in edges, 
such as curves, angles and corners – any point at which straight-lines are deflected) 
are even less redundant than edges themselves, and thus contain more informa-
tion [12]. If points of high curvature are less redundant than points of low 
curvature, then sharp corners should also be less redundant than shallow corners. 
This hypothesis is consistent with experiments showing that sharp corners are 
perceptually more salient and generate stronger physiological responses than 
shallow corners [206, 208, 210].

2.8  Effects of Fixational Eye Movements in Early Visual 
Physiology and Perception

2.8.1  Overview

As we read a page of text, our eyes rapidly flick from left to right in small hops, 
bringing each word sequentially into focus. When we look at a person’s face, our 
eyes similarly dart here and there, resting momentarily on one eye, the other eye, 
mouth and other features. But these large eye movements, called saccades 
(Fig. 2.19a), are just a small part of the daily workout our eye muscles get. Our eyes 
never stop moving: even when they are apparently fixated on something, they still 
jump and jiggle imperceptibly in ways that turn out to be essential for seeing. The 
tiny eye motions that we produce whenever we fixate our gaze are called fixational 
eye movements (Fig. 2.19b) [139]. If these miniature motions are halted during 
fixation, all stationary objects simply fade from view.
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2.8.2  Neural Adaptation and Visual Fading

That the eyes move constantly has been known for centuries. In 1860 Hermann von 
Helmholtz pointed out that keeping one’s eyes motionless was a difficult proposition 
and suggested that “wandering of the gaze” prevented the retina from becoming tired.

Animal nervous systems may have evolved to detect changes in the environ-
ment, because spotting differences promotes survival. Motion in the visual field 

Fig. 2.19 Fixational eye movements and visual fading. (a) An observer views a picture (left) 
while eye positions are monitored (right). The eyes jump, seem to fixate or rest momentarily, 
producing a small dot on the trace, then jump to a new region of interest. The large jumps in eye 
position illustrated here are called saccades. However, even during fixation, or “rest” times, eyes 
are never still, but continuously produce fixational eye movements: drifts, tremor, and microsac-
cades. From [228]. (b) Cartoon representation of fixational eye movements in humans and pri-
mates. Microsaccades (straight and fast movements), drifts (curvy slow movements) and tremor 
(oscillations superimposed on drifts) transport the visual image across the retinal photoreceptor 
mosaic. From [135]. (c) Troxler fading. In 1804 Swiss philosopher Ignaz Paul Vital Troxler dis-
covered that deliberately fixating on something causes surrounding stationary images to fade 
away. To elicit this experience, stare at the central dot while paying attention to the surrounding 
pale ring. The ring soon vanishes, and the central dot appears set against a while background. 
Move your eyes, and it pops back into view. Modified from [139]. (d) This drawing illustrates the 
suction cup technique, used by Yarbus [228] and others. This technique was very popular in early 
retinal stabilization studies for its simplicity, but it is now considered old-fashioned, and other, less 
invasive stabilization techniques are preferred. The target image is directly attached to the eyeball 
by means of a contact lens assembly. The target is viewed through a powerful lens. The assembly 
is firmly attached to the eye by a suction device. Modified from [139]
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may indicate that a predator is approaching or that prey is escaping. Such changes 
prompt visual neurons to respond with neural impulses. Unchanging objects do not 
generally pose a threat, so animal brains – and visual systems – did not evolve to 
notice them. Frogs are an extreme case, as they produce no spontaneous eye move-
ments in the absence of head movements. For a resting frog, such lack of eye 
movements results in the visual fading of all stationary objects. Jerome Lettvin and 
colleagues stated that a frog “will starve to death surrounded by food if it is not 
moving.” Thus a fly sitting still on the wall will be invisible to a resting frog, but 
once the fly is aloft, the frog will immediately detect it and capture it with its tongue.

Frogs cannot see unmoving objects because an unchanging stimulus leads to 
“neural adaptation.” That is, under constant stimulation, visual neurons adjust their 
gain as to gradually stop responding. Neural adaptation saves energy but also limits 
sensory perception. Human neurons also adapt to sameness. However, the human 
visual system does much better than a frog’s at detecting unmoving objects, 
because human eyes create their own motion, even during visual fixation. Fixational 
eye movements shift the visual scene across the retina, prodding visual neurons into 
action and counteracting neural adaptation. They thus prevent stationary objects 
from fading away.

The goal of oculomotor fixational mechanisms may not be retinal stabilization, 
but rather controlled image motion adjusted so as to overcome adaptation in an 
optimal fashion for visual processing [198].

In 1804, Troxler reported that precisely fixating the gaze on an object of interest 
causes stationary images in the surrounding region gradually to fade away. Thus, 
even a small reduction in the rate and size of fixational eye movements greatly 
impairs vision, even outside of the laboratory and for observers with healthy eyes 
and brains (Fig. 2.19c).

Eliminating all eye movements, however, can only be achieved in a laboratory. In 
the early 1950s, some research teams achieved this stilling effect with a tiny custom 
slide projector, mounted directly onto a contact lens that attached directly to the 
observer’s eye with a suction device (Fig. 2.19d). In this setup, a person views the 
projected image through this lens, which moves with the eye. Using such a retinal 
stabilization technique, the image shifts every time the eye shifts. Thus it remains still 
with respect to the eye, causing the visual neurons to adapt and the image to fade away. 
Nowadays, researchers create this same result by measuring eye movements with a 
camera pointed at the eye. They transmit the eye-position data to a projection system 
that moves the image with the eye, thereby stabilizing the image on the retina.

Around the same time, three different types of fixational eye movements were 
characterized. Microsaccades are small, involuntary saccades that are produced 
when the subjects attempt to fixate their gaze on a visual target. They are the largest 
and fastest of the fixational eye movements, carrying an image across dozens to 
several hundreds of photoreceptors. Drifts are slow meandering motions that occur 
between the fast, linear microsaccades. Tremor is a tiny, very fast oscillation super-
imposed on drifts. Tremor is the smallest type of fixational eye movement, its 
motion no bigger than the size of one photoreceptor. See Martinez-Conde et al. 
[136, 139, 141] for some recent reviews of fixational eye movement parameters in 
humans, primates, and other vertebrates.
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2.8.3  Microsaccades in Visual Physiology and Perception

Starting in the late 1990s, fixational eye movement research has focused on 
microsaccades. Physiological experiments found that microsaccades increase the 
firing of neurons in the visual cortex and lateral geniculate nucleus, by moving the 
images of stationary stimuli in and out of neuronal receptive fields. Firing rate 
increases following microsaccades were clustered in bursts of spikes, whereas 
individual spikes tended to occur in the periods between microsaccades. Moreover, 
bursts of spikes were better correlated with previous microsaccades than either 
single spikes or instantaneous firing rate. Bursts highly correlated with previous 
microsaccades had large spike numbers and short inter-spike intervals [137, 138]. 
Because microsaccades are related to maintaining visibility and counteracting fad-
ing (see further below), bursts that indicate previous microsaccades accurately 
must encompass the neural code for visibility. In area V1, optimal burst sizes fol-
lowing microsaccades tended to be three spikes or more. These bursts may be an 
important clue to the neural code or “language” that our brain uses to represent the 
visibility of the world [137]. The neural codes by which neurons, or neuronal 
populations, encode and transmit visual information are not only critical to our 
understanding of normal visual processing, but also to the development and refine-
ment of neural prostheses.

Microsaccades could enhance spatial summation by synchronizing the activity 
of nearby neurons [137]. By generating bursts of spikes, microsaccades may also 
enhance temporal summation of responses from neurons with neighboring RFs 
[137]. Moreover, microsaccades may help disambiguate latency and brightness in 
visual perception, allowing us to use latency in our visual discriminations [137]. 
Changes in contrast can be encoded as changes in the latency of neuronal responses 
[2, 3, 77]. Since the brain knows when a microsaccade is generated, differential 
latencies in visual responses could be used by the brain to indicate differences in 
contrast and salience.

Despite several decades of debate (see [139] for a review), a direct link between 
microsaccade production and visual perception has only recently been demon-
strated. Martinez-Conde et al. [140] found that increased microsaccade production 
during fixation resulted in enhanced visibility for visual targets. Conversely, 
decreased microsaccade production led to periods of visual fading. These results 
established a potential causal relationship between microsaccades and target visi-
bility during fixation, and corroborated predictions from previous physiological 
studies in which microsaccades were found to increase the spiking rates in visual 
neurons [137, 138]. Microsaccade production has been subsequently linked to 
perceptual transitions in various other visual phenomena, such as binocular rivalry 
[215], filling-in of artificial scotomas [207], and illusory motion (perceived speed 
as well as subjective direction [108, 209]).

Fewer studies have addressed the neural and perceptual consequences of drifts 
and tremor. However, all fixational eye movements may contribute significantly to 
visual perception, depending on stimulation conditions. For example, receptive 
fields in the periphery may be so large that only microsaccades are large and fast 
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enough – compared to drifts and tremor – to prevent visual fading, especially with 
low-contrast stimuli. Whereas foveal receptive fields may be so small that drifts and 
tremor can maintain vision in the absence of microsaccades. But even if drifts and/
or tremor can maintain foveal vision on their own, this does not rule out that 
microsaccades could also have a role. Thus, if one were to eliminate drifts and 
tremor, microsaccades alone might sustain foveal vision during fixation.
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