CHAPTER 2

Measures

In this chapter I will introduce the notion of a measure, give a procedure for
constructing one, and apply that procedure to construct Lebesgue’s measure
on RY as well as the Bernoulli measures for coin tossing.

§2.1 Some Generalities

In this section I give a mathematically precise definition of what a measure is
and prove a few elementary properties that follow from the definition. How-
ever, to avoid getting lost in the formalities, it will be important to keep the
ultimate goal in mind, and for this reason I will begin with a brief summary
of what that goal is.

§2.1.1. The Idea: The essence of any theory of integration is a divide and
conquer strategy. That is, given a space E' and a family B of subsets I' C E for
which one has a reasonable notion of measure assignment I" € B —— p(T") €
[0, 00], the integral of a function f : E — R with respect to p is computed by
a prescription that contains the following ingredients. First, one has to choose
a partition P of the space E into subsets I' € B. Second, having chosen P,
one has to select for each I' € P a typical value ar of f on I'. Third, given
both the partition P and the selection

I'e P+ ar € f(I') = Range(f | T),
one forms the sum

(2.1.1) > ar p(I).
rep

Finally, using a limit procedure if necessary, one removes the ambiguity (in-
herent in the notion of typical) by choosing the partitions P in such a way
that the restriction of f to each I' is increasingly close to a constant.

Obviously, even if one ignores all questions of convergence, the only way
in which one can make sense out of (2.1.1) is to restrict oneself to partitions
P that are either finite or, at worst, countable. Hence, in general, the final
limit procedure will be essential. Be that as it may, when F is itself countable
and {z} € B for every x € E, there is an obvious way to avoid the limit step;
namely, one chooses P = {{z} : z € E} and takes

(2.1.2) > f@)p({})

zeE
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to be the integral. (I continue, for the present, to systematically ignore all
problems arising from questions of convergence.) Clearly, this is the idea on
which Riemann based his theory of integration. On the other hand, Riemann’s
is not the only obvious way to proceed, even in the case of countable spaces
E. For example, again assume that F is countable, and take B to be the set
of all subsets of E. Given f: E — R, set I'(a) ={z € F: f(z) =a} €B
for every a € R. Then Lebesgue would say that

(2.1.3) > ap(T(a))

a€Range(f)

is an equally obvious candidate for the integral of f.

In order to reconcile these two obvious definitions, one has to examine the
assignment I' € B —— u(T') € [0, 0o] of measure. Indeed, even if E is countable
and B contains every subset of E, (2.1.2) and (2.1.3) give the same answer
only if one knows that, for any countable collection {Fn} C B,

(2.1.4) I (U Fn> = Zu(f‘n) when I, NI, = 0 for m # n.

The property in (2.1.4) is called countable additivity, and, as will become
increasingly apparent, it is crucial. When E is countable, (2.1.4) is equivalent
to taking

p() =Y p({z}), TCE.

zel

However, when F is uncountable, the property in (2.1.4) becomes highly non-
trivial. In fact, it is unquestionably Lebesgue’s most significant achievement
to have shown that there are non-trivial assignments of measure that enjoy
this property.

Having compared Lebesgue’s ideas to Riemann’s in the countable setting, I
close this introduction to Lebesgue’s theory with a few words about the same
comparison for uncountable spaces. For this purpose, suppose that E = [0, 1]
and, without worrying about exactly which subsets of E are included in B,
assume that I' € B+—— p(T") € [0,1] is a mapping that satisfies (2.1.4).

Now let f : [0,1] — R be given. In order to integrate f, Riemann says that
one should divide up [0, 1] into small intervals, choose a representative value
of f from each interval, form the associated Riemann sum, and then take the
limit as the mesh size of the division tends to 0. As we know, his procedure
works beautifully as long as the function f respects the topology of the real
line: that is, as long as f is sufficiently continuous. However, Riemann’s
procedure is doomed to failure when f does not respect the topology of R.
The problem is, of course, that Riemann’s partitioning procedure is tied to
the topology of the reals and is therefore too rigid to accommodate functions
that pay little or no attention to that topology. To get around this problem,
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Lebesgue tailors his partitioning procedure to the particular function f under
consideration. Thus, for a given function f, Lebesgue might consider the
sequence of partitions P,, n € N, consisting of the sets

Loe={z€E: flx)e [k27",(k+1)27")}, kel

Obviously, all values of f restricted to any one of the I, ;’s can differ from
one another by at most % Hence, assuming that I, ;, € B for every n € N
and k € Z and ignoring convergence problems,

. k
Jim > o (Do)

keZ

simply must be the integral of f!

When one hears Lebesgue’s ideas for the first time, one may well wonder
what there is left to be done. On the other hand, after a little reflection,
some doubts begin to emerge. For example, what is so sacrosanct about
the partitioning suggested in the preceding paragraph and, for instance, why
should one not have done the same thing relative to powers of 3 rather than 27
The answer is, of course, that there is nothing to recommend 2 over 3 and that
it should make no difference which of them is used. Thus, one has to check
that it really does not matter, and, once again, the verification entails repeated
application of countable additivity. In fact, it will become increasingly evident
that Lebesgue’s entire program rests on countable additivity.

§2.1.2. Measures and Measure Spaces: With the preceding discussion
in mind, the following should seem quite natural.

Given a non-empty set F, the power set P(FE) is the collection of all
subsets of E, and a o-algebra B is any subset of P(E) with the properties
that £ € B, B is closed under countable unions (i.e., {B, : n > 1} C
B = U,_, B, € B), and B is closed under complementation (i.e.,

BeB = BY=E\ BeB). Observe that if {B, : n > 1} C B, then

o0 o] E

M Bn = (UBE) € B,

n=1 n=1
and so B is also closed under countable intersections. Given E and
a o-algebra B of its subsets, the pair (E, B) is called a measurable space.
Finally, if (E, B) and (E’, B") are measurable spaces, then a map ® : E — E’
is said to be measurable if (cf. Exercise 2.1.19 below) ®~1(B’) € B for every
B’ € B'. Notice the analogy between the definitions of measurability and
continuity. In particular, it is clear that if ® is a measurable map on (FE1, By)
into (Fs, B2) and ¥ is a measurable map on (E2, By) into (Es5, B3), then ¥ o ®
is a measurable map on (E1,B;) into (E3, B3).

Obviously both {@), E} and P(F) are o-algebras over E. In fact, they are,

respectively, the smallest and largest o-algebras over FF. More generally, given
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any! C C P(E), there is a smallest o-algebra over E, denoted by o¢(C) and
known as the o-algebra generated by C. To construct o(C), note that there
is at least one, namely P(FE), o-algebra containing C, and check that the in-
tersection of all the o-algebras containing C is again a o-algebra that contains
C. When F is a topological space, the o-algebra generated by its open subsets
is called the Borel o-algebra and is denoted by Bg.

Given a c-algebra B over E, the reason why the pair (F,B) is called a
measurable space is that it is the natural structure on which measures are
defined. Namely, a measure on (F, B) is a map u : B — [0, 00| that assigns
0 to 0 and is countably additive in the sense that (2.1.4) holds whenever {I';, }
is a sequence of mutually disjoint elements of B. If 1 is a measure on (E, ),
then the triple (E, B, 1) is called a measure space. A measure y on (E,B)
is said to be finite if u(F) < oo, and it is said to be a probability measure
if (E) =1, in which case (E, B, u) is called a probability space.

Note that if B, C' € B, then BUC = BU (C'\ (BN C)) and therefore

(2.1.5)  w(B) < u(B)+u(C\ B)=pu(C) forall B,C € B with BC C.
In addition, because C' = (BNC)U(C\(BNC)) and BUC = BU(C\(BNC)),

#(B) +u(C) = u(B) + u(BNC) +u(C\ (BNC)) = p(BUC) +u(BNC),

and so

(2.1.6) w(BUC) = pu(C)+ pu(B) — n(BNC)
- for all B, C' € B with u(BNC') < oo

and

(2.1.7) 1(C\ B) = u(C) — pu(B)

for all B, C € B with B C C and u(B) < cc.

Finally, 1 is countably subadditive in the sense that

n=1

(2.1.8) i (G Bn> < iu(Bn) for any {B,, : n>1} C B.
n=1

To check this, set A = By and A,+1 = Bp11 \U:;Zl B,,,, note that the A,,’s
are mutually disjoint elements of B whose union is the same as that of the
B,,’s, and apply (2.1.4) and (2.1.5) to conclude that

o0

(Un)=u(Ua) - Sur < um

n=1

I Even if E = RY, the elements of C need not be rectangles.
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As a consequence, the countable union of B,’s with p-measure 0 again has
p-measure 0. More generally,

2.1.9) p (U Bn> = ;u(Bn)

n=1

for any {B,, : n > 1} C B with u(B,, N B,) = 0 when m # n.

To see this, take C' = (J{B,, N B, : m # n}, use the preceding to see that
w(C) =0, set B, = B, \ C, and apply (2.1.4) to {B], : n > 1}.

Another important property of measures is that they are continuous un-
der non-decreasing limits. To explain this property, say that {B, : n > 1}
increases to B and write B, B if B,.1 2 B, for all n € ZT and
B =J;_, B,. Then

(2.1.10) {B,:n>1}CBand B, /B = u(By,) / u(B).

To check this, set 41 = By and A,,4+1 = Bp+1 \ Bn, note that the A,’s are
mutually disjoint and B,, = |J!,_, A, and conclude that

m=1

(B = 3 wlAn) &S il An) = u(B).

m=1

Next say that {B,, : n > 1} decreases to B and write B, \, B if B,+1 C B,
for each n € Z* and B = (,_, B,. Obviously, B, \, B if and only if
B\ B, /* B; \ B. Hence, by combining (2.1.10) with (2.1.7), one finds that

(2.1.11) {By,: n>1} C B, B, \¢ B, and u(B1) < co = u(B,) \, p(B).

To see that the condition p(B;) < oo cannot be dispensed with in general,
define p on (ZT,P(Z")) to be the counting measure (i.e., u(B) = card(B)
for B C Z"), and take B,, = {n € Z* : n > m}. Clearly B,, N\, 0, and yet
w(By,) = oo for all m.

Very often one encounters a situation in which two measures agree on a
collection of sets and one wants to know that they agree on the o-algebra
generated by those sets. To handle such a situation, the following concepts
are sometimes useful. A collection C C P(F) is called a II-system if it is
closed under finite intersections. Given a Il-system C, it is important to know
what additional properties a II-system must possess in order to be a o-algebra.
For this reason one introduces a notion that complements that of a II-system.
Namely, say that H C P(E) is a A-system over F if

(a) E€H,

(b) I,V e Hand TN =0 = TUL € A,
(c) ,IMeHand T CTV = TV\T € A,
d){I,:n>1}CHand T, "T = T €H.
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Notice that the collection of sets on which two finite measures agree satisfies
(b), (c), and (d). Hence, if they agree on E, then they agree on a A-system.?

LEMMA 2.1.12. The intersection of an arbitrary collection of II-systems or
of A-systems is again a Il-system or a A-system. Moreover, B C P(E) is a
o-algebra over E if and only if it is both a Il-system and a A-system over E.
Finally, if C C P(E) is a Il-system, then o(C) is the smallest A-system over
FE containing C.

PRrROOF: The first assertion requires no comment. To prove the second one,
it suffices to prove that if B is both a Il-system and a A-system over E, then
it is a o-algebra over E. To this end, first note that A = E\ A € B for
every A € B and therefore that B is closed under complementation. Second,
if I, I € B, then I U, = T7 U (Fg \F3) where I'; = I1 N Iy. Hence B is
closed under finite unions. Finally, if {I), : n > 1} C B, set 4,, = [J] [, for
n > 1. Then {4, : n>1} C Band 4, /J{" L}y. Hence J° I, € B, and
so B is a o-algebra.

To prove the final assertion, let C be a Il-system and H the smallest A-
system over E containing C. Clearly o(C) 2 H, and so all that we have to do
is show that H is II-system over E. To this end, first set

Hi={TCE:TNA¢cHforall AecC}.
It is then easy to check that H; is a A -system over E. Moreover, since C is a

IT-system, C C H1, and therefore H C H;. In other words, ' N A € H for all
I'e H and A € C. Next set

Ho={TCE:TNA€Hforal A eH}.
Again it is clear that Hy is a A-system. Also, by the preceding, C C Has.
Hence H C H,, and so H is a Il-system. [

As a consequence of Lemma 2.1.12 and the remark preceding it, one has
the following important result.

THEOREM 2.1.13. Let (E, B) be a measurable space and C is II-system that
generates B. If i and v are a pair of finite measures on (E, B) and u(I') = v(I)
for allT' € {E} UC, then u = v.

PROOF: As was remarked above, additivity, (2.1.7), and (2.1.10) imply that
H={TeB: ul)=v()}is a A-system. Hence, since B 2O H D C, it follows
from Lemma 2.1.12 that H =5. O

A measure space (E, B, i) is said to be complete if I' € B whenever there
exist C, D € B such that C C T C D with p(D\ C) = 0. The following simple
lemma shows that every measure space can be “completed.”

27 learned these ideas from E.B. Dynkin’s treatise on Markov processes. In fact, the A-
and Il-system scheme is often attributed to Dynkin, who certainly deserves the credit for
its exploitation by a whole generation of probabilists. On the other hand, Richard Gill
has informed me that, according to A.J. Lenstra, their origins go back to W. Sierpinski’s
article Un théoréme général sur les familles d’ensembles, which appeared in Fund. Math.
12 (1928), pp. 206-210.
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LEMMA 2.1.14. Given a measure space (E, B, 1), define B" to be the set of
I’ C E for which there exist C, D € B satistying C CT' C D and u(D\C) = 0.
Then B" is a o-algebra over E and there is a unique extension fi of j1 to B" as
a measure on (E,E“). Furthermore, (E, B", i) is a complete measure space,
and if (E, B, 1) is complete, then B = B.

PROOF: To see that B" is a o-algebra, suppose that {T,:n>1}C B", and
choose {C,, : n > 1} U{D,, : n > 1} C B accordingly. Then C = J72, C,
and D = |J,_, D,, are elements of B, C C |J7~, ', C D, and u(D \ C) = 0.
Also, if T" € B" and C and D are associated elements of B, then DB7 ct e B,
D c 1t c P and u(Ct\ DY) = WD\ C)=0.

Next, given I' € B", suppose that C, ¢/, D, D' € B satisfy CUC’ C T C
DND and p(D\C)=0=pu(D'\C"). Then w(D'\ D) < u(D'\C’") =0
and so (D) < (D) + w(D'\ D) = p(D). Similarly, u(D) < p(D’), which
means that p(D) = u(D’), and, because u(C) = (D) and u(C’) = u(D'),
it follows that p assigns the same measure to C, C’, D and D’. Hence, we
can unambiguously define ji(I') = u(C) = (D) when T' € B and C, D € B
satisfy C C T' C D with u(D \ C) = 0. Furthermore, if {T',, : n > 1} are
mutually disjoint elements of B" and {C,, : n > 1} U{D,, : n > 1} C B are
chosen accordingly, then the C),’s are mutually disjoint, and so

#(Ur) = (Ue) = S - 3w

n=1

Hence, [i is a measure on (E7E“) whose restriction to B coincides with p.

Finally, suppose that v is any measure on (E,B") that extends p. If I' is
a subset of I for which there exist IV, I'” € B" satisfying IV C T € T and
v(I” \T") = 0, there exist C, D € B satisfying C CT" and T C D such that
v(D\T”)=0=p(I"\ C) and therefore

W(D\C) = v(D\C) = v(D\T") + (I \I') + v(I" \ C) = 0.

Hence, ' € B" and v(I') = u(C) = (). Thus, we now know that j is the
only extension of y as a measure on (E,B") and that B" = B if (E, B, ) is
complete. [

The measure space (E,E”,ﬁ) is called the completion of (E, B, p), and
Lemma 2.1.14 says that every measure space has a unique completion. Ele-
ments of B are said to be p-measurable.

Given a topological space E, use &(FE) to denote the class of all open
subsets of E and ®5(FE) the class of subsets that can be written as the
countable intersection of open subsets. Analogously, F(E) and F,(E) will
denote, respectively, the class of all closed subsets of E' and the class of sub-
sets that can be written as the countable union of closed subsets. Clearly
B e () <« B c §E), Be 6;8) «— B c §,(E), and
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&5(E) U JF,(F) C Bg. Moreover, when the topology of E admits a met-
ric p, it is easy to check that F(E) C &5(FE) and therefore &(E) C §,(E).
Indeed, if F' € F(E), then

SE)>{z: plx,F) <L} F asn— oo

Finally, a measure p on (E, Bg) is called a Borel measure on F, and if u is a
Borel measure on F, a set I' C F is said to be y-regular when, for each € > 0,
there exist F' € §F(E) and G € &(F) such that F CT' C G and u(G\ F) < e.
A Borel measure p is said to be regular if every element of Bg is p-regular.

THEOREM 2.1.15. Let E be a topological space and i a Borel measure on
E. IfT C FE is p-regular, then there exist C' € §,(F) and D € ®s(FE) for
which C C T C D and u(D\ C) = 0. In particular, T' € Bg" if T is p-regular.
Conversely, if 1 is regular, then every element of Bg' is p-regular. Moreover,
if the topology on E admits a metric space and p is a finite Borel measure on
E, then y is regular. (See Exercise 2.1.20 for a small extension.)

PRrROOF: To prove the first part, suppose that I' C E is p-regular. Then, for
eachn > 1, there exist F}, € F(F) and G,, € (E) such that F,, CT C G,, and
w(Gp \ F,) < £. Thus, if C =J,_, F, and D =(,_, G, then C € §,(E),
D e &;(E), C C ' C D, and, because D\C C G\ F, for all n, u(D\C) = 0.
Obviously, this means that I" € Bg" . Conversely, if y is regular and I’ € Bg',
then there exist IV, I'V € Bg for Wthh I"CTr CT”, p(I'"\I') = 0. By
regularity, for each € > 0, there exist F' € §(E), G € (FE) such that F' C TV,
I"CG,and p(G\T") vV @(I'"\ F) < §. Hence, F CT C G and

WG\ F) = f(G\T") + u(T\T') 4+ (I \ O) < e

and so I' is p-regular.

Now suppose the E admits a metric and that p is finite, and let R be the
collection of B € Bg that are p-regular. If we show that R is a o-algebra
that contains &(F), then we will know that R = Bg and therefore that p is
regular. Obviously R is closed under complementation. Next, suppose that
{B,:n>1} CR, and set B = J.2 | B,. Given € > 0, for each n choose
F, € §(F) and G,, € (F) such that F,, C B, C G, and u(G, \ F,) <
27" le. Then (E) > G =_,Gn 2 B, 3,(E)>C="_, F, CB,

and
oo

M(G\C)SM<U(Gm\F ) < Z (G \ Fu) < .
m=1
Finally, because p(C) < oo and C\Um 1 Frn (0, (2.1.11) allows us to choose
ann € Z* for which u(C'\ F) < § when F =] _, F;,, € §(E). Hence, since
WG\ F)=p(G\C)+ pu(C\ F) < ¢, we know that B € R and therefore that
R is a U—algebra.
To complete the proof, it remains to show that &(E) C R, and clearly
this comes down to showing that for each open G and € > 0 there is a closed
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F C G for which u(G\ F) < e. But, because E has a metric topology, we know
that &(FE) C §,(F). Hence, if G is open, then there exists a non-decreasing
sequence {F), : n > 1} C §F(E) such that F,, /G, which, because u(G) < oo,
means that p(G \ F,,) N\, 0. Thus, for any ¢ > 0, there is an n for which
WG\ F,) <e. O

Exercises for §2.1

EXERCISE 2.1.16. The decomposition of the properties of a c-algebra in
terms of Il-systems and A-systems is not the traditional one. Instead, most
of the early books on measure theory used algebras instead of Il-systems as
the standard source of generating sets. An algebra over E is a collection
A C P(E) that contains E and is closed under finite unions and complemen-
tation. If one starts with an algebra A, then the complementary notion is
that of a monotone class: M is said to be a monotone class if ' € M
whenever there exists {I}, : n > 1} C M such that T}, /. Show that B is a
o-algebra over F if and only if it is both an algebra over E' and a monotone
class. In addition, show that if A is an algebra over E, then o(A) is the
smallest monotone class containing A.

EXERCISE 2.1.17. If f : R — R is either right continuous or left continuous,
show that f is Bgr-measurable.

EXERCISE 2.1.18. Given a measurable space (F,B) and ) # E’ C F, show
that B[E'] = {BNE’': B € B} is a o-algebra over E’. Further, show that
if £ is a topological space, then Bg[E'] = Bgs when E’ is given the topology
that it inherits from E. Finally, if () # E’ € B, show that B[E'] C B and that
the restriction to B[E'] of any measure on (E, B) is a measure on (E’, B[E']).
In particular, if F is a topological space and p is a Borel measure on E, show
that p | Bgs is a Borel measure on E’ and that it is regular if p is regular.

EXERCISE 2.1.19. Given a map ® : F — FE’, define ®(T") = {®(z) : z € T'}
forFCEand @ ') ={z € E: ®(x)el"} for ' C E'.

(i) Show that ® and ®~! preserve unions in the sense that ® (|, Ba)
U, ®(By) and @ (J,B,) = U, @ *(B,). In addltlon show that &~
preserves differences in the sense that ®~1(B’\ A") = (B') \@~1(4’). On
the other hand, show that ® need not preserve differences, but that it will if
it is one-to-one.

Ll

(ii) Suppose that B and B’ are o-algebras over, respectively, E and E’ and
that ® : E — E'. If B = ¢(C’) and ®~1(C’) € B for every ¢’ € C’, show
that @ is measurable. In particular, if F and E’ are topological spaces and ®
is continuous, show that ® is measurable as a map from (E,Bg) to (E', Bg/).
Similarly, if ® is one-to-one and B = ¢(C), show that ®(B) € B’ for all B € B
it (C) € B for all C € CU{E}.

(iii) Now suppose that u is a measure on (E, B) and that ® is a measurable
map from (E,B) into (E',B’). Define p/(B') = p(®~Y(B')) for B’ € B,
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and show that p/ is a measure on (E’,B’). This measure p’ is called the
pushforward or image of y under ® and is denoted by either ®,p or po®~1.
Similarly, if ® : E — E’ is one-to-one and takes elements of B to elements of
B’ and if 4/ is a measure on (E’, B'), show that I' € B+ 1/ (®(T")) € [0, o0]
is a measure on (E, B). This measure is the pullback of x/ under .

EXERCISE 2.1.20. Let E be a topological space and i a Borel measure on
E. Show that p is regular if, for every I' € By and € > 0, there is an open
G DT for which u(G\T) < e. In addition, if E is a metric space and there
exists a non-decreasing sequence {G,, : n > 1} of open sets such that G,, /* E
and u(G,,) < oo for each n € Z™, show that p is regular.

EXERCISE 2.1.21. Let (F, B, ) be a finite measure space. Given n > 2 and
{T: 1 <m < n} C B, use (2.1.6) and induction to show that

Py U+ UT,) = = S (1) (1),

F

where the summation is over non-empty subsets F of {1,...,n} and T'r =
ﬂz’e #Li. Although this formula is seldom used except in the case n = 2, the
following is an interesting application of the general result. Let E be the group
of permutations of {1,...,n}, B = P(E), and u({r}) = = for each w € E.
Denote by A the set of # € E such that 7(i) # ¢ for any 1 < i < n. Then
one can interpret p(A) as the probability that, when the numbers 1,...,n
are randomly ordered, none of them is placed in the correct position. On the
basis of this interpretation, one might suspect that u(A) should tend to 0 as
n — oco. However, by direct computation, one can see that this is not the case.
Indeed, let T; be the set of 7 € F for which w(i) = 4. Then A = (F1U~ . -UI‘n)C,
and therefore

p(A)=1-plU- =1+ Z 1)) 1y (Tp).

Show that u(Tp) = (":Jn)l if card(F) = m, and conclude from this that
u(A) = n(nll), — Lasn — .

EXERCISE 2.1.22. Given a sequence {B,, : n > 1} of sets, define their limit

inferior to be the set o -
lim B, = J [ Ba,

n—oo m=1n=m

or, equivalently, the set of x € E that are in all but finitely many of the B,,’s.
Also, define their limit superior to be the set

o0

m=1n=m
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or, equivalently, the set of x that are in infinitely many of the B,’s. Show
that lim . B, C lim,_,c By, and say that the sequence {B,, : n > 1} has
a limit if equality holds, in which case lim, . B,= lim,,_s o0 By, is said to
be the limit lim, o By, of {B, : n > 1}. Show that if (E, B, ) is a measure
space and {B, : n > 1} C B, both lim . B, € B and lim_ ., _ B, are
elements of B. Further, show that

— —

(2.1.23) [ ( lim Bn) < lim pu(Bn)
n— oo n—roo
and that
(2.1.24) " (n@ Bn) > T p(B,) if p <U1 Bn> < .
n=

Conclude that

n— 00 n— 00 n— oo

(2.1.25) lim B, exists & u (U Bn> <oo = L ( lim Bn) = lim p(B,).
n=1

Hint: Note that (°_ B,  lim B, and |02 B, \ lim, ,o B, as

n=m ——n—oo n=m
m — oQ.

EXERCISE 2.1.26. Let (E, B, 1) be a measure space and {B, : n > 1} C 5.
Show that -
Zﬂ(Bn)<oo = ,u(m Bn) =0.

n— 00
n=1

This useful observation is usually attributed to E. Borel. More profound
is the following converse statement, which is due to F. Cantelli. Assume
that p is a probability measure. Sets {B, : n > 1} C B are said to be
independent under p or py-independent if, for all n > 1 and choices of
Com € {Bpm,BEY, 1 <m <n, p(CyN---NCy) = u(Ch)---pu(C,). Cantelli’s
result says that if {B,, : n > 1} C B are p-independent sets, then

gu(Bn) =00 = u(n@an) = 1.

Thus, for p-independent sets, p (mnﬁoo Bn) is either 0 or 1 according to
whether Y>> | u(B,,) is finite or infinite, a result that is referred to as the
Borel-Cantelli Lemma. Give a proof of Cantelli’s result. In doing so, the
following outline might be helpful.

(i) Show that it suffices to prove that limy_,o0 p (ﬂN BE) = 0 for each

n=—m
m € ZT.
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(ii) Show that 1 —a < e~ for all > 0, and use this to check that

N
N
I < ﬂ BE) <e Zn=m #Bn)  for N >m.

n=m

EXERCISE 2.1.27. Given a pair of measures 1 and v on a measurable space
(E,B), one says that u is absolutely continuous with respect to v and
writes p < v if, for all B € B, v(B) =0 = u(B) = 0. Assuming that p is
finite and that p < v, show that for each € > 0 there exists a ¢ > 0 such that
u(B) < e whenever v(B) < ¢. Next, assume that E is a metric space, that
both p and v are regular Borel measures on E, and that p is finite. Show
that © < v if and only if for every ¢ > 0 there exists a § > 0 for which
v(G) <6 = u(G) < e whenever G € B(E).

EXERCISE 2.1.28. A pair of measures u and v on a measurable space (E, B)
are said to be singular to one another and one writes o L v if there exists a
B € B such that u(B) = 0 = »(BY). In words, x and v are singular to one
another if they live on disjoint parts of F. Assuming that E is a metric space,
that v is regular Borel measure on F, and that u is finite, show that u 1 v
if and only if for every § > 0 there is a G € &(E) for which v(G) < ¢ and
(G =o.

§2.2 A Construction of Measures

In this section I will first develop a procedure for constructing measures and
will then apply that procedure to three important examples.

§2.2.1. A Construction Procedure: Suppose that R is a collection of
compact subsets I of a metric space (F,p) and that V' is a map from R to
[0,00) that satisfy the following conditions:

(1) feRand I, I' ek = INI R

(2) V@) =0and V(I) <V(J)if I, J€R and I C J.

(3) Forany J € R, n € Z*, and {I,...,I,} CR, V(J) < " _, V(L) if
JCUr _ Lnand V(J) > 3" _ V(1) if the I,,,’s are non-overlapping
(i.e., their interiors are mutually disjoint) and J 2 (JI _; Iy,.

(4) For any I € R and € > 0, there exist I’, I” € R such that I” C I,
ICT, and V(I') < V(I") +e.

(5) For any G € &(E), there is a sequence {I,, : n > 1} of non-overlapping
elements of R such that G = J,—, I,,.

An example to keep in mind is that for which £ = RY, R is the collection
of all closed rectangles in R (one should consider () to be a rectangle), and
V(I) = vol(I).

The goal of this subsection is to prove that there is a unique Borel measure
won E such that u(I) = V(I) for all I € R. Before getting started with the
proof, recall the following elementary fact about double sums of non-negative
numbers.
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LEMMA 2.2.1. If {amn : (m,n) € (Z*)*} C[0,00), then

0o 00 0o 0o
§ § Um,n = E Am,n = E E Am,n-

m=1n=1 (m,n)E(Z*)z n=1m=1

PRroor: For each M, N € Z™*,

(E5e)(S50): 5

m=1n=1 n=1m=1 (m,n):m<M & n<N}

and therefore

(E5e) (E5e) ¥

m=1n=1 m,n)€(Z+)?

Similarly,

s (S5 ) (E5)

(m,n)e(zt)? m=1n=1 n=1m=1

and so all three must be equal. [

Now define ji(T') for I' C E to be the infimum of >~ ~_, V(I,,) for all choices
of {I, : m > 1} C R that cover T (i.e., I' C Joo_; I,). My strategy is to
find a o-algebra £ O By for which the restriction p of i to £ is a measure.
Thus, the first thing that I have to check is that g(I) = V(I) for all I € R.

LEMMA 2.2.2. If L € ZT and T = Ué::l Jy where the J,,’s are non-
overlapping elements of R, then ji(T') = ZeL:1 V(J¢). In particular, p(I) =
V(I) for all T € R.

ProoOF: Obviously a(T") < Zz 1 V(J¢). To prove the opposite inequality, let
{I, : m > 1} be a cover of ' by elements of ®R. Given an e¢ > 0, choose I/,
for each m € Z* so that I,, C I/, and V(I},)) < V(I,,) + 2" ™e. Because I is
compact, there exists an n € Z* such that {I,..., I/} covers I'.

Next, set L, =1I), NJyfor 1 <m <mnand 1 < ¢ < L. Then, for each ¢,
Jy = Um 1 Ipn.¢, and, for each m, the I,,, ;’s are non-overlapping elements of

R with Ue:1 I C1I),. Hence, by (3),

L L
ZV +e>2v1’ >N V(e =Y V(). O

m=1 m=1 m=1 (=1 (=1

In view of Lemma 2.2.2, T am justified in replacing V(I) by i(I) for I € .
The next result shows that half the equality in (2.1.4) is automatic, even
before one restricts to I'’s from L.
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LEMMA 2.2.3. If T C T, then (T ) < a(I"). In fact, if T C ;2 T, then

a(T) < >0 iwT,). In particular, if T C |J,2, T}, and a(T,) = O for each
n > 1, then a(T") = 0.

PROOF: The first assertion follows immediately from the fact that every cover
of I is also a cover of T

In order to prove the second assertion, let € > 0 be given, and choose for
each n > 1 a cover {I,, : m > 1} C R of [}, satisfying Z;’j:l V(Imn) <
f(L,) + 27" It is obvious that {I,, , : (m,n) € (ZT)?} is a countable cover
of I'. Hence, by Lemma 2.2.1,

ZUEND SRR (CNES S ILTIMED SLY

(m,n)»&(Z‘*’)2 n=1m=1

As a consequence of Lemma 2.2.3, one has that
(2.2.4) a(T) =inf{(G) : T C G € &(F)}.

To see this, note that the left-hand side is certainly dominated by the right.
Thus, it suffices to show that if {I,,, : m > 1} is a cover of I" by elements of R
and € > 0, then there is a &(E) > G D I' such that i(G) < Zm 1 V(Im) +e
To this end, for each m choose I}, E R such that I,, € I/, and V(I!) <
V(1) + 2 ™e, and take G = |} Clearly ' C G € (F) and

mlm

0
Z V ’H’L Z V(Im) + €.
m=1

One important consequence of (2.2.4) is that it shows that for any I' C F
there is a &5(F) 2 D D T for which (D) = i(T). Indeed, simply choose
I' C Gy, € B(E) for which ji(G,,) < (') + +, and take D =", G

Another virtue of (2.2.4) is that it facilitates the proof of the second part
of the following preliminary additivity result about fi.

LEMMA 2.2.5. If G and G’ are disjoint open subsets of E, then j(GUG') =
i(G) + i(G"). Also, if K and K' are disjoint compact subsets of E, then
(K UK') = p(K) + a(K').

PROOF: We begin by showing that if {I,, : m > 1} is a sequence of non-
overlapping elements of R, then

(2.2.6) i ( G Im> - i V(I

Because the left-hand side is dominated by the right, it suffices to show that
the right-hand side is dominated by the left. However, by Lemmas 2.2.3 and
2.2.2, for each n € Z7,
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which completes the proof of (2.2.6).

Next, suppose that G and G’ are disjoint open sets. By (5), there exist
non-overlapping sequences {I, : m > 1} and {I!, : m > 1} of elements of
R such that G = U, _, I, and G’ = \J,_, I},,. Thus, if I}, = I,, and
1. =1/ for m > 1, the I’’s are non-overlapping elements of R whose union

is G UG'. Hence, by (2.2.6),

HGUG) i"f" iv +Zv1’ = i(G) + i(G).
m=1 m=1 m=1

To complete the proof, let K and K’ be given. Because they are disjoint
and compact, there exist disjoint open sets G and G’ such that K C G and
K’ C G'. Thus, for any open H O K U K,

A(H) > G((H N G) U (H N G)) = j(H 0 G) + j(H 0 G) > i(K) + (K,

and therefore, by (2.2.4), a(K UK') > i(K) + a(K’). Because the opposite
inequality always holds, there is nothing more to do. [J

I am at last ready to describe the o-algebra L, although it will not be
immediately obvious that it is a o-algebra or that fi is countably additive on
it. Be that as it may, take £ to be the collection of I' C E with the property
that, for each € > 0, there is an open G 2 T for which a(G\T) < e.

At first, one might be tempted to say that, in view of (2.2.4), every subset
I' is an element of £. This is because one is inclined to think that f(G) =
(G\T) + (T') when, in fact, i(G) < a(G\T) + a(T) is all that we know in
general. Therein lies the subtlety of the definition! Nonetheless, it is clear that
&(FE) C L. Furthermore, if i(T") = 0, then I'" € L, since, by (2.2.4), one can
choose, for any € > 0, an open G D T" such that (G \T') < fi(G) < e. Finally,
ifT" € £, then thereisa D € &4(E) for whichI' C D and i(D\I') = 0. Indeed,
simply choose {G,, : n > 1} C &(RY) for which I' C G,, and i(G, \T) < 2
and take D = (° G,.

The next result shows that £ is closed under countable unions.

LEMMA 2.2.7. If{[, : n > 1} C L, then T = |J;° T}, € £, and, of course
(cf. Lemma 2.2.3), iuT) < S°2° ji(T,).

PRrOOF: For each n > 1, choose &(F) 3 G,, 2 T}, so that a(G, \T,) <27 "¢

Then G = |J;° G, is open, contains I', and (by Lemma 2.2.3) satisfies
ﬂ(G\F)<ﬂ<UG \T ) > (G \Tn) O
n=1 1

Knowing that £ is closed under countable unions and that it contains &(E),
we will know that it is a o-algebra and that By C £ as soon I show that L is
closed under complementation.
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LEMMA 2.2.8. If K cC E,! then K € £ and i(K) < oco.

Proor: The first step is to show that i(K) < co. For this purpose, choose
a non-overlapping cover {I,,, : m > 1} C R of K, and then use (4) to choose
{I' : m>1} CRsothat I,, C I, and V(I),)) < V(I,,)+1 for cach m. Now
apply the Heine-Borel property to find an n € Z* such that K C | J"
Then a(K) <n+ Y _ V(I,) < cc.

We will now show that K € £. To this end, let € > 0 be given, and choose an
open set G D K so that i(G) < i(K)+e. Set H =G\ K € &(E), and choose
a non-overlapping sequence {I,, : n > 1} C R so that H = |J{° I,,. Then, by
(2.2.6), p(H) = >, V(I,). In addition, for each n € Z*, K, = U,_, Im
is compact and disjoint from K. Hence, by Lemmas 2.2.7 and 2.2.3,

mlm

m=1

() + (K) = p(Kn U K) < (@),

and so, because ji(K) < oo, >."" _ V(I,,) = i(K,) < € for all n, and therefore

m=1

A(G\K) = i(H) < X35, i) < e. D

LEMMA 2.2.9. L is a o-algebra over E that contains Bg. Moreover, if
I' C E, then I € L if and only if for every € > 0 there exist F' € §(E) and
G € &(FE) such that F C T C G and (G \ F) < e. Alternatively, ' € L
if there exist C, D € L such that C C T C D and (D \ C) = 0, and if
T' € L, then there exist C € §,(F) and D € B5(E) such that C CT C D and
a(D\ C)=0.

PROOF: Because of Lemma 2.2.7, proving that £ is a g-algebra comes down
to showing that it is closed under complementation. For this purpose, begin
by observing that 5, (E) C L. To check this, choose {I,, : m > 1} C R such
that E =,>_, In, and set K, = J.' _ . Then K, is compact for each n.
Given F € %( ) and n € Z*, set F, = F N Kn. Clearly F,, is compact and is
therefore an element of L. Hence, since F = J;-; F,, and L is closed under
countable unions, we see first that F(E) C L and then that §,(EF) C L.

Next, suppose that I' € £, and choose D € &;5(E) for which I' C D and
f(D\T) = 0. Then C = D% € 3, (E), C CI'%, and 4T\ C) = a(D\T) = 0.
Hence, I\ C € £, and therefore so is I® = C'U (I'C\ €), which means that
L is closed under complementation and is therefore a o-algebra over F.

Knowing that £ contains &(F) and is a o-algebra, we know that Bg C L.
In addition, if I' € L, then for each ¢ > 0 we can find an open G DT and
a closed F with F€ D T'C for which a(G\ ')V a(FC\TC) < ¢ 5, which means
that FCT'C G and i(G\ F) < e.

Finally, given the preceding, it is clear that if I' € £ then there exist C' €
5o(F) and D € &4(F) such that C CT C D and (D \ C) = 0. Conversely,
if there exist such C, D € £, C CT C D, and (D \ C) =0, then g(T'\ C) <
A(D\C)=0,andsoI'=CUT'\C)e L O

LT will often use the notation K CC E to mean that K is a compact subset of E. When E
is discrete, the notation means that K is a finite subset of E.
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THEOREM 2.2.10. Refer to the preceding. Then there is a unique Borel
measure p on E for which u(I) =V (I) for all I € R. Moreover, yu is regular,
L =Bg", and (cf. Lemma 2.1.14) i is the restriction of ji to Bg'" .

Proor: We will first show that i is countably additive on £. To this end,
let {T';, : n > 1} C L be a sequence of mutually disjoint, relatively compact
(i.e., their closures are compact) sets. By Lemma 2.2.9, for each ¢ > 0 we
can find a sequence {K,, : n > 1} of compact sets such that K,, C T, and
a(Ty) < a(K,) + 2 "¢ for each n. Hence, by Lemma 2.2.7, for each n € Z*,

M(G Fm> 2;1(0 Km>=zn:ﬂ(Km)7

m=1 m=1 m=1

and therefore

which proves that

Since the opposite inequality is trivial, this proves the countable additivity of
i for relatively compact elements of L.

To treat the general case, choose {I,, : m > 1} C R for which that E =
Uo_y Im, and set Ay = I and A1 = Iyp1 \U,,_; Im- Then the A,’s
are mutually disjoint, relatively compact elements of £. Hence, if I',,,, =
A, N T, then the I, ,,’s are also mutually disjoint and relatively compact.
Furthermore, T',, = |J°_, I),,, for each n, and so, by the preceding and

m=1
Lemma 2.2.1,

ﬂOJm>: > iTma) = Ty,

n=1 (m,n)e(ZJr)Z n=1

Knowing that [ is countably additive on £ and that £ O Bg, we can take
1 to be the restriction of i to Bg. Furthermore, the results in Lemma 2.2.9
show that this p is regular, £ = Bg", and that | L equals fi.

To complete the proof, suppose that v is a second Borel measure on F
for which v(I) = V(I) whenever I € 9. Given an open G, choose a non-
overlapping {I,, : m > 1} C R whose union is G, and apply (2.1.8) and
(2.2.6) to conclude that

V(@) < Y vlIm) =Y V(In) = n(@).

m=1 m=1
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Next, given € > 0, choose for m € Z* an I/ € R so that I/ C I,, and
V(In) <V(I)+ 2 ™e. Then, because the I'’s are disjoint,

m

v(@) zu<U I;;> =D VU =Y V(In) —e>p(G) —e

Hence, v and p are equal on &(FE). Finally, note that, by combining (4) and
(5), we can produce a non-decreasing sequence of open sets G, ' E such
that u(G,) < co. Hence, by Theorem 2.1.13, v equals p on B, for each n,
from which it follows easily that v equals g on Bg. O

COROLLARY 2.2.11. Suppose that T : E — F is a transformation with
the property that T—'(I) € R and V(T (1)) = V(I) for all I € R. Then
TYT) € Bg and p(T~1(T)) = w(T') for all T € Bg. Equivalently, T\.pn = pu.

PROOF: By part (i) of Exercise 2.1.19, T~ of a union of sets is the union of
T~ of each set over which the union is taken, and T-! of a difference of sets
is the difference of T~ of each set. Next, let B be the set of I' € Bg with the
property that 7-1(T") € Bg. By the preceding observation, B is a o-algebra
over E. In addition, R C B. Thus, because for any open G there is a sequence
{I, : m > 1} C R whose union is G, &(E) C B. Since this means that B is
a o-algebra contained in Bg and containing &(E), it follows that B = Bg.

Next, set v(T') = M(T_l(F)) for T € Bg. By part (iii) of Exercise 2.1.19, v
is a Borel measure on E. Moreover, by assumption, v(I) = V(I) for I € .
Hence, by the uniqueness statement in Theorem 2.2.10, v = p. 0O

§2.2.2. Lebesgue Measure on R": My first application of Theorem 2.2.10
will be to the construction of the father of all measures, Lebesgue measure on
RY.

Endow RY with the standard Euclidean metric, the one given by the Eu-
clidean distance between points. Next, take R to be the set of all rectangles
I in RY relative to a fixed orthonormal coordinate system, include the empty
rectangle in R, and define V(I) = vol(I) if I # ) and V(@) = 0. In order to
apply the results in §2.2.1, I have to show that this choice of R and V satisfies
the hypotheses (1)—(5) listed at the beginning of that subsection. It is clear
that they satisfy (1), (2), and (4). In addition, (3) follows from Lemma 1.1.1.
To check (5), I will use the following lemma. In its statement and elsewhere,
a square will be a (multi-dimensional) rectangle all of whose edges have the
same length. That is, a non-empty square is a set Q of the form = + [a, bV
for some € RY and a < b.

LEMMA 2.2.12. IfG is an open set in R, then G is the union of a countable
number of mutually disjoint open intervals. More generally, if G is an open
set in RY, then, for each § > 0, G admits a countable, non-overlapping, exact
cover C by closed squares ) with diam (Q) < §.

Proor: If G CRisopen and z € G, let Iw be the open connected component
of G containing x. Then I, is an open interval and, for any =,y € G, either
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I, N Iy =Qorl, = L/ Hence, C = {Igj :x € GNQ} (Q here denotes the set
of rational numbers) is the required cover.

To handle the second assertion, set @, = [0, 2’”]N and IC,, = {2L +Qn :
k € ZV}. Note that if m < n, Q € K,,, and Q' € K,,, then either Q' C Q
or QN Q' = 0. Now let G € B(RY) and § > 0 be given, take ng to be the
smallest n € Z for which 27"V N < §, and set C,, = {Q € K,,, : Q C G}.
Next, define C,, inductively for n > ng so that

Cnﬂ:{Q’elCnH:Q’QGandQ’ﬂCj}:@foranyQE U Cm}.

m=no

Since if m < n, Q € Cp,, and Q' € C,, either Q = Q' or Q N @’ = 0,
the squares in C = UZO:nO C,, are non-overlapping, and certainly |JC C G.
Finally, if z € G, choose n > ng and Q' € K, such that z € Q' C G. If
Q' ¢ C,, then there exist an ng < m < n and a Q € C,, for which QNQ' #0.
But this means that Q' C @ and therefore that € Q C |JC. Thus C covers
G. O

Knowing that 93 and V satisfy hypotheses (1)—(5), we can apply Theorem
2.2.10 and thereby derive the following fundamental result.

THEOREM 2.2.13.  There is one and only one Borel measure Agx on RY
with the property that Az~ (Q) = vol(Q) for all squares Q in RY. Moreover,
Apn~ Is regular.

PROOF: The existence of A\~ as well as its regularity are immediate conse-
quences of Theorem 2.2.10. Furthermore, that theorem says that Ag~ is the
only Borel measure v with the property that v(I) = vol(I) for all I € R. Thus,
to prove the uniqueness statement here, it suffices to check that v(I) = vol(I)
for all rectangles I if it does for squares. To this end, first note that if [ is a
rectangle, then there exists a sequence {I,, : n > 1} of rectangles such that
I, /I and vol(1,,) / vol(I). Hence, by (2.1.10), v(I) = v(I). In particular,
by (2.1.7), this means that? v(dI) = v(I) — v(I) = 0 for all rectangles I.
Now apply Lemma 2.2.12 to write I= UZO:1 Q,., where the @),,’s are non-
overlapping squares, use the preceding to check that v(Q,, N Q,) = 0 for
m # n, and apply (2.1.9) to see that v(I) = v(I) = oo vol(Qy). Since the
same reasoning applies to Apy and Agn (Q,) = vol(Q,,), we have now shown
that v(I) = vol(I) as well. O

The Borel measure Agny described in Theorem 2.2.13 is called Lebesgue

=V are said to be Lebesgue

.. ——A
measure on RY. In addition, elements of By~
measurable sets.

An important property of Lebesgue measure is that it is translation in-

variant. To be precise, for each x € R, define the translation map

21 use T to denote the boundary I'\ T of a set T'.
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T, : RN — RY by T,(y) = = +y. Obviously, T} is one-to-one and onto.
In fact, T, ! = T_,. In addition, because T, = T:; and T_, is continu-
ous, T, takes By~ into itself. Finally, say that a Borel measure px on RY is
translation invariant if ;(7,(T')) = v(T') for all z € RY and T' € Bgw.
The following corollary provides an important characterization of Lebesgue
measure in terms of translation invariance.

COROLLARY 2.2.14.  Lebesgue measure is the one and only translation
invariant Borel measure on RY that assigns the unit square [0,1]" mea-
sure 1. Thus, if v is a translation invariant Borel measure on RN and
a= 1/([0, 1]N) < 00, then v = algn~.

ProOF: That Agw~ is translation invariant follows immediately from Corollary
2.2.11 and the fact that, for any rectangle I and = € RY, vol(T; (1)) = vol(I).

To prove the uniqueness assertion, suppose that p is a translation invariant
Borel measure that gives measure 1 to [0, 1]". We first show that u(H) = 0 for
every H of the form {z € RN . x, = ¢} for some 1 < i < N and ¢ € R. Indeed,
by translation invariance, it suffices to treat the case ¢ = 0. In addition, by
countable subadditivity and translation invariance, it is sufficient to show that
#(R) =0 when R = {z : o; = 0 and z; € [0,1] for j # i}. But if e; is the
unit vector whose ith coordinate is 1 and whose other coordinates are 0, then,
for any n > 1, the sets {%ei + R: 0 <m < n} are mutually disjoint, have
the same p-measure as R, and are contained in [0, 1]V. Hence, nu(R) < 1 for
all m > 1, and so u(R) = 0.

Given the preceding, we know that p(9I) = 0 for all rectangles I C RV,
Hence, if (nq,...,ny) € (Z1)V, then

N

1([0,1)Y) = p <U{H[k;i1,§§] t 1<k <mforl<i< N})

i=1

(1)« (11e22)

and so (Hf\;l [0, ni]) = vazl ni Starting from this, the same line of

reasoning can be used to show that u (Hf\il[() mi]) = HN ni for any

7 ng i=1 n;
pair (mq,...,my), (n1,...,nx) € (ZT)N. Hence, by translation invariance,
for any rectangle whose sides have rational lengths, pu(I) = vol(I). Finally,
for any rectangle I, we can choose a non-increasing sequence {I,, : n > 1}
of rectangles with rational side lengths such that I, \, I, and so u(l) =
lim,,_, o vol(Z,,) = vol(I). Now apply Corollary 2.2.11.

To prove the concluding assertion, first suppose that &« = 0. Then, because
RY can be covered by a countable number of translates of [0, 1]V, it follows
that v(RY) = 0 and therefore that v = alg~. Next suppose that a > 0.
Then a~'v is a translation invariant Borel measure on RY and v assigns the
unit square measure 1. Hence, by the earlier part, o lv = \gy. O
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Although the property of translation invariance was built into the construc-
tion of Lebesgue measure, it is not immediately obvious how Lebesgue measure
responds to rotations of RV. One suspects that, as the natural measure on
R, Lebesgue measure should be invariant under the full group of Euclidean
transformations (i.e., rotations as well as translations). However, because my
description of Lebesgue’s measure was based on rectangles and the rectangles
were inextricably tied to a fixed set of coordinate axes, rotation invariance is
not as obvious as translation invariance was.

The following corollary shows how Lebesgue measure transforms under an
arbitrary linear transformation of RY, and rotation invariance will follow as
an immediate corollary.

Given an N x N, real matrix A = ((aij))lgz‘,jgN’ define Ty : RY — RV

to be the action of A on x. That is, (Tax); = Z;.V:l a;jo; for 1 <i < N. We
can now prove the following.

THEOREM 2.2.15. For any N x N, real matrix A andI" € BRN)\RN, Ta(T) €
B]RNARN and A\gn (TaT) = |det(A)|Agn (T'). Moreover, if A is non-singular,
then T4 takes Bpn into itself.

PrOOF: We begin with the case in which A is non-singular. Then T4-1 is a
continuous, one-to-one map from RY onto itself, and Ty = (T4-1)~'. Hence,
by (iii) of Exercise 2.1.19, T4 takes Bpn into itself. Next, define v4 on Byw
by v4([') = Agw (TA(I‘)). Then, again, by part (iii) of Exercise 2.1.19, v4 is
a Borel measure on RY. Now set a(A) = v4([0,1]V). Because Ta([0,1]V) is
compact, a(A) < co. In addition, because

va(To(T)) = Agn (Taz + Ta(D)) = Agn (Ta(T)) = va(I),

v4 is translation invariant. Thus Corollary 2.2.14 says that v4 = a(A)Agw,
and so all that we have to do is show that a(A) = |det(A)|. To this end, ob-
serve that there are cases in which a(4) can be computed by hand. The first
of these is when A is diagonal with positive diagonal elements, in which case
Ta([0,1]) = H;-VZI[O, a;;] and therefore a(A) = H;\;l a;; = det(A). The sec-

ond case is the one in which A is an orthogonal matrix. Then T4 (B(0,1)) =

B(0,1) and therefore, since Agn (B(0,1)) € (0,00), a(A) = 1. To go fur-
ther, notice that, since Taa = Ta o Ta, a(AA") = a(A)a(A’). Hence,
if A is symmetric and positive definite (i.e., all its eigenvalues are posi-
tive) and O is an orthogonal matrix for which® D = OT AQ is diagonal,
then the diagonal entries of D are positive, det(A) = det(D) = «(D), and
therefore a(A) = a(OT)a(D)a(O) = a(D) = det(A). Finally, for any
non-singular A, AT A is a symmetric, positive definite matrix. Moreover,
if O = A1 (AAT)z, where (AAT)Z denotes the symmetric square root of
AAT, then O satisfies OOT = AYAAT(AT)~! = I and is therefore orthog-
onal. Hence, since A = (AAT)2OT, we find that a(A) = det((AAT)%) =

3 Given a matrix A, T use AT to denote the transpose matrix.
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|det(A)|. Finally, to show that T4 takes a T' € mARN into mARN and that
Agn (Ta(T)) = |det(A)[Ag~ (T), choose C, D € Bgx so that C CT' C D and
Ay (D\ C) = 0. Then Ta(C), Ta(D) € Brn, Ta(C) C Ta(T') C Ta(D),
Apw (Ta(D)\ Ta(C)) = Azn (Ta(D\ C)) = 0, and therefore Ty(T) € Bgn ="
and A (Ta(D)) = Aun (T4 (C)) = [det(A) Mg (€) = |det(A) R (D).

To treat the singular case, first observe that there is nothing to do when
N =1, since the singularity of A means that T4(R) = {0} and A\g({0}) = 0.
Thus, assume that N > 2. Then, if A is singular, T4 (RY) is contained in
an (N — 1)-dimensional subspace of RY. Therefore, what remains is to show
that Apn~ assigns measure 0 to an (N — 1)-dimensional subspace H. This is
clear if H = RN~1 x {0}, since in that case one can obviously cover H with a
countable number of rectangles each of which has volume 0. To handle general
H'’s, choose an orthogonal matrix O so that H = To (RV~! x {0}), and use
the preceding to conclude that Agn (H) = Agn (RV ™ x {0}) =0. O

Before concluding this preliminary discussion of Lebesgue measure, it may
be appropriate to examine whether there are any sets that are not Lebesgue
measurable. It turns out that the existence of such sets brings up some ex-
tremely delicate issues about the foundations of mathematics. Indeed, if one
is willing to abandon the full axiom of choice, then R. Solovay has shown
that there is a model of mathematics in which every subset of RY is Lebesgue
measurable. However, if one accepts the full axiom of choice, then the follow-
ing argument, due to Vitali, shows that there are sets that are not Lebesgue
measurable. The use of the axiom of choice comes in Lemma 2.2.17 below.
It is not used in the proof of the next lemma, a result that is interesting in
its own right. See Exercise 2.2.35 for a somewhat surprising application and
Exercise 6.3.17 for another derivation of it.

LemMma 2.2.16. If T € BTR/\R has positive Lebesgue measure, then the set
I'-T'={y—ax:x,y € '} contains an open interval (—d,9) for some 6 > 0.

ProoF: Without loss of generality, we will assume that I' € Bgr and that
)\]R(F) S (0, OO)

Choose an open set G D T for which Ag(G \T) < $Ar(T'), and let (cf. the
first part of Lemma 2.2.12) C be a countable collection of mutually disjoint,
non-empty, open intervals I whose union is G. Then

D AR NT) = Ag(D) > 2Xp(G) =2 " Mp(]).
iec Iec

Hence, there must be an I € C for which Ag(1 NT) > %)\R(f). Set A=INT.
IfdeRand (d+ A)NA=0, then

22r(A) = Ae(d + A) + Ag(A) = e ((d+ A) U A) < Xg((d+1)UT).

At the same time, (d+1)UI C (I7,d+11)ifd > 0and (d+1)UI C (d+1~,1")
if d < 0, where I~ and I denote the left and right endpoints of I. Thus, in
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either case, Ag((d + hHu I) < |d| + Ar({). Hence, if (d+ A)N A = 0, then
%)\R(IQ) < 2Ar(A) < |d| + Ag(I), from which one seces that |d| > %/\R(IQ). In
other words, if |d| < $A\g(I), then (d + A) N A # . But this means that for
every d € (f%)\R(IC), %)\R(ID)) there exist x,y € A C T for whichd =y—2. O

LEMMA 2.2.17. Let Q denote the set of rational real numbers. Assuming
the axiom of choice, there is a subset A of R such that (A — A) N Q = {0}
and yet R =, cq(q+ A4).

Proor: Write x ~ y if y — 2 € Q. Then “~” is an equivalence relation on
R, and, for each = € R, the equivalence class [x]™ of x is z + Q. Now, using
the axiom of choice, choose A to be a set that contains precisely one element
from each of the equivalence classes [z]~, € R. It is then clear that A has
the required properties. [

THEOREM 2.2.18.  Assuming the axiom of choice, every I' € BTR)\R with
positive Lebesgue measure contains a subset that is not Lebesgue measurable.
(See part (iii) of Exercise 2.2.36 for another construction of non-measurable
quantities.)

PROOF: Let A be the set constructed in Lemma 2.2.17, and suppose that
I' N T,(A) were Lebesgue measurable for each ¢ € Q. Then we would have
that 0 < Ag(T) < quQﬁ(FﬁTq(A)), and so there would exist a ¢ € Q such
that %(I‘ N Tq(A)) > 0. But, by Lemma 2.2.16, we would then have that
(=6,0) C{y —z : x,y € T,(A)} € {0} UQEL for some § > 0, which cannot
be. O

§2.2.3. Distribution Functions and Measures: Given a finite Borel
measure on R, set F,(x) = p1((—o0, z]). Clearly F), is a non-negative, bounded,
right-continuous, non-decreasing function that tends to 0 as * — —oo. The
function F), is called the distribution function for p. In this subsection
I will show that every bounded, right-continuous, non-decreasing function F
that tends to 0 at —oo is the distribution of a unique finite Borel measure on
R.

Let F' be given. By Exercise 1.2.23, F = F,. + Fy, where F, and Fy are
bounded and non-decreasing, F is continuous, and Fy is a pure jump function.
Further, it is easy to check that both F. and Fy can be taken so that they
tend to 0 at —oco. Hence, to prove the existence of a p for which F' = F),, it
suffices to do so when F' is either a continuous or a pure jump function and
then take the sum of the measures corresponding to F. and Fjy.

When F' is a pure jump function, there is nearly nothing to do. Simply
define p by

pr(D)= Y (F(x) - F(z—)) forT € Bg,
{zel’'NnD}
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where D is the countable set consisting of the discontinuities of F. Without
difficulty, one can check that up is a finite Borel measure on R for which F
is the distribution function.

Now assume that F' is continuous, and take R to be the set of all (including
the empty interval) closed intervals I in R, and define V' ([a, b]) = F(b) — F(a)
for a < b. Checking that this choice of & and V satisfies that hypotheses at the
start of §2.2.1 is easy. The same argument as we used to prove Lemma 1.1.1
when N = 1 shows that (3) holds, (4) follows from the continuity of F, and
Lemma 2.2.12 proves (5). Thus, by Theorem 2.2.10, there is a Borel measure
pr on R for which pp([a,b]) = F(b) — F(a) for all a < b. In particular,

Fle)=F(2)~ lim F(y)= lim_ur(ly,a]) = ur((-oc,2]),

and so F' is the distribution function for pu.

THEOREM 2.2.19. Let F' be a bounded, right-continuous, non-decreasing
function on R that tends to 0 at —oco. Then there is a unique Borel measure
wr on R for which F' is the distribution function. In particular, pp is finite
and regular. (See Exercises 2.2.37 and 8.2.18 for other approaches.)

Proor: The only assertions that have not been covered already are those
of uniqueness and finiteness. However, the finiteness follows from pp(R) =
lim, »o F(x) < oo. To prove the uniqueness, suppose that v is a second
Borel measure on R satisfying v((—o0,z]) = F(z) for all z € R. Then, by the
argument just given, v is finite. In addition, for a < b,

V((aa b)) = }/,l}%(F(w) - F(“)) =F(b—) = F(a) = NF((aab))'

Hence, V(I) = ,uF(I) for all open intervals I, and so, by the first part of
Lemma 2.2.12, v(G) = pup(G) for all G € &(R). By Theorem 2.1.13, this
means that v = pup on Bg. 0O

§2.2.4. Bernoulli Measure: Here is an application of the material in
§2.2.1 to a probabilistic model of coin tossing.

Set Q@ = {0, 1}Z+7 the space of maps w : ZT — {0,1}. In the model, Q is
thought of as the set of all possible outcomes of a countably infinite number
of coin tosses: w(i) = 1 if the ith toss came up heads and w(i) = 0 if it
came up tails. Similarly, given () # S C Z*, take Q(S) = {0,1}°, think
of Q(S) as the outcomes of those tosses that occurred during S, and define
II5Q — Q(S) to be the projection map given by Ilsw = w [ S. Then, for
each S, A(S) = {IIg'T: T C Q(S5)} is a og-algebra over ©, and, in the model,
elements of A(S) are events (the probabilistic term for subsets) that depend
only on the outcome of tosses corresponding to the i’s in S.

Now suppose that, on each toss, the coin comes up heads with probability
p € (0,1) and tails with probability ¢ = 1 — p. Further, assume that the out-
comes of distinct tosses are independent of one another. That is, if n € Q(5),
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then the probability of the event TIg' ({n}) = {w € Q: w(i) = n(i) for i € S}
is

(2.2.20) poies 1020 e (1=n(i),

Obviously, when S is infinite, this quantity is 0. On the other hand, if () #
F cC Z* (ie., F is a non-empty, finite subset of Z*), and 8f : A(F) —
[0,1] is defined by the prescription

(2.2.21) BE(MF'T) = 3 plver M2 ier (110,

ner

where the sum over the empty set is taken to be 0, then ﬂg is a measure
on (Q,A(F )) that measures the probability of events that depend only on
outcomes during F'.

Next set A =J{A(F): 0 # F cC Z*}. Then A is an (cf. Exercise 2.1.16)
algebra over (). However, A is not a o-algebra. Nonetheless, we can define
By + A — [0,1] so that 8,(4) = B} (A) if A € A(F). To know that this
definition is justified, we must make sure that if A € A(F) N A(F"), where
F # F', then g} (A) = ﬂf/(A). To this end, note that A € A(F N F’), and
therefore that it suffices to handle the case in which F' C F’. Further, this
case reduces to the one in which F = FU{j}, where j ¢ F. But if I' C Q(F),
then II.'T" = I/ Ty U T,/ Ty, where

Do={neQF):nlFeTl and n(j) =k} forke{0,1},
and so
B (EIT) = B (5 To) + B (TTR!Ty)
= qf, (') +pB, (') = 35 (IE'T).

Thus, we now know that 3, is well-defined and §,(2) = 1. In addition, 3, is
finitely additive in the sense that, for any n € Z*,

By ( U Am> =Y Bo(Am)

if the A,,’s are mutually disjoint elements of A. Indeed, by choosing FF CC Z*
so that {A,, : 1 < m < n} C A(F), one can do the computation with 3}
instead of f,,.

The preceding paragraphs summarize the presentation of coin tossing given
in an elementary probability theory course. What is not usually covered in
such a course is the extension of 3, to events like

1y .
A= {w eN: nh_)n;o - Zw(k) ex1sts}
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that depend on an infinite number of tosses. My aim here is to show that
such an extension exists and that it can be constructed using the results in
§2.2.1.

The first step is to introduce a topology on €2, and the one that I will
choose is the one corresponding to pointwise convergence. That is, I want the
sequence {w,, : m > 1} to converge to w if and only if for each i € ZT there
is an m; such that w,, (i) = w(i) for all m > m;. One way to describe this
topology is to define

plw, o) =27 w(i) — o' (i),
i=1

and check that p is a metric on ) for which convergence is the same as
pointwise convergence. Further, as a topological space with metric p, € is
compact. To see this, let {w,, : m > 1} C Q be given. Then there exists
a strictly increasing sequence {my, : £ > 1} C Z7T such that wy,, (1) =
Wy, (1) for all £ € ZT. Knowing {m1, : £ > 1}, choose a strictly increasing
subsequence {mgo : £ > 1} of {my,: £ > 1} for which wp, ,(2) = wn,,(2)
for all ¢ € ZT. Proceeding by induction on k € Z*, produce {my ¢ : (k,{) €
(ZT)?} such that {myi1, : € > 1} is a strictly increasing subsequence of
{mpe : £ > 1} and wpy, (k) = Wi, (k) for all £ > 1. If my = myy and
w(i) = wm, (), then {w,,, : i > 1} is a subsequence of {w,, : m > 1} and
W, — W as t — 00.

It is clear that every A € A is closed. In addition, if ) # F CC ZT,w € A €
A(F), and ip = max{i : i € F}, then p(w/,w) < 277" = W' |F=w|F
and therefore w’ € A. Hence, every element of A is both open and closed.
Moreover, for each w € Q, {IIz"({w [ F}) : § # F CC Z*} forms a countable
neighborhood basis at w. Indeed, given w € Q and r > 0, choose n > 1 such
that 27" < r, and observe that {w’ : w/(i) = w(i) for 1 < i < n} is contained
in the p-ball of radius r centered at w.

Having made these preparations, we can turn to the construction. Take
R = A, and define V(A) = 8,(A) for A € A. Then R and V satisfy the
hypotheses (1)—(5) at the beginning of §2.2.1. Indeed, (1), (2), and (3) are
obvious from the facts that A is an algebra and that 3, is finitely additive on
A. As for (4), the fact that each A € A is both open and closed means that
there is nothing to check. Finally, the following lemma shows that (5) holds.

LEMMA 2.2.22. If ) # S C Z* and G € A(S) is open, then there is a
sequence {A,, : m > 1} of mutually disjoint elements of A(S) N A for which
G = U::1 A

ProOF: To produce a sequence {A,, : m > 1} C A of mutually disjoint
elements of A(S) such that G = |J._; A, one can proceed as follows. If S
is finite, then one can take A1 = A and A,, = 0 for n > 2. If S is infinite,
let {in, : n > 1} be the strictly increasing enumeration of S, and set F,, =
{i1,...,in}. Choose A; to be the largest element A € A(F}) with the property
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that A C G. Equivalently, A; is the union of all the A € A(F;) contained
in G. Next, given 4,, € A(F,,) for 1 < m < n, choose A, 11 to the largest
A € A(F,41) contained in G\J,,_; Ay, Obviously, these A4,,’s are mutually
disjoint elements of AN A(S), all of which are subsets of G. To see that they
cover G, suppose that w € G, and choose n > 2 for which w’ € G whenever
p(w w) < 271 Then A = {w' : W'(iy) = w(in) for 1 <i < n} € A(F,)
is a subset of G, and so either w € Up~" A,, or ANUF" A, = 0, in which
cassewe ACA, O

THEOREM 2.2.23. Referring to the preceding, there exists a unique exten-
sion of 3, as a Borel probability measure on §), and this extension is regular.
Finally, 8, is the unique Borel measure v on 2 with the property that, for
eachn € Z* and n € {0,1}",

v({we Q: w(i)=n(i) for 1 <i<n}) = pzll "(i)q”_Z?zln(i).

PRrROOF: The existence of the extension as well as its regularity are guaranteed
by Theorem 2.2.10. Furthermore, that theorem says that there is only one
extension. Finally, suppose that v is as in the last part of the statement.
Because every non-empty element of A is the finite union of mutually disjoint
sets of the form {w : w(m) = n(m) for 1 < m < n}, where n € {0,1}" for
some n € ZT, any v that extends /3, | A is therefore equal to 8,. O

Because Bernoulli (again Jacob) made seminal contributions to the study
of coin tossing, the Borel probability measure 3, in Theorem 2.2.23 is called
the Bernoulli measure with parameter p. Before closing this discussion of
coin tossing, it should be pointed out that the independence on which (2.2.20)
was based extends to 3, as a Borel measure. To verify this, we will need the
following lemma.

LEMMA 2.2.24. Suppose that ) # S C Z*. If B € A(S) and B C H €
&(Q), then there is a G € &(Q) N A(S) such that B C G C H. Hence, if

B e A(S)NB™, then B,(B) = inf{8,(G) : B C G € () N A(S)}.

PRrROOF: Given w € B, note that Hgl({w I S}) cC H. In particular, there
exists an n(w) € Z* for which p(Ilg' ({w | S})7HC) > 27 Thus, if
F(w)={i € S:i<nw)}, then Aw) =" ({w | F(w)}) C H. Indeed, if
W' € A(w), determine w” € Q by takingw” | S =w | Sand w” | S¢ = w’ | SC.
Then w” € TIg' ({w | S}) and p(w’,w”) < 27« which means that ' € H.
Now take G = [J{A(w) : w € B}, and observe that G is an open element of
A(S) that contains B and is contained in H.

Given the preceding, the final assertion is an easy application of the fact,
coming from Theorems 2.2.23 and 2.1.15, that

By(B) = inf{8,(G): BCGe &)} O
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THEOREM 2.2.25. Let S C Z™T, and suppose that B € Fgﬁp N A(S) and
B’ € B N A(S%). Then B,(BN B') = B,(B)B,(B').

Proor: Obviously, there is nothing to do when either B or B’ is either empty
or the whole of Q. Thus, we will assume that () # S C ZT. Next suppose
that F cc S and F' cc SC. Then, for any A € A(F) and A’ € A(F"),
it follows easily from (2.2.21) that 8,(ANA") = 8,(A)B8,(A"). Next suppose
that G € A(S) and G’ € A(S®) are open. By Lemma 2.2.22, G = [JX_, A,,,
where {A,, : m > 1} are mutually disjoint elements of AN A(S), and G’ =
U, A, where {A/, : m > 1} are mutually disjoint elements of AN.A(SC).
Thus {A;, N Ay o (m,m') € (Z7)?} is a cover of G NG’ by mutually disjoint
elements of A, and 8,(An, N Ap) = Bp(Am)Bp(Any) for all (m,m’). Hence,
by Lemma 2.2.1,

Bp(GN G/) = Z Bp(Am)Bp( {m’) = 517(0)610((;/)'

(m,m')e(Z+)?

Finally, let B and B’ be as in the statement. Then 8,(BNB’) < 3,(GNG’) =
B,(G)B,(G") for any open G € A(S) containing B and open G’ € A(S°®)
containing B’. Hence, by Lemma 2.2.24, 8,(B N B') < B,(B)j3,(B’).

To prove the opposite inequality, let € > 0 be given, and choose open sets
G and G’ for which B C G, B’ C G', and B,(G \ B) + B,(G' \ B') < e. By
Lemma 2.2.24, we may and will assume that G € A(S) and G’ € A(S®). But
then

Bp(B)By(B') < Bp(G)Bp(G") = Bp(GNG")
=B, (BNB)+B,((GNG )\ (BNB')) <B,(BNB') +e,

since (GNG)\ (BNB')C(G\B)U(G'\B). O
In the jargon of probability theory, Theorem 2.2.25 is saying that the o-
algebra A(S) N Ba'" is independent under B, of the o-algebra A(SC) N Ba'.

§2.2.5. Bernoulli and Lebesgue Measures: For obvious reasons, the
case p = % is thought of as the mathematical model of a coin tossing game
in which the coin is fair (i.e., unbiased). Thus, one should hope that I has
special properties, and the purpose of this subsection is to prove one such
property.

There is a natural continuous map ® taking € onto [0, 1], the one given by

(2.2.26) O(w) =Y 2 "w(n).
n=1

By part (ii) of Exercise 2.1.19, ® is measurable as a mapping from (€2, Bg)
to ([0,1],B,1;). What I am going to show is that (cf. part (iii) of Exercise
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2.1.19) é*ﬁ% = A[o,1], Where (cf. Exercise 2.1.18) A 1] is the Borel measure
on [0, 1] obtained by restricting Ar to Bjg 1). In fact, I am going to prove more.
Namely, I am going to show that, in spite to the fact that ® is not one-to-one,

Once we know this, we will have
(2.2.28) ®,05(1) = B (®71() = Apy(T) for I'e By y

as a trivial consequence.

The interest in (2.2.27) stems from the following considerations. Let weo
be the element of 2 that is equal to 1 at all n € ZT. Then ®(ws) = 1. Next,
let 2 be the subset of O consisting of wy, and any w € 2 with the property
that w(n) = 0 for infinitely many n € Z*t. Because 2\ 2 is equal to the set of
w € Q\ {woo} for which there is an m € ZT such that w(i) =1 for all i > m,
it is clear that Q\ Q is countable and therefore an element of Bq to which
ﬁ% assigns measure 0. Hence, Q) € Bg and ﬁ% (Q) = 1. The advantage that O

has over (2 is that ® = & | Q is one-to-one and onto [0,1]. To see this, first
note that w., is the one and only element of 2 that ® takes to 1. Next, given
x € ]0,1), determine w by

[0 ifzel0,)
w(l)_{1 itz e [L,1)

and, for j > 2,
, 0 ifx— S0 27iw(i) <27
wi) = { 1 ifa— Y02 27 w(i) > 277,
One can use induction to check that 0 < x — 3:1 27w (i) < 277 for each

4 > 1. In particular, w € €, since otherwise m = max{i : w(i) = 0} would be
finite and = — Y., 27 “w(i) = 2~™, which would be a contradiction. Hence,
d is onto. To see that it is one-to-one, suppose that w, w’' € Q) and that
®(w) = ¢(w’') € [0,1). Then neither w nor w’ is ws and so each has infinitely
many 4’s at which it vanishes. Now suppose that w # w’ and therefore that
m = min{i € ZT : w(i) # «'(i)} < co. Without loss in generality, we can
assume that w’(m) =1 and w(m) = 0. But then we would have

<2y Y 27 = Y 27 w(i) <27,
i=m-+1 i=m+1

which is impossible.
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From an arithmetic perspective, when z € [0, 1), <i>_1(x) gives the coeffi-
cients of the dyadic expansion of z: the representation of z as Y o, 27 w(i)
for which {i € Z* : w(i) = 1} is minimal. Thus, since

)\[0,1] ({CU €[0,1]: i’_l(x) € B}) = )\[0,1] (‘i’(B)) = )\[0,1] (é(B))7

(2.2.27) says that the statistics under A1) of the dyadic coefficients of a
number in [0,1) are given by ﬁ%, an observation that E. Borel seems to have
been the first to make. See part (iii) of Exercise 3.1.15 for an application of
this observation.

With the preceding as motivation, I turn now to the proof of (2.2.27). First
note that, because ®(B)\ ®(BNQ) is countable for any B C 2, we need show
only that

()  ®(BNQ) € By and Aen (P(BNQ)) = B,(B) for all B € Bo.

Second, observe that we only need to check (x) when B = A, () = {w: w(i) =
n(i), 1 <i<n} for some n € Z* and n € {0,1}". To understand why this is
enough, remember that & is one-to-one and therefore, by part (i) of Exercise
2.1.19, preserves differences as well as unions. Hence, the set F of B € Bg
for which (x) holds is closed under differences as well as countable unions. In
addition, because ® is onto, Q € F, and therefore F is a o-algebra over Q.
Thus, (*) will be proved once I show it holds for B’s coming from a II-system
that generate Bg. But, every non-empty A € A is the finite union of sets of
the form A, (n) and (cf. Lemma 2.2.24) every open set in €2 is the countable
union of elements of A. Hence {0} U {A4,(n) : n € {0,1}" & n € Z*} isa
[I-system that generates Bg. Finally, given n € ZT and n € {0,1}", it is an
easy matter to check that

(2.2.29) 0,1) N ®(A,(n) NQ) = Z 27n(i),27" + Z 2"77(2')) .

Thus, not only is i)(An(n) OQ) € Byg,1j but also A 1] assigns it measure 27",
which is the same as the measure ﬁ% assigns to A, (n).

Exercises for §2.2

EXERCISE 2.2.30. Suppose that G is an open subset of RY and that ® :
G — RV is uniformly Lipschitz continuous in the sense that there is
an L < oo such that |®(y) — ®(x)| < Lly — =] for all z, y € G. Because
® is continuous, it takes compact subsets of G to compact sets, and from
this conclude that ® takes elements of §,(G) to elements of Bpns. Next,
show that if ' € @ARN has Lebesgue measure 0, then ®(T") is an element of

AN . .

Brpy *Y that has Lebesgue measure 0. Finally, combine these to show that
A N7 A

®(T) € Ben *' for every T' € Bg ™" .
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EXERCISE 2.2.31. Let B be a o-algebra over E with the property that {z} €
Bforall z € E. A measure pon (F, B) is said to be non-atomic if u({z}) =0
for all z € E. Show that if there is a non-trivial (i.e., not identically 0), non-
atomic measure on (E, ), then F must be uncountable. Next, apply this to
show that the existence of Agnx and 3, implies that RY, 2, and Q) must all be
uncountable.

EXERCISE 2.2.32. It is clear that any countable subset of R has Lebesgue
measure zero. However, it is not so immediately clear that there are uncount-
able subsets of R whose Lebesgue measure is zero. The goal of this exercise
is to show how to construct such a set. For this purpose, start with the set
Co = [0,1], and let C; be the set obtained by removing the open middle third
of Cy (i-e., C1 = Cp\ (é, %) = [O, %] u [%, 1] ). Next, let Cy be the set obtained
from Cy after removing the open middle third of each of the (two) intervals
of which Cj is the disjoint union. More generally, given C,, (which is the
union of 2™ disjoint, closed intervals), let C,, 11 be the set that one gets by
by removing from C,, the open middle third of each of the intervals of which
C,, is the disjoint union. Finally, set C' = (\;—,Cn. The set C is called the
Cantor set, and it turns out to be an extremely useful source of examples.
In particular, show that C' is an uncountable, closed subset of [0, 1] that has
Lebesgue measure 0. See Exercise 8.3.22 for further information.
Here are some steps that you might want to follow.

(i) Since each C,, is closed, C is also. Next, show that Ag(C),) = (%)n and
therefore that Ag(C') = 0.

(ii) To prove that C is uncountable, refer to the notation in §2.2.4, and
define ¥ : Q — [0, 1] by

W(w) =3 2‘;51).
i=1
Show that ¥ is one-to-one.

(iii) In view of Theorem 2.2.23 and Exercise 2.2.31, one will know that C
must be uncountable if ¥(Q) C C. To this end, first show that [0,1]\ C can
be covered by open intervals of the form ((Qk —-1)3 ", 2/{3’”)7 where n € Z*
and 1 < k < -1, Next, show that U(w) > (2k —1)37" = ¥(w) > 2k37"

and therefore that ¥(Q2) C C.

EXERCISES 2.2.33. Here is a rather easy application of Theorem 2.2.15. If
Bgn (c,7) is the open ball in RV of radius 7 and center ¢, show that

Arn (Bgy (c,1)) = Agn (Bra (¢, 1)) = QnrY,  where Qn = \gn (Bgn (0,1))
is the (cf. (iii) in Exercise 5.1.13) volume of the unit ball in RY.

EXERCISE 2.2.34. Ifvy,..., and vy are vectors in RV, the parallelepiped
spanned by {vy,..., vy} is the set

P(vi,...,vN) = {Z]j:xv s x €0, 1}N}.
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When N > 2, the classical prescription for computing the volume of a paral-
lelepiped is to take the product of the area of any one side times the length of
the corresponding altitude. In analytic terms, this means that the volume is
0 if the vectors vy,..., vy are linearly dependent and that otherwise the vol-
ume of P(vy,...,vy) can be computed by taking the product of the volume of
P(Vl, e ,VN,l), thought of as a subset of the hyperplane H(vl7 . ,VN,l)
spanned by vi,...,vy_1, times the distance between the vector v and the
hyperplane H(vl, e ,VN_l). Using Theorem 2.2.15, show that this prescrip-
tion is correct when the volume of a set is interpreted as the Lebesgue measure
of that set.

Hint: Take A to be the N x N matrix whose ith column is v;, and use
Cramer’s rule to compute det(A).

EXERCISE 2.2.35. Cauchy posed the problem of determining which functions
f : R — R are additive in the sense that f(x +y) = f(z) + f(y) for all
z,y € R. The goal of this exercise is to show that an additive function that

is BiR/\R—measurable must be linear. That is, f(z) = f(1)x for all x € R.

(i) Show that, for each 2 € R and rational number ¢, f(qx) = qf(z). In
particular, conclude that any continuous, additive function is linear.

(ii) Show that if f is bounded on some non-empty open set, then f is linear.

(iii) Assume that f is a FRAR-measurable, additive function. Choose an
R > 0 for which T' = {z € R : |f(z)| < R} has strictly positive Ag-measure,
and use Lemma 2.2.16 and additivity to conclude that there is a 6 > 0 for
which |f(z)] < 2R on (—0,d). After combining this with (ii), conclude that
every Br-measurable, additive function is linear.

EXERCISE 2.2.36. In connection with Exercise 2.2.35, one should ask whether
there are solutions to Cauchy’s functional equation that are not linear. Be-
cause any such solution cannot be Lebesgue measurable, one should expect
that its construction must require the axiom of choice. What follows is an
outline of a construction.

(i) Let A denote the set of all subsets A C R that are linearly independent
over the rational numbers Q in the sense that, for every finite subset FF C A
and every choice of {a, : 2 € F} CQ, ) pazz =0 = a, =0 for all
x € F. Partially order A by inclusion, and show that every totally ordered
subset of A admits an upper bound. That is, if 7 C A and, for all A, B T,
either A C B or B C A, then there exists an M € A such that A C M for all
A € T. Now apply the Zorn’s Lemma, which is one of the equivalent forms
of the axiom of choice, to show that there exists an M € A that is maximal
in the sense that, forall Ac A, M C A = M = A.

(ii) Referring to (i), show that M is a Hamel basis for R over the rationals.
That is, for all y € R\ {0} there exist a unique finite F'(y) C M and a unique

choice of {g,(y) : = € F(y)} C Q\ {0} for whichy =", r(,) ¢=(y)2-
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(iii) Continuing (i) and (ii), extend the definition of ¢, (y) so that ¢,(y) =0
if either y =0 or ¢ F(y). Then, forally € R, y = > ), ¢z (y)x, where, for
each y, all but a finite number of summands are 0. Next, let ¢ be any R-valued
function on M, define f : R — R so that f(y) = >, . ¥ (2)¢(y)z, and
show that f is always additive but that it is linear if and only if 1 is constant.
In particular, for each x € M, ¢, is an additive, non-linear function. Conclude
from this that, for each € M, y ~ ¢.(y) cannot be Lebesgue measurable
and must be unbounded on each non-empty open interval.

EXERCISE 2.2.37. Here is another construction of the measures pg in Theo-
rem 2.2.19. Set F(00) = limy_,o0 F(), and define F~! : [0, F(c0)) — R so
that

Fl(z)=inf{y e R: F(y) > F(x)}.

Check that F'~ ! is Bio, F(o0))-measurable, and set
w(l) = (F 1) A(D) = Ae({z € 0, F(c0)) : F~'(z) €T}) for I' € Bg.

Show that g is a finite Borel measure on R whose distribution function is F'.
Hence, 4 = pp.

EXERCISE 2.2.38. A right-continuous, non-decreasing function F' : R — R
is said to be absolutely continuous if for every ¢ > 0 there exists a § > 0
such that >0 | (F(b,)—F(a,)) < € whenever {(ay,by) : n > 1} is a sequence
of mutually disjoint open intervals satisfying >~ ; (b, — a,,) < 6. Show that
an absolutely continuous F is uniformly continuous. Next, assume that F
is bounded and tends to 0 at —oo, and let (cf. Theorem 2.2.19) up be the
Borel measure on R for which F' is the distribution function. Show that F' is
absolutely continuous as a function if and only if pp is (cf. Exercise 2.1.27)
absolutely continuous with respect to Ag.

EXERCISE 2.2.39. Given a bounded, right-continuous, non-decreasing func-
tion F' on R, say that F' is singular if for each § > 0 there exists a se-
quence {(an,bn) : n > 1} of mutually disjoint open intervals such that
Sl i (by — an) < 6 and F(oo) — F(—00) = Y07 (F(by) — F(an)). As-
suming that F' tends to 0 at —oo, show that F is singular if and only if the
measure pp for which it is the distribution function is (cf. Exercise 2.1.28)

singular to Ag.

EXERCISE 2.2.40. As we saw in Exercise 2.2.37, all finite Borel measures on
R can be written as an image of Ag. This fact is a particular example of the
much more general fact that, under mild technical conditions, nearly every
measure can be written as the image of Agx. The purpose of this exercise is to
construct a measurable f : [0,1] — [0,1]? such that 0,172 = [«Ajo,1], Where
Al0,1)2 is the restriction of Agz to Bjg,1j2. To construct f, first define mp and
71 on § into itself so that [mo(w)](i) = w(2¢) and [m(w)](i) = w(2i — 1) for
i > 1. Next, define f : [0,1] — [0,1]? by

f= (<I>o7roo<i>71,<1>o7rlo<i>71).
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Show that f is a measurable map from ([0, 1]; Byo 1) onto ([0,1]%, Bjo,1j2) and
that /\[0’1]2 = f*A[O,l]'

EXERCISE 2.2.41. If {S1,...,S,} are mutually disjoint subsets of Z* for
some n > 2, show that

(A N0 An) = By(Ar) - By(An)

for every choice of {4;,...,4,} C EBP with A, € A(Sy,) for 1 <m <n.
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