
Chapter 2

Background Material

This chapter establishes the notational conventions used throughout while
also providing results and computations needed for later analyses. Readers
familiar with differential geometry may wish to skip this chapter and refer
back when necessary.

2.1 Smooth Manifolds

Suppose M is a topological space. We say M is a n-dimensional topological
manifold if it is Hausdorff, second countable and is ‘locally Euclidean of
dimension n’ (i.e. every point p ∈M has a neighbourhood U homeomorphic
to an open subset of R

n). A coordinate chart is a pair (U, φ) where U ⊂ M
is open and φ : U → φ(U) ⊂ R

n is a homeomorphism. If (U, φ) and (V, ψ)
are two charts, the composition ψ ◦ φ−1 : φ(U ∩ V )→ ψ(U ∩ V ) is called the
transition map from φ to ψ. It is a homeomorphism since both φ and ψ are.

In order for calculus ideas to pass to the setting of manifolds we need
to impose an extra smoothness condition on the chart structure. We say two
charts (U, φ) and (V, ψ) are smoothly compatible if the transition map ψ◦φ−1,
as a map between open sets of R

n, is a diffeomorphism.
We define a smooth atlas for M to be a collection of smoothly compatible

charts whose domains cover M . We say two smooth atlases are compatible if
their union is also a smooth atlas. As compatibility is an equivalence relation,
we define a differentiable structure forM to be an equivalence class of smooth
atlases. Thus a smooth manifold is a pair (M,A ) where M is a topological
manifold and A is a smooth differentiable structure for M . When there is
no ambiguity, we usually abuse notation and simply refer to a ‘differentiable
manifold M ’ without reference to the atlas. From here on, manifolds will
always be of the differentiable kind.
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2.1.1 Tangent Space

There are various equivalent ways of defining the tangent space of a mani-
fold. For our purposes, we emphasis the construction of the tangent space as
derivations on the algebra C∞(M).

Definition 2.1. Let M be a smooth manifold with a point p. A R-linear
map X : C∞(M) → R is called a derivation at p if it satisfies the Leibniz
rule: X(fg) = f(p)Xg + g(p)Xf . The tangent space at p, denoted by TpM ,
is the set of all derivations at p.

The tangent space TpM is clearly a vector space under the canonical ope-
rations (X + Y )f = Xf + Y f and (λX)f = λ (Xf) where λ ∈ R. In fact
TpM is of finite dimension and isomorphic to R

n. By removing the pointwise
dependence in the above definition, we define:

Definition 2.2. A derivation is an R-linear map Y : C∞(M) → C∞(M)
which satisfies the Leibniz rule: Y (fg) = f Y g + g Y f .

We identify such derivations with vector fields onM (see Remark 2.10 below).

Remark 2.3. In the setting of abstract algebra, a derivation is a function
on an algebra which generalises certain features of the derivative opera-
tor. Specifically, given an associative algebra A over a ring or field R, a
R-derivation is a R-linear map D : A → A that satisfies the product rule:
D(ab) = (Da)b + a(Db) for a, b ∈ A . In our case, the algebra A = C∞(M)
and the field is R.

2.2 Vector Bundles

Definition 2.4. Let F and M be smooth manifolds. A fibre bundle over M
with fibre F is a smooth manifold E, together with a surjective submersion
π : E → M satisfying a local triviality condition: For any p ∈ M there
exists an open set U in M containing p, and a diffeomorphism φ : π−1(U)→
U × F (called a local trivialization) such that π = π1 ◦ φ on π−1(U), where
π1(x, y) = x is the projection onto the first factor. The fibre at p, denoted
Ep, is the set π−1(p), which is diffeomorphic to F for each p.

Although a fibre bundle E is locally a product U×F , this may not be true
globally. The space E is called the total space, M the base space and π the
projection. Occasionally we refer to the bundle by saying: ‘let π : E → M
be a (smooth) fibre bundle’. In most cases the fibre bundles we consider
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will be vector bundles in which the fibre F is a vector space and the local
trivializations induce a well-defined linear structure on Ep for each p:

Definition 2.5. Let M be a differentiable manifold. A smooth vector bundle
of rank k over M is a fibre bundle π : E →M with fibre R

k, such that

1. The fibres Ep = π−1(p) have a k-dimensional vector space structure.
2. The local trivializations φ : π−1(U)→ U × R

k are such that π2 ◦ φ|Ep is
a linear isomorphism for each p ∈ U , where π2(x, y) = y.

One of the most fundamental vector bundles over a manifold M is the
tangent bundle TM =

⋃

p∈M TpM . It is a vector bundle of rank equal to
dimM . Other examples include the tensor bundles constructed from TM
(see Sect. 2.3.3).

Definition 2.6. A section of a fibre bundle π : E → M is a smooth map
X : M → E, written p �→ Xp, such that π ◦X = idM . If E is a vector bundle
then the collection of all smooth sections over M , denoted by Γ (E), is a real
vector space under pointwise addition and scalar multiplication.

Definition 2.7. A local frame for a vector bundle E of rank k is a k-tuple
(ξi) of pointwise linearly independent sections of E over open U ⊂ M , that
is linear independent ξ1, . . . , ξk ∈ Γ (E

∣

∣

U
).

Given such a local frame, any section α of E over U can be written in the
form

∑k
i=1 α

iξi, where αi ∈ C∞(U). Local frames correspond naturally to
local trivializations, since the map (p,

∑k
i=1 α

iξi(p)) �→ (p, α1(p), . . . , αk(p))
is a local trivialization, while the inverse images of a standard basis in a
local trivialization defines a local frame. Moreover we recall the local frame
criterion for smoothness of sections.

Proposition 2.8. A section α ∈ Γ (E|U ) is a smooth if and only if its com-
ponent functions αi, with respect to (ξi), on U are smooth.

Remark 2.9. In fact Γ (E) is a module over the ring C∞(M) since for each
X ∈ Γ (E) we define fX ∈ Γ (E) by (fX)(p) = f(p)X(p). For instance the
space of sections of any tensor bundle is a module over C∞(M).1

Remark 2.10. There is an important identification between derivations (as in
Definition 2.2) and smooth sections of the tangent bundle:

Proposition 2.11. Smooth sections of TM →M are in one-to-one corres-
pondence with derivations of C∞(M).

1 Recall that a module over a ring generalises the notion of a vector space. Instead of
requiring the scalars to lie in a field, the ‘scalars’ may lie in an arbitrary ring. Formally
a left R-module over a ring R is an Abelian group (G,+) with scalar multiplication·
: R×G→ G that is associative and distributive.
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Proof. If X ∈ Γ (TM) is a smooth section, define a derivation X : f → Xf
by (Xf)(p) = Xp(f). Conversely, given a derivation Y : C∞(M) → C∞(M)
define a section Y of TM by Yp f = (Yf)(p). An easy exercise shows that
this section is smooth. �
As a result, we can either think of a smooth section X ∈ Γ (TM) as a smooth
map X : M → TM with X ◦ π = idM or as a derivation – that is, a R-linear
map X : C∞(M)→ C∞(M) that satisfies the Leibniz rule. We call such an
X a vector field and let the set of vector fields be denoted by X (M).

2.2.1 Subbundles

Definition 2.12. For a vector bundle π : E → M , a subbundle of E is a
vector bundle E′ over M with an injective vector bundle homomorphism
i : E′ → E covering the identity map on M (so that πE ◦ i = πE′ , where πE
and πE′ are the projections on E and E′ respectively).

The essential idea of a subbundle of a vector bundle E → M is that it
should be a smoothly varying family of linear subspaces E′

p of the fibres Ep
that constitutes a vector bundle in their own right. However it is convenient
to distinguish sections of the subbundle from sections of the larger bundle,
and for this reason we use the definition above. One can think of the map i
as an inclusion of E′ into E.

Example 2.13. Let f : M ↪→ N be a smooth immersion between manifolds.
The pushforward f∗ : TM → TN (Sect. 2.8.2) over f : M → N induces a
vector bundle mapping i : TM → f∗(TN) over M . On fibres over p ∈ M
this is the map f∗|p : TpM → Tf(p)N = (f∗TN)p which is injective since f
is an immersion. Hence, i exhibits TM as a subbundle of f∗TN over M .

It is also useful to note, using a rank type theorem, that:

Proposition 2.14. If f : E → E′ is a smooth bundle surjection over M .
Then there exists a subbundle j : E0 → E such that j(E0(p)) = ker(f |p) for
each p ∈M .

In which case we have a well-defined subbundle E0 = ker f inside E.

2.2.2 Frame Bundles

For a vector bundle π : E →M of rank k, there is an associated fibre bundle
over M with fibre GL(k) called the general linear frame bundle F (E). The
fibre F (E)x over x ∈M consists of all linear isomorphisms Y : R

k → Ex, or
equivalently the set of all ordered bases for Ex (by identifying the map Y with
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the basis (Ya), where Ya = Y (ea) for a = 1, . . . , k). The group GL(k) acts on
each fibre by composition, so that A ∈ GL(k) acts on a frame Y : R

k → Ex
to give Y A = Y ◦ A : R

k → Ex (alternatively, the basis (Ya) ∈ F (E)x maps
to the basis (AabYa)). From standard linear algebra, this action

GL(k)× F (E)→ F (E); (A, Y ) �→ Y A

is simply transitive on each fibre (that is, for any Y, Z ∈ F (E)x there exists
a unique A ∈ GL(k) such that Y A = Z).

Note that a local trivialization φ : π−1(U) → U × R
k for E, together

with a local chart η : U → R
n for M , produces a chart for E compatible

with the bundle structure: We take (x, v) �→ φ(x, v) = (x, π2φ(x, v)) �→
(η(x), π2φ(x, v))∈R

n × R
k. Any such chart also produces a chart for F (E)

giving it the structure of a manifold of dimension n+ k2: We take (x, Y ) �→
(η(x), π2 ◦ φx ◦ Y ) ∈ R

n × GL(k) ⊂ R
n+k2

, where φx(·) = φ(x, ·). Similarly
a local trivialization of F (E) is defined by (x, Y ) �→ (x, π2 ◦ φx ◦ Y ), giving
F (E) the structure of a fibre bundle with fibre GL(k) as claimed.

If the bundle E is equipped with a metric g (Sect. 2.4.4) – so that Ex is an
inner product space – then one can introduce the orthonormal frame bundle
O(E). Specifically O(E) is the subset of F (E) defined by

O(E) = {Y ∈ F (E) : g(Ya, Yb) = δab}.

The orthogonal group O(k) acts on O(E) by

O(k) ×O(E)→ O(E); (O, Y ) �→ Y O

where Y O(u) = Y (Ou) for each u ∈ R
k and O(E) is a fibre bundle over M

with fibre O(k).

Remark 2.15. A local frame for E consists of k pointwise linearly independent
smooth sections of E over an open set U , say p �→ ξi(p) ∈ Ep for i = 1, . . . , k.
This corresponds to a section Y of F (E) over U , defined by Yp(uiei) = uiξi(p)
for each p ∈ U and u ∈ R

k.

2.3 Tensors

Let V be a finite dimensional vector space. A covariant k-tensor on V is
a multilinear map F : V k → R. Similarly, a contravariant �-tensor is a
multilinear map F : (V ∗)� → R. A mixed tensor of type

(

k
�

)

or (k, �) is a
multilinear map

F : V ∗ × · · · × V ∗
︸ ︷︷ ︸

� times

×V × · · · × V
︸ ︷︷ ︸

k times

→ R.
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We denote the space of all k-tensors on V by T k(V ), the space of contravariant
�-tensors by T�(V ), and the space of all mixed (k, �) tensors by T k� (V ).

The following canonical isomorphism is frequently useful:

Lemma 2.16. The tensor space T 1
1 (V ) is canonically isomorphic to End(V ),

where the (bases independent) isomorphism Φ : End(V )→ T 1
1 (V ) is given by

Φ(A) : (ω,X) �→ ω(A(X))

for all A ∈ End(V ), ω ∈ V ∗, and X ∈ V .

Remark 2.17. Alternatively one could state this lemma by saying: If V and
W are vector spaces then V ⊗ W ∗ � End(W,V ) where the isomorphism
Ψ : V ⊗W ∗ → End(W,V ) is given by Ψ(v ⊗ ξ) : w→ ξ(w)v.

A general version of this identification is expressed as follows.

Lemma 2.18. The tensor space T k�+1(V ) is canonically isomorphic to the
space Mult((V ∗)�×V k, V ), where the isomorphism Φ : Mult((V ∗)�×V k, V )→
T k�+1(V ) is given by

Φ(A) : (ω0, ω1, . . . , ω�, X1, . . . , Xk) �→ ω0(A(ω1, . . . , ω�, X1, . . . , Xk))

for all A ∈Mult((V ∗)� × V k, V ), ωi ∈ V ∗, and Xj ∈ V .2

2.3.1 Tensor Products

There is a natural product that links the various tensor spaces over V .
If F ∈ T k� (V ) and G ∈ T pq (V ), then the tensor product F ⊗ G ∈ T k+p�+q (V )
is defined to be

(F ⊗G)(ω1, . . . , ω�+q, X1, . . . , Xk+p)
= F (ω1, . . . , ω�, X1, . . . , Xk)G(ω�+1, . . . , ω�+q, Xk+1, . . . , Xk+p).

Moreover, if (e1, . . . , en) is a basis for V and (ϕ1, . . . , ϕn) is the corresponding
dual basis, defined by ϕi(ej) = δij , then it can be shown that a basis for T k� (V )
takes the form

ej1 ⊗ · · · ⊗ ej� ⊗ ϕi1 ⊗ · · · ⊗ ϕik ,

where

ej1⊗· · ·⊗ej�⊗ϕi1⊗· · ·⊗ϕik(ϕs1 , . . . , ϕs� , er1, . . . , erk
) = δs1j1 · · · δ

s�

j�
δi1r1 · · · δ

ik
rk
.

2 Here Mult((V ∗)� × V k, V ) is the set of multilinear maps from (V ∗)� × V k to V .
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Therefore any tensor F ∈ T k� (V ) can be written, with respect to this basis, as

F = F j1,...,j�i1,...,ikej1 ⊗ · · · ⊗ ej� ⊗ ϕ
i1 ⊗ · · · ⊗ ϕik

where F j1,...,j�i1,...,ik = F (ϕj1 , . . . , ϕj� , ei1 , . . . , eik).

2.3.2 Tensor Contractions

A tensor contraction is an operation on one or more tensors that arises from
the natural pairing of a (finite-dimensional) vector space with its dual.

Intuitively there is a natural notion of ‘the trace of a matrix’ A=(Aij) ∈
Matn×n(R) given by trA=

∑

iA
i
i. It is R-linear and commutative in

the sense that trAB=trBA. From the latter property, the trace is
also cyclic (in the sense that trABC =trBCA= trCAB). Therefore the
trace is similarity-invariant, which means for any P ∈ GL(n) the trace
trP−1AP = trPP−1A= trA. Whence we can extend tr over End(V ) by ta-
king the trace of a matrix representation – this definition is basis independent
since different bases give rise to similar matrices – and so by Lemma 2.16 tr
can act on tensors as well.

Naturally, we define the contraction of any F ∈ T 1
1 (V ) by taking the trace

of F as a linear map in End(V ). In which case tr : T 1
1 (V ) → R is given

by trF = F (ϕi, ei) =
∑

i F
i
i , since Φ−1(F ) = (F (ϕi, ej))ni,j=1 ∈ End(V ). In

general we define

tr : T k+1
�+1 (V )→ T k� (V )

by

(trF )(ω1, . . . , ω�, X1, . . . , Xk) = tr
(

F (ω1, . . . , ω�, · , X1, . . . , Xk,· )
)

.

That is, we define (trF )(ω1, . . . , ω�, X1, . . . , Xk) to be the trace of the endo-
morphism F (ω1, . . . , ω�, · , X1, . . . , Xk,· ) ∈ T 1

1 (V ) � End(V ). In components
this is equivalent to

(trF )j1...j�i1...ik = F j1...j�mi1...ikm.

It is clear that the contraction is linear and lowers the rank of a tensor by 2.
Unfortunately there is no general notation for this operation! So it is best to
explicitly describe the contraction in words each time it arises. We give some
simple examples of how this might occur.

There are several variations of tr: Firstly, there is nothing special about
which particular component pairs the contraction is taken over. For instance
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if F = F j
i kϕ

i ⊗ ej ⊗ ϕk ∈ T 2
1 (V ) then one could take the contraction of F

over the first two components: (tr12 F )k = trF (·, ·, ek) = F i
i k or the last two

components: (tr23 F )k = trF (ek, ·, ·) = F i
k i.

Another variation occurs if one wants to take the contraction over multiple
component pairs. For example if F = F k�

ij ϕi ⊗ ϕj ⊗ ek ⊗ e� ∈ T 2
2 (V ), one

could take the trace over the 1st and 3rd with the 2nd and 4th so that
trF = tr13 tr24 F = trF (�, ·, �, ·) = F pq

pq .
Furthermore, if one has a metric g then it is possible to take contractions

over two indices that are either both vectors or covectors. This is done by
taking a tensor product with the metric tensor (or its inverse) and contracting
each of the two indices with one of the indices of the metric. This operation
is known as metric contraction (see Sect. 2.4.3 for further details).

Finally, one of the most important applications arises when F = ω ⊗X ∈
T 1

1 (V ) for some (fixed) vector X and covector ω. In this case

trF = F (∂i, dxi) = ω(∂i)X(dxi) = ωiX
i = ω(X).

The idea can be extended as follows: If F ∈ T k� (V ) with ω1, . . . , ω� ∈ V ∗ and
X1, . . . , Xk ∈ V (fixed) then

F ⊗ ω1 ⊗ · · · ⊗ ω� ⊗X1 ⊗ · · · ⊗Xk ∈ T 2k
2� (V ).

So the contraction of this tensor over all indexes becomes

tr (F ⊗ ω1 ⊗ · · · ⊗ ω� ⊗X1 ⊗ · · · ⊗Xk)
= ωj1 · · ·ωj�F

j1···j�
i1···ikX

i1 · · ·X ik

= F (ω1, . . . , ω�, X1, . . . , Xk). (2.1)

2.3.3 Tensor Bundles and Tensor Fields

For a manifold M we can apply the above tensor construction pointwise on
each tangent space TpM . In which case a (k, �)-tensor at p ∈M is an element
T k� (TpM). We define the bundle of (k, �)-tensors on M by

T k� M =
⋃

p∈M
T k� (TpM) =

⋃

p∈M
⊗kT ∗

pM ⊗� TpM.

In particular, T1M = TM and T 1M = T ∗M . An important subbundle of
T 2M is Sym2 T ∗M , the space of all symmetric (2, 0)-tensors on M . A (k, �)-
tensor field is an element of Γ (T k� M) = Γ (⊗kT ∗M ⊗� TM) – we sometimes
use the notation T k

� (M) as a synonym for Γ (T k� M).
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To check that T k�M is a vector bundle, let π : T k� M → M send F ∈
T k� (TpM) to the base point p. If (xi) is a local chart on open U ⊂M around
point p, then any tensor F ∈ T k� (TpM) can be expressed as

F = F j1,...,j�i1,...,ik∂j1 ⊗ · · · ⊗ ∂j� ⊗ dx
i1 ⊗ · · · ⊗ dxik .

The local trivialisation φ : π−1(U)→ U × R
nk+�

is given by

φ : T k� (TpM) � F �−→ (p, F j1,...,j�i1,...,ik).

2.3.4 Dual Bundles

If E is a vector bundle over M , the dual bundle E∗ is the bundle whose fibres
are the dual spaces of the fibres of E:

E∗ = {(p, ω) : ω ∈ E∗
p}.

If (ξi) is a local frame for E over an open set U ⊂ M , then the map φ :
π−1
E∗(U) → U × R

k defined by (p, ω) �→ (p, ω(ξ1(p)), . . . , ω(ξk(p))) is a local
trivialisation of E∗ over U . The corresponding local frame for E∗ is given by
the sections θi defined by θi(ξj) = δij .

2.3.5 Tensor Products of Bundles

If E1, . . . , Ek are vector bundles over M , the tensor product E1⊗ · · · ⊗Ek is
the vector bundle whose fibres are the tensor products (E1)p ⊗ · · · ⊗ (Ek)p.
If U is an open set in M and {ξji : 1 ≤ i ≤ nj} is a local frame for Ej over U
for j = 1, . . . , k, then

{

ξ1i1 ⊗ · · · ⊗ ξkik : 1 ≤ ij ≤ nj , 1 ≤ j ≤ k
}

forms a local
frame for E1⊗ · · ·⊗Ek. Taking tensor products commutes with taking duals
(in the sense of Sect. 2.3.4) and is associative. That is, E∗

1 ⊗E∗
2 � (E1⊗E2)∗

and (E1 ⊗ E2)⊗ E3 � E1 ⊗ (E2 ⊗ E3).

2.3.6 A Test for Tensorality

Let E1, . . . , Ek be vector bundles over M . Given a tensor field F ∈ Γ (E∗
1 ⊗

· · · ⊗E∗
k) and sections Xi ∈ Γ (Ei), Proposition 2.8 implies that the function

on U defined by

F (X1, . . . , Xk) : p �→ Fp(X1

∣

∣

p
, . . . , Xk

∣

∣

p
),
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is smooth, so that F induces a mapping F : Γ (E1)×· · ·×Γ (Ek)→ C∞(M).
It can easily be seen that this map is multilinear over C∞(M) in the sense
that

F (f1X1, . . . , fkXk) = f1 · · · fkF (X1, . . . , Xk)

for any fi ∈ C∞(M) and Xi ∈ Γ (Ei). In fact the converse holds as well.

Proposition 2.19 (Tensor Test). For vector bundles E1, . . . , Ek over M ,
the mapping F : Γ (E1) × · · · × Γ (Ek) → C∞(M) is a tensor field, i.e. F ∈
Γ (E∗

1 ⊗ · · · ⊗E∗
k), if and only if F is multilinear over C∞(M).

By Lemma 2.18 we also have:

Proposition 2.20 (Bundle Valued Tensor Test). For vector bundles E0,
E1, . . . , Ek over M , the mapping F : Γ (E1)×· · ·×Γ (Ek)→ Γ (E0) is a tensor
field, i.e. F ∈ Γ (E∗

1 ⊗ · · · ⊗ E∗
k ⊗ E0), if and only if F is multilinear over

C∞(M).

Remark 2.21. This proposition leaves one to interpret

F ∈ Γ (E∗
1 ⊗ · · · ⊗E∗

k ⊗ E0)

as an E0-valued tensor acting on E1 ⊗ · · · ⊗Ek.

The importance of Propositions 2.19 and 2.20 is that it allows one to work
with tensors without referring to their pointwise attributes. For example, the
metric g on M (as we shall see) can be consider as a pointwise inner product
gp : TpM × TpM → R that smoothly depends on its base point. By our
identification we can also think of this tensor as a map

g : X (M)×X (M)→ C∞(M).

Therefore if X,Y and Z are vector fields, g(X,Y ) ∈ C∞(M) and so by
Remark 2.10 we also have Zg(X,Y ) ∈ C∞(M).

2.4 Metric Tensors

An inner product on a vector space allows one to define lengths of vectors
and angles between them. Riemannian metrics bring this structure onto the
tangent space of a manifold.
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2.4.1 Riemannian Metrics

A Riemannian metric g on a manifold M is a symmetric positive definite
(2, 0)-tensor field (i.e. g ∈ Γ (Sym2T ∗M) and gp is an inner product for each
p ∈ M). A manifold M together with a given Riemannian metric g is called
a Riemannian manifold (M, g).

In local coordinates (xi), g = gijdx
i ⊗ dxj . The archetypical Riemannian

manifold is (Rn, δij ). As the name suggests, the concept of the metric was
first introduced by Bernhard Riemann in his 1854 habilitation dissertation.

2.4.1.1 Geodesics

We want to think of geodesics as length minimising curves. From this point
of view, we seek to minimise the length functional

L(γ) =
ˆ 1

0

‖γ̇(t)‖gdt

amongst all curves γ : [0, 1]→M . There is also a natural ‘energy’ functional:

E(γ) =
1
2

ˆ 1

0

‖γ̇(t)‖2gdt.

As L(γ)2 ≤ 2E(γ), for any smooth curve γ : [0, 1] → M , the problem of
minimising L(γ) amongst all smooth curves γ is equivalent to minimising
E(γ). By doing so we find:

Theorem 2.22. The Euler–Lagrange equations for the energy functional are

γ̈i(t) + Γ ijk(γ(t))γ̇
j(t)γ̇k(t) = 0, (2.2)

where the connection coefficients Γ ijk are given by (2.9).

Hence any smooth curve γ : [0, 1] → M satisfying (2.2) is called a geodesic.
By definition they are critical points of the energy functional. Moreover, by
the Picard–Lindelöf theorem we recall:

Lemma 2.23 (Short-Time Existence of Geodesics). Suppose (M, g) is
a Riemannian manifold. Let p ∈M and v ∈ TpM be given. Then there exists
ε > 0 and precisely one geodesic γ : [0, ε] → M with γ(0) = p, γ̇(0) = v and
γ depends smoothly on p and v.
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2.4.2 The Product Metric

If (M1, g
(1)) and (M2, g

(2)) are two Riemannian manifolds then, by the na-
tural identification T(p1,p2)M1 ×M2 � Tp1M1 ⊕ Tp2M2, there is a canonical
Riemannian metric g = g(1) ⊕ g(2) on M1 ×M2 defined by

g(p1,p2)(u1 + u2, v1 + v2) = g(1)
p1 (u1, u2) + g(2)

p2 (v1, v2),

where u1, u2 ∈ Tp1M1 and v1, v2 ∈ Tp2M2. If dimM1 = n and dimM2 = m,
the product metric, in local coordinates (x1, . . . , xn+m) about (p1, p2), is the
block diagonal matrix:

(gij ) =

⎛

⎜

⎝

g
(1)
ij

g
(2)
ij

⎞

⎟

⎠

where (g(1)
ij ) is an n× n block and (g(2)

ij ) is an m×m block.

2.4.3 Metric Contractions

As the Riemannian metric g is non-degenerate, there is a canonical g-
dependent isomorphism between TM and T ∗M .3 By using this it is possible
to take tensor contractions over two indices that are either both vectors or
covectors.

For example, if h is a symmetric (2, 0)-tensor on a Riemannian manifold
then h� is a (1, 1)-tensor. In which case the trace of h with respect to g,
denoted by trgh, is

trg h = trh� = h i
i = gijhij .

Equivalently one could also write

trg h = tr13 tr24 g−1 ⊗ h = (g−1 ⊗ h)(dxi, dxj , ∂i, ∂j) = gijhij .

2.4.4 Metrics on Bundles

A metric g on a vector bundle π : E →M is a section of E∗⊗E∗ such that at
each point p of M , gp is an inner product on Ep (that is, gp is symmetric and

3 Specifically, the isomorphism � : T∗M → TM sends a covector ω to ω� = ωi∂i =
gijωj∂i, and � : TM → T∗M sends a vector X to X� = Xidxi = gijXjdxi.
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positive definite for each p: gp(ξ, η) = gp(η, ξ) for all ξ, η ∈ Ep; gp(ξ, ξ) ≥ 0
for all ξ ∈ Ep, and gp(ξ, ξ) = 0⇒ ξ = 0).

A metric on E defines a bundle isomorphism ιg : E → E∗ given by ιg(ξ) :
η �→ gp(ξ, η) for all ξ, η ∈ Ep.

2.4.5 Metric on Dual Bundles

If g is a metric on E, there is a unique metric on E∗ (also denoted g) such
that ιg is a bundle isometry:

g(ιg(ξ), ιg(v)) = g(ξ, η)

for all ξ, η ∈ Ep; or equivalently g(ω, σ) = g(ι−1
g ω, ι−1

g σ) for all ω, σ ∈
E∗
p = (Ep)∗.

2.4.6 Metric on Tensor Product Bundles

If g1 is a metric on E1 and g2 is a metric on E2, then

g = g1 ⊗ g2 ∈ Γ ((E∗
1 ⊗ E∗

1 )⊗ (E∗
2 ⊗ E∗

2 )) � Γ ((E1 ⊗ E2)∗ ⊗ (E1 ⊗ E2)∗)

is the unique metric on E1 ⊗ E2 such that

g(ξ1 ⊗ η1, ξ2 ⊗ η2) = g1(ξ1, ξ2)g2(η1, η2).

The construction of metrics on tensor bundles now follows. It is well-
defined since the metric constructed on a tensor product of dual bundles
agrees with that constructed on the dual bundle of a tensor product.

Example 2.24. Given tensors S, T ∈ T k
� (M), the inner product, denoted by

〈·, ·〉, at p is

〈S, T 〉 = ga1b1 · · · gakbkgi1j1 · · · gi�j�S i1...i�
a1...ak

T j1...j�
b1...bk

. (2.3)

2.5 Connections

Connections provide a coordinate invariant way of taking directional deri-
vatives of vector fields. In R

n, the derivative of a vector field X = X iei
in direction v is given by DvX = v(X i)ei. Simply put, Dv differentiates
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the coefficient functions X i and thinks of the basis vectors ei as being held
constant. However there is no canonical way to compare vectors from dif-
ferent vector spaces, hence there is no natural coordinate invariant analogy
applicable to abstract manifolds.4 To circumnavigate this, we impose an ad-
ditional structure – in the form of a connection operator – that provides a
way to ‘connect’ these tangent spaces.

Our method here is to directly specify how a connection acts on elements
of Γ (E) as a module over C∞(M). They are of central importance in modern
geometry largely because they allow a comparison between the local geometry
at one point and the local geometry at another point.

Definition 2.25. A connection ∇ on a vector bundle E over M is a map

∇ : X (M)× Γ (E)→ Γ (E),

written as (X,σ) �→ ∇Xσ, that satisfies the following properties:

1. ∇ is C∞(M)-linear in X :

∇f1X1+f2X2σ = f1∇X1σ + f1∇X1σ

2. ∇ is R-linear in σ:

∇X(λ1σ1 + λ2σ2) = λ1∇Xσ1 + λ2∇Xσ2

and ∇ satisfies the product rule:

∇X(fσ) = (Xf)σ + f∇Xσ

We say ∇Xσ is the covariant derivative of σ in the direction X .

Remark 2.26. Equivalently, we could take the connection to be

∇ : Γ (E)→ Γ (T ∗M ⊗ E)

which is linear and satisfies the product rule. For if σ ∈ Γ (E) then ∇σ ∈
Γ (T ∗M ⊗ E), where (∇σ)(X) = ∇Xσ is C∞(M)-linear in X by Property 1
of Definition 2.25. Thus Proposition 2.20 implies that ∇σ : Γ (TM)→ Γ (E)
is an E-valued tensor acting on TM .

4 There is however another generalisation of directional derivatives which is canonical:
the Lie derivative. The Lie derivative evaluates the change of one vector field along
the flow of another vector field. Thus, one must know both vector fields in an open
neighbourhood. The covariant derivative on the other hand only depends on the vector
direction at a single point, rather than a vector field in an open neighbourhood of a
point. In other words, the covariant derivative is linear over C∞(M) in the direction
argument, while the Lie derivative is C∞(M)-linear in neither argument.
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For a connection ∇ on the tangent bundle, we define the connection coeffi-
cients or Christoffel symbols of ∇ in a given set of local coordinates (xi) by
defining

Γij
k = dxk (∇∂i∂j)

or equivalently,

∇∂i∂j = Γij
k∂k.

More generally, the connection coefficients of a connection ∇ on a bundle
E can be defined with respect to a given local frame {ξα} for E by the
equation

∇∂iξα = Γiα
βξβ .

2.5.1 Covariant Derivative of Tensor Fields

In applications one is often interested in computing the covariant derivative
on the tensor bundles T k� M . This is a special case of a more general construc-
tion (see Sect. 2.5.3).

Proposition 2.27. Given a connection ∇ on TM , there is a unique connec-
tion on the tensor bundle, also denoted by ∇, that satisfies the following
properties:

1. On TM , ∇ agrees with the given connection.
2. On C∞(M) = T 0M , ∇ is the action of a vector as a derivation:

∇Xf = Xf,

for any smooth function f .
3. ∇ obeys the product rule with respect to tensor products:

∇X(F ⊗G) = (∇XF )⊗G+ F ⊗ (∇XG),

for any tensors F and G.
4. ∇ commutes with all contractions:

∇X(trF ) = tr (∇XF ),

for any tensor F .
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Example 2.28. We compute the covariant derivative of a 1-form ω with res-
pect to the vector field X . Since tr dxj ⊗ ∂i = δji , ∇X(tr dxj ⊗ ∂i) = 0. Thus
(∇Xdxj)(∂i) = −dxj(∇X∂i) and so

(∇Xω)(∂k) = ∇Xωk + ωj (∇Xdxj)(∂k)
= ∇Xωk − ωjdxj(∇X∂k)
= X i∂iωk − ωjX i Γ jik.

Therefore ∇Xω = (X i∂iωk − ωjX i Γ jik)dx
k.

In general we have the following useful formulas.

Proposition 2.29. For any tensor field F ∈ T k
� (M), vector fields Yi and

1-forms ωj we have

(∇XF )(ω1, . . . , ω�, Y1, . . . , Yk) = X(F (ω1, . . . , ω�, Y1, . . . , Yk))

−
�
∑

j=1

F (ω1, . . . ,∇Xωj , . . . , ω�, Y1, . . . , Yk)

−
k
∑

i=1

F (ω1, . . . , ω�, Y1, . . . ,∇XYi, . . . , Yk).

Proof. By (2.1) we have

tr (F ⊗ ω1 ⊗ · · · ⊗ ω� ⊗ Y1 ⊗ · · · ⊗ Yk) = ωi1 · · ·ωikF i1···ikj1···jkY
j1 · · ·Y jk

= F (ω1, . . . , ω�, Y1, . . . , Yk).

Thus by Proposition 2.27,

∇X(F (ω1, . . . , ω�, Y1, . . . , Yk))

= tr
[

(∇XF )⊗ ω1 ⊗ · · · ⊗ Yk + F ⊗ (∇Xω1)⊗ · · · ⊗ Yk

+ · · ·+ F ⊗ ω1 ⊗ · · · ⊗ (∇XYk)
]

= (∇XF )(ω1, . . . , ω�, Y1, . . . , Yk) + F (∇Xω1, . . . , ω�, Y1, . . . , Yk)

+ · · ·+ F (ω1, . . . , ω�, Y1, . . . ,∇XYk). �

As the covariant derivative is C∞(M)-linear over X , we define ∇F ∈
Γ (⊗k+1T ∗M ⊗� TM) by

(∇F )(X,Y1, . . . , Yk, ω
1, . . . , ω�) = ∇XF (Y1, . . . , Yk, ω

1, . . . , ω�),

for any F ∈ T k
� (M). Hence (in this case)∇ is an R-linear map∇ : T k

� (M)→
T k+1
� (M) that takes a (k, �)-tensor field and gives a (k + 1, �)-tensor field.
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2.5.2 The Second Covariant Derivative
of Tensor Fields

By utilising the results of the previous section, we can make sense of the
second covariant derivative ∇2.

To do this, suppose the vector bundle E = T k� M with associated connec-
tion ∇. By Remark 2.26, if F ∈ Γ (E) then ∇F ∈ Γ (T ∗M ⊗ E) and so
∇2F ∈ Γ (T ∗M ⊗ T ∗M ⊗ E). Therefore, for any vector fields X,Y we find
that

(∇2F )(X,Y ) =
(

∇X(∇F )
)

(Y )

= ∇X
(

(∇F )(Y )
)

− (∇F )(∇XY )
= ∇X(∇Y F ))− (∇∇XY F ). (2.4)

Example 2.30. If f ∈ C∞(M) is a (0, 0)-tensor, then ∇2f is a (2, 0)-tensor.
In local coordinates:

∇2
∂i,∂j

f = (∇∂i(∇f))(∂j)
= ∂i((∇f)(∂j))− (∇f)(∇∂i∂j)
= ∂i(∂jf)− (∇f)(Γ kij ∂k)

= ∂i ∂jf − Γ kij∇∂k
f

=
∂2f

∂xi∂xj
− Γ kij

∂f

∂xk
. (2.5)

In general equation (2.4) amounts to the following useful formula:

Proposition 2.31. If ∇ is a connection on TM , then

∇2
Y,X = ∇Y ◦ ∇X −∇∇Y X : T k

� (M)→ T k
� (M) (2.6)

where X,Y ∈X (M) are given vector fields.

2.5.2.1 Notational Convention

It is important to note that we interpret

∇X∇Y F = ∇2
X,Y F = (∇∇F )(X,Y, · · · ) = (∇X(∇F ))(Y, . . .),

whenever no brackets are specified; this is differs from ∇X(∇Y F ) with
brackets [KN96, pp. 124–125]. Furthermore, for notational simplicity we of-
ten write ∇∂p as just ∇p and (∇∂pF )(dxi1 , . . . , dxi� , ∂j1 , . . . , ∂jk) simply as
∇pF i1···i�j1···jk .
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2.5.2.2 The Hessian

We define the Hessian of f ∈ C∞(M) to be

Hess(f) = ∇df.

When applied to vector fields X,Y ∈ X (M), we find that Hess(f)(X,Y ) =
(∇df)(X,Y ) = ∇2

X,Y f . Also note that the Hessian is symmetric precisely
when the connection is symmetric (see Example 2.30).

2.5.3 Connections on Dual and Tensor
Product Bundles

So far we have looked at the covariant derivative on the tensor bundle
⊗k

T ∗M ⊗
⊗�

TM . In fact much of the same structure works on a gene-
ral vector bundle as well.

Proposition 2.32. If ∇ is a connection on E, then there is a unique connec-
tion on E∗, also denoted by ∇, such that

X(ω(ξ)) = (∇Xω)(ξ) + ω(∇Xξ)

for any ξ ∈ Γ (E), ω ∈ Γ (E∗) and X ∈X (M).

Proposition 2.33. If ∇(i) is a connection on Ei for i = 1, 2, then there is
a unique connection ∇ on E1 ⊗ E2 such that

∇X(ξ1 ⊗ ξ2) = (∇(1)
X ξ1)⊗ ξ2 + ξ1 ⊗ (∇(2)

X ξ2)

for all X ∈X (M) and ξi ∈ Γ (Ei).

Propositions 2.32 and 2.33 define a canonical connection on any tensor
bundle constructed fromE by taking duals and tensor products. In particular,
if S ∈ Γ (E∗

1 ⊗E2) is an E2-valued tensor acting on E1, then ∇S ∈ Γ (T ∗M ⊗
E∗

1 ⊗ E2) is given by

(∇XS)(ξ) = E2∇X
(

S(ξ)
)

− S
(

E1∇X ξ
)

(2.7)

where ξ ∈ Γ (E1) and X ∈X (M).
Moreover if we also have a connection ̂∇ on TM , then ∇2S ∈ Γ (T ∗M ⊗

T ∗M⊗E∗
1⊗E2) – since we can construct this connection from the connections

on TM , E1 and E2 by taking duals and tensor products. Explicitly,

(∇2S)(X,Y, ξ) = E2∇X
(

(∇Y S)(ξ)
)

− (∇
̂∇XY

S)(ξ)− (∇Y S)(E1∇Xξ)
=
(

∇X(∇Y S)
)

(ξ)− (∇
̂∇XY

S)(ξ) (2.8)

where X,Y ∈ X (M) and ξ ∈ Γ (E1).
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2.5.4 The Levi–Civita Connection

When working on a Riemannian manifold, it is desirable to work with a
particular connection that reflects the geometric properties of the metric. To
do so, one needs the notions of compatibility and symmetry.

Definition 2.34. A connection ∇ on a vector bundle E is said to be com-
patible with a metric g on E if for any ξ, η ∈ Γ (E) and X ∈X (M),

X(g(ξ, η)) = g(∇Xξ, η) + g(ξ,∇Xη).

Moreover, if ∇ is compatible with a metric g on E, then the induced
connection on E∗ is compatible with the induced metric on E∗. Also, if the
connections on two vector bundles are compatible with given metrics, then
the connection on the tensor product is compatible with the tensor product
metric.

Unfortunately compatibility by itself is not enough to determine a unique
connection. To get uniqueness we also need the connection to be symmetric.

Definition 2.35. A connection ∇ on TM is symmetric if its torsion va-
nishes.5 That is, if ∇XY −∇YX = [X,Y ] or equivalently Γ kij = Γ kji.

We can now state the fundamental theorem of Riemannian geometry.

Theorem 2.36. Let (M, g) be a Riemannian manifold. There exists a unique
connection ∇ on TM which is symmetric and compatible with g. This connec-
tion is referred to as the Levi–Civita connection of g.

The reason why this connection has been anointed the Riemannian connec-
tion is that the symmetry and compatibility conditions are invariantly defined
natural properties that force the connection to coincide with the tangential
connection, whenever M is realised as a submanifold of R

n with the induced
metric (which is always possible by the Nash embedding).

Proposition 2.37. In local coordinate (xi), the Christoffel symbols of the
Levi–Civita connection are given by

Γ kij =
1
2
gk�(∂jgi� + ∂igj� − ∂�gij ). (2.9)

5 The torsion τ of ∇ is defined by τ(X, Y ) = ∇XY −∇Y X−[X,Y ]. τ is a (2, 1)-tensor
field since ∇fX(gY ) −∇gY fX − [fX, gY ] = fg(∇XY −∇Y X − [X,Y ]).
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2.6 Connection Laplacian

In its simplest form, the Laplacian Δ of f ∈ C∞(M) is defined by Δf =
div gradf . In fact, the Laplacian can be extended to act on tensor bundles
over a Riemannian manifold (M, g). The resulting differential operator is
referred to as the connection Laplacian. Note that there are a number of
other second-order, linear, elliptic differential operators bearing the name
Laplacian which have alternative definitions.

Definition 2.38. For any tensor field F ∈ T k
� (M), the connection Laplacian

ΔF = trg∇2F (2.10)

is the trace of the second covariant derivative with the metric g.

Explicitly,

(ΔF )j1...j�i1...ik = (trg∇2F )j1...j�i1...ik
=
(

tr13 tr24 g−1 ⊗∇2F
)j1...j�

i1...ik

= gpq(∇∂p∇∂qF )(∂j1 , . . . , ∂j� , dx
i1 , . . . , dxik).

Example 2.39. If the tensor bundle is T 0M =C∞(M), then (2.5) implies that

Δf = gij∇∂i∇∂jf

= gij
(

∂2f

∂xi∂xj
− Γ kij

∂f

∂xk

)

.

2.7 Curvature

We introduce the curvature tensor as a purely algebraic object that arises
from a connection on a vector bundle. From this we will look at the curvature
on specific bundle structures.

2.7.1 Curvature on Vector Bundles

Definition 2.40. Let E be a vector bundle over M . If ∇ is a connection on
E, then the curvature of the connection ∇ on the bundle E is the section
R∇ ∈ Γ (T ∗M ⊗ T ∗M ⊗ E∗ ⊗ E) defined by

R∇(X,Y )ξ = ∇Y (∇Xξ)−∇X (∇Y ξ) +∇[X,Y ]ξ. (2.11)

In the literature, there is much variation in the sign convention; some
define the curvature to be of opposite sign to ours.
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2.7.2 Curvature on Dual and Tensor
Product Bundles

The curvature on a dual bundle E∗, with respect to the dual connection, is
characterised by the formula

0 = (R(X,Y )ω)(ξ) + ω(R(X,Y )ξ)

for all X,Y ∈X (M), ω ∈ Γ (E∗) and ξ ∈ Γ (E).
The curvature on a tensor product bundle E1 ⊗ E2, with connection ∇

given by Proposition 2.33, can be computed in terms of the curvatures on
each of the factors by the formula

R∇(X,Y )(ξ1 ⊗ ξ2) = (R∇(1)(X,Y )ξ1)⊗ ξ2 + ξ1 ⊗ (R∇(2)(X,Y )ξ2) ,

where X,Y ∈ X (M) and ξi ∈ Γ (Ei), i = 1, 2.

Example 2.41. Of particular interest, the curvature on E∗
1 ⊗ E2 (E2-valued

tensors acting on E1) is given by

(R(X,Y )S)(ξ) = R∇(2) (X,Y )
(

S(ξ)
)

− S
(

R∇(1)(X,Y )ξ
)

, (2.12)

where S ∈ Γ (E∗
1 ⊗ E2), ξ ∈ Γ (E1) and X,Y ∈X (M).

2.7.3 Curvature on the Tensor Bundle

One of the most important applications is the curvature of the tensor bundle.
By (2.11) and Sect. 2.5.1, we have the following:

Proposition 2.42. Let R be the curvature on the (k, �)-tensor bundle. If
F,G ∈ T k

� (M) are tensors, then

R(X,Y )(trF ) = tr (R(X,Y )F )

R(X,Y )(F ⊗G) = (R(X,Y )F )⊗G+ F ⊗ (R(X,Y )G)

for any vector fields X and Y .

Moreover we also have the following important formulas.
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Proposition 2.43. Let R be the curvature on the (k, �)-tensor bundle.
If F ∈ T k

� (M), then

R(X,Y )
(

F (ω1, . . . , ω�, Z1, . . . , Zk)
)

= (R(X,Y )F )(ω1, . . . , ω�, Z1, . . . , Zk)

+
�
∑

j=1

F (ω1, . . . , R(X,Y )ωj , . . . , ω�, Z1, . . . , Zk)

+
k
∑

i=1

F (ω1, . . . , ω�, Z1, . . . , R(X,Y )Zi, . . . , Zk)

for any vector fields X,Y, Zi and 1-forms ωj.

Proof. Let the vector bundle E = T k� M , so for any ξ ∈ Γ (E) we find that

R(X,Y )
(

F (ξ)
)

= R(X,Y )
(

trF ⊗ ξ
)

= tr
[

(R(X,Y )F )⊗ ξ + F ⊗ (R(X,Y )ξ)
]

= (R(X,Y )F )(ξ) + F (R(X,Y )ξ).

As ξ takes the form

ξ = ω1 ⊗ · · · ⊗ ω� ⊗ Z1 ⊗ · · · ⊗ Zk,

a similar argument shows that F (R(X,Y )ξ) = F (R(X,Y )ω1, . . . , Zk)+ · · ·+
F (ω1, . . . , R(X,Y )Zk) from which the result follows. �

Proposition 2.44. Let R be the curvature on the (k, �)-tensor bundle. If the
connection ∇ on TM is symmetric, then

R(X,Y ) = ∇2
Y,X −∇2

X,Y (2.13)

and so R(X,Y ) : T k
� (M)→ T k

� (M).

Proof. For any (k, �)-tensor F , we see by (2.6) that

∇2
Y,XF −∇2

X,Y F = ∇Y (∇XF )−∇∇Y XF −∇X(∇Y F ) +∇∇XY F

= ∇Y (∇XF )−∇X(∇Y F ) +∇[X,Y ]F. �

Example 2.45. The curvature of C∞(M) = T 0M vanishes since

R(∂i, ∂j)f = ∇∂i(∇∂jf)−∇∂j (∇∂if) +����∇[∂i,∂j ]f = ∂i∂jf − ∂j∂if = 0

for any f ∈ C∞(M).
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2.7.4 Riemannian Curvature

If (M, g) is a Riemannian manifold, the curvature R ∈ Γ (⊗3T ∗M ⊗ TM)
of the Levi–Civita connection ∇ on TM is a (3, 1)-tensor field that, in local
coordinates (xi), takes the form

R = R �
ijk dxi ⊗ dxj ⊗ dxk ⊗ ∂�,

where R(∂i, ∂j)∂k = R �
ijk ∂�. Accompanying this is the Riemann curvature

tensor, also denoted by R. It is a covariant (4, 0)-tensor field defined by

R(X,Y, Z,W ) = g(R(X,Y )Z,W )

for all W,X, Y, Z ∈ X (M). In local coordinates (xi) it can be expressed as

R = Rijk� dx
i ⊗ dxj ⊗ dxk ⊗ dx�,

where Rijk� = g�pR
p

ijk .

Lemma 2.46. In local coordinates (xi), the curvature of the Levi–Civita
connection can be expressed as follows:

R �
ijk = ∂jΓ

�
ik − ∂iΓ �jk + Γmik Γ

�
jm − ΓmjkΓ �im

Rijk� =
1
2
(

∂j∂kgi� + ∂i∂�gjk − ∂i∂kgj� − ∂j∂�gik
)

+ g�p(Γmik Γ
p
jm − ΓmjkΓ

p
im)

2.7.4.1 Symmetries of the Curvature Tensor

The curvature tensor possesses a number of important symmetry properties.
They are:

(a) Antisymmetric in first two arguments: Rijk� +Rjik� = 0
(b) Antisymmetric in last two arguments: Rijk� +Rji�k = 0
(c) Symmetry between the first and last pair of arguments: Rijk� = Rk�ij

In addition to this, there are also the ‘cyclic’ Bianchi identities:

(d) First Bianchi identity: Rijk� +Rjki� +Rkij� = 0
(e) Second Bianchi identity: ∇mRijk� +∇kRij�m +∇�Rijmk = 0

2.7.5 Ricci and Scalar Curvature

As the curvature tensor can be quite complicated, it is useful to consider
various contractions that summarise some of the information contained in the
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curvature tensor. The first of these contractions is the Ricci tensor, denoted
by Ric. It is defined as

Ric(X,Y ) = trg R(X, ·, Y, ·) = (tr14tr26 g−1 ⊗R)(X,Y ).

In component form, Ric(∂i, ∂j) = Rij = R k
ikj = gpqRipjq . From the symme-

try properties of R it is clear that Ric is symmetric.
A further trace of the Ricci tensor gives a scalar quantity called the scalar

curvature, denoted by Scal:

Scal = trg Ric = Ric ii = gijRij .

It is important to note that if the curvature tensor is defined with opposite
sign, the contraction is defined so that the Ricci tensor matches the one
given here. Hence the Ricci tensor has the same meaning for everyone.
By Lemma 2.46, the Ricci tensor can be expressed locally as follows.

Lemma 2.47. In local coordinates (xi), the Ricci tensor takes the form

Rik =
1
2
gj�
(

∂2gi�
∂xj∂xk

+
∂2gjk
∂xi∂x�

− ∂2gj�
∂xi∂xk

− ∂2gik
∂xj∂x�

)

+ Γmik Γ
j
jm − ΓmjkΓ

j
im.

2.7.5.1 Contraction Commuting with Covariant Derivative

As we are working with a compatible connection, ∇g ≡ 0. Thus one can
commute covariant derivatives with metric contractions.

Proposition 2.48. If ∇ is the Levi–Civita connection, then

∇kRij = gpq∇kRipjq (2.14)

∇2
k,�Rij = gpq∇2

k,�Ripjq . (2.15)

Proof. To show (2.14), let X,Y, Z ∈X (M) so that

(∇ZRic)(X,Y ) = (∇Z (tr g−1 ⊗R))(X,Y )

=
(

tr∇Z(g−1 ⊗R)
)

(X,Y )

=
(

tr����∇Zg−1 ⊗R+ tr g−1 ⊗∇ZR
)

(X,Y )

= (tr14tr26 g−1 ⊗∇ZR)(X,Y )

= (trg∇ZR)(X, ·, Y, ·).
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Similarly, to show (2.15) note that

∇2Ric = ∇2(tr g−1 ⊗R) = tr
(

∇2g−1 ⊗R + 2∇g−1 ⊗∇R + g−1 ⊗∇2R
)

= tr g−1 ⊗∇2R. �

In later applications we will need the contracted second Bianchi identity:

gjk∇kRicij =
1
2
∇iScal. (2.16)

This follows easily from (2.14) and the second Bianchi identity, since

0 = gamgbn(∇�Rabmn +∇mRabn� +∇nRab�m)

= gam(∇�Ricam −∇mRica�) + gamgbn∇nRab�m

= ∇�Ric a
a − gam∇mRica� − gbn∇nR m

�mb

= ∇�Scal− gam∇mRica� − gbn∇nRic�b

from which (2.16) now follows.

2.7.6 Sectional Curvature

Suppose (M, g) is a Riemannian manifold. If Π is a two-dimensional subspace
of TpM , we define the sectional curvature K of Π to be

K(Π) = R(e1, e2, e1, e2),

where {e1, e2} is an orthonormal basis for Π . By a rotation or reflection in
the plane, one can show K is independent of the choice of basis. We refer
to the oriented plane generated from ei and ej by the notation ei ∧ ej (cf.
Sect. C.3). Furthermore if {u, v} is any basis for the 2-plane Π , one has

K(u ∧ v) =
R(u, v, u, v)

|u|2|v|2 − g(u, v)2 .

If U ⊂ TpM is a neighbourhood of zero on which expp is a diffeomorphism,
then SΠ := expp(Π ∩ U) is a 2-dimensional submanifold of M containing p,
called the plane of section determined by Π . That is, it is the surface swept
out by geodesics whose initial tangent vectors lie in Π . One can geometrically
interpret the sectional curvature of M associated to Π to be the Gaussian
curvature of the surface SΠ at p with the induced metric.
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By computing the sectional curvature of the plane 1
2 (ei + ek) ∧ (ej + e�)

one can show:

Proposition 2.49. The curvature tensor R is completely determined by the
sectional curvature. In particular,

Rijk� =
1
3
K
((ei + ek) ∧ (ej + e�)

2

)

+
1
3
K
((ei − ek) ∧ (ej − e�)

2

)

− 1
3
K
((ej + ek) ∧ (ei + e�)

2

)

− 1
3
K
((ej − ek) ∧ (ei − e�)

2

)

− 1
6
K(ej ∧ e�)−

1
6
K(ei ∧ ek) +

1
6
K(ei ∧ e�) +

1
6
K(ej ∧ ek).

One can also show that the scalar curvature Scal = Ric j
j =

∑

j �=kK(ej∧ek),
where (ei) is orthonormal basis for TpM .

Each of the model spaces R
n, Sn and H

n has an isometry group that acts
transitively on orthonormal frames, and so acts transitively on 2-planes in the
tangent bundle. Therefore each has a constant sectional curvature – in the
sense that the sectional curvatures are the same for all planes at all points.

It is well known that the Euclidean space R
n has constant zero sectio-

nal curvature (this is geometrically intuitive as each 2-plane section has zero
Gaussian curvature). The sphere Sn of radius 1 has constant sectional curva-
ture equal to 1 and the hyperbolic space H

n has constant sectional curvature
equal to −1.

2.7.7 Berger’s Lemma

A simple but important result is the so-called lemma of Berger [Ber60b,
Sect. 6]. Following [Kar70], we show the curvature can be bounded whe-
never the sectional curvature is bounded from above and below. That is,
if a Riemannian manifold (M, 〈·, ·〉) has sectional curvature bounds δ =
minu,v∈TpM K(u ∧ v) and Δ = maxu,v∈TpM K(u ∧ v) with the assumption
δ ≥ 0, we prove the following bounds on the curvature tensor:

Lemma 2.50 (Berger). For orthonormal u, v, w, x ∈ TpM , one can bound
the curvature tensor by

|R(u, v, w, v)| ≤ 1
2
(Δ− δ) (2.17)

|R(u, v, w, x)| ≤ 2
3
(Δ− δ). (2.18)
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Proof. From the symmetries of the curvature tensor we find that:

4R(u, v, w, v) = R(u+ w, v, u + w, v) −R(u− w, v, u− w, v)
6R(u, v, w, x) = R(u, v + x,w, v + x)−R(u, v − x,w, v − x)

−R(v, u+ x,w, u + x) +R(v, u− x,w, u− x).

Using the definition of the sectional curvature together with the first identity
gives

2|R(u, v, w, v)| = 1
2

∣

∣

∣K
(

(u+ w) ∧ v
)(

|u + w|2|v|2 −�����〈u+ w, v〉
)

−K
(

(u− w) ∧ v
)(

|u− w|2|v|2 −�����〈u− w, v〉
)

∣

∣

∣

=
∣

∣K
(

(u+ w) ∧ v
)

−K
(

(u− w) ∧ v
)∣

∣

≤ (Δ− δ)

which is identity (2.17). To prove (2.18), use the second identity and apply
(2.17) to the four terms – whilst taking into consideration |v±x|2 = |u±x|2 =
2, for orthonormal u, v, w and x. �

2.8 Pullback Bundle Structure

Let M and N be smooth manifolds, let E be a vector bundle over N and f
be a smooth map from M to N .

Definition 2.51. The pullback bundle of E by f , denoted f∗E, is the
smooth vector bundle over M defined by f∗E = {(p, ξ) : p ∈ M, ξ ∈
E, π(ξ) = f(p)}. If ξ1, . . . , ξk are a local frame for E near f(p) ∈ N , then
Ξi(p) = ξi(f(p)) are a local frame for f∗(E) near p.

Lemma 2.52. Pullbacks commute with taking duals and tensor products:

(f∗E)∗ = f∗(E∗) and (f∗E1)⊗ (f∗E2) = f∗(E1 ⊗ E2).

2.8.1 Restrictions

The restriction ξf ∈ Γ (f∗E) of ξ ∈ Γ (E) to f is defined by

ξf (p) = ξ(f(p)) ∈ Ef(p) = (f∗E)p,

for all points p ∈M .
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Example 2.53. Suppose g is a metric on E. Then g ∈ Γ (E∗ ⊗ E∗),
and by restriction we obtain gf ∈ Γ ((f∗E)∗ ⊗ (f∗E)∗), which is a me-
tric on f∗E (the ‘restriction of g to f ’): If ξ, η ∈ (f∗E)p =Ef(p), then
(gf (p))(ξ, η)= (g(f(p))(ξ, η).

Remark 2.54. In using this terminology one wants to distinguish the restric-
tion of a tensor field on E (which is a section of a tensor bundle over f∗E)
with the pullback of a tensor on the tangent bundle, which is discussed be-
low. Thus the metric in the above example should not be called the ‘pullback
metric’. Notice that we can restrict both covariant and contravariant tensors,
in contrast to the situation with pullbacks.

2.8.2 Pushforwards

If f : M → N is smooth, then for each p ∈ M , we have the linear map
f∗(p) : TpM → Tf(p)N = (f∗TN)p. That is, f∗(p) ∈ T ∗

pM ⊗ (f∗TN)p, so f∗
is a smooth section of T ∗M ⊗f∗TN . Given a section X ∈ Γ (TM) = X (M),
the pushforward of X is the section f∗X ∈ Γ (f∗TN) given by applying
f∗ to X .

2.8.3 Pullbacks of Tensors

By duality (combined with restriction) we can define an operation taking
(k, 0)-tensors on N to (k, 0)-tensors on M , which we call the pullback ope-
ration: If S is a (k, 0)-tensor on N (i.e. S ∈ Γ (⊗kT ∗N)), then by restriction
we have Sf ∈ Γ (⊗k(f∗T ∗N)), and we define f∗S ∈ Γ (⊗kT ∗M) by

f∗S(X1, . . . , Xk) = Sf (f∗X1, . . . , f∗Xk) (2.19)

where Xi are vector fields on M .

Example 2.55. If f is an embedding and g is a Riemannian metric on N ,
then f∗g is the pullback metric on M (often called the ‘induced metric’).

This definition can be extended a little to include bundle-valued tensors:
Suppose S ∈ Γ (⊗kT ∗N ⊗ E) is an E-valued (k, 0)-tensor field on N . Then
restriction gives Sf ∈ Γ (⊗k(f∗T ∗N)⊗ f∗E), and we will denote by f∗S the
f∗E-valued k-tensor on M defined by

f∗S(X1, . . . , Xk) = Sf (f∗X1, . . . , f
∗Xk).

That is, the same formula as before except now both sides are f∗E-valued.
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2.8.4 The Pullback Connection

Let ∇ be a connection on E over N , and f : M → N a smooth map.

Theorem 2.56. There is a unique connection f∇ on f∗E, referred to as the
pullback connection, such that

f∇v(ξf ) = ∇f∗vξ

for any v ∈ TM and ξ ∈ Γ (E).

Remark 2.57. To justify the term ‘pullback connection’: If ξ ∈ Γ (E), then
∇ξ ∈ Γ (T ∗N ⊗ E), so the pullback gives

f∇ξf := f∗(∇ξ) ∈ Γ (T ∗M ⊗ f∗E).

To define f∇vξ for arbitrary ξ ∈ Γ (f∗E), we fix p ∈ M and choose a
local frame σ1, . . . , σk about f(p) for E. Then we can write ξ =

∑k
i=1 ξ

i (σi)f
with each ξi a smooth function defined near p, so the rules for a connection
together with the pullback connection condition give

f∇vξ = f∇v(ξi (σi)f )
= ξi f∇v(σi)f + v(ξi) (σi)f
= ξi∇f∗vσi + v(ξi) (σi)f . (2.20)

Note that pullback connections on duals and tensor products of pullback
bundles agree with those obtained by applying the previous constructions to
the pullback bundles on the factors.

There are two other important properties of the pullback connection:

Proposition 2.58. If g is a metric on E and ∇ is a connection on E com-
patible with g, then f∇ is compatible with the restriction metric gf .

Proof. As ∇ is compatible with g if and only if ∇g = 0, we therefore must
show that f∇gf = 0 if ∇g = 0. However this is immediate, since f∇v(gf ) =
∇f∗vg = 0. �

Proposition 2.59. The curvature of the pullback connection is the pullback
of the curvature of the original connection. That is,

Rf∇(X,Y )ξf = (f∗R∇)(X,Y )ξ

where X,Y ∈ X (M) and ξ ∈ Γ (E). Note that R∇ ∈ Γ (T ∗N⊗T ∗N⊗E∗⊗E)
here, so that

f∗(R∇) ∈ Γ (T ∗M ⊗ T ∗M ⊗ f∗(E∗ ⊗ E))
= Γ (T ∗M ⊗ T ∗M ⊗ (f∗E)∗ ⊗ f∗E).
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Proof. Since curvature is tensorial, it is enough to check the formula for a
basis. Choose a local frame {σp}kp=1 for E, so that {(σp)f} is a local frame
for f∗E. Also choose local coordinates {yα} for N near f(p) and {xi} for M
near p, and write fα = yα ◦ f . Then

Rf∇(∂i, ∂j)(σp)f = f∇∂j

(

f∇∂i (σp)f
)

− (i↔ j)

= f∇j (∇f∗∂iσp)− (i↔ j)

= f∇j (∂ifα∇ασp)− (i↔ j)

= (∂j∂ifα)∇ασp + ∂if
α f∇j ((∇ασp)f )− (i↔ j)

= ∂if
α∇f∗∂j (∇ασp)− (i↔ j)

= ∂if
α∂jf

β (∇β (∇ασp)− (α↔ β))

= ∂if
α∂jf

βR∇(∂α, ∂β)σp
= R∇(f∗∂i, f∗∂j)σp. �

When pulling back a tangent bundle, there is another important property:

Proposition 2.60. If ∇ is a symmetric connection on TN , then the pull-
back connection f∇ on f∗TN is symmetric in the sense that

f∇U (f∗V )− f∇V (f∗U) = f∗([U, V ])

for any U, V ∈ Γ (TM).

Proof. As before choose local coordinates xi for M near p, and yα for N near
f(p). By writing U = U i∂i and V = V j∂j we find that

f∇U (f∗V )− f∇V (f∗U)

= f∇U
(

V j∂jf
α∂α

)

− (U ↔ V )

= U i∂i
(

V j∂jf
α
)

∂α + V j∂jf
α f∇U∂α − (U ↔ V )

= (U i∂iV j − V i∂iU j)∂jfα∂α + U iV j(∂i∂jfα − ∂j∂ifα)∂α
+ V jU i∂jf

α∂if
β (∇β∂α −∇α∂β)

= f∗ ([U, V ]) . �

2.8.5 Parallel Transport

Parallel transport is a way of using a connection to compare geometrical data
at different points along smooth curves:

Let ∇ be a connection on the bundle π : E →M . If γ : I →M is a smooth
curve, then a smooth section along γ is a section of γ∗E. Associated to this
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is the pullback connection γ∇. A section V along a curve γ is parallel along
γ if γ∇∂tV ≡ 0. In a local frame (ej) over a neighbourhood of γ(t0):

γ∇∂tV (t0) =
(

V̇ k(t0) + Γ kij (γ(t0))V
j(t0)γ̇i(t0)

)

ek,

where V (t) = V j(t)ej and Γ kij is the Christoffel symbol of ∇ in this frame.

Theorem 2.61. Given a curve γ : I → M and a vector V0 ∈ Eγ(0), there
exists a unique parallel section V along γ such that V (0) = V0. Such a V is
called the parallel translate of V0 along γ.

Moreover, for such a curve γ there exists a unique family of linear isomor-
phisms Pt : Eγ(0) → Eγ(t) such that a vector field V along γ is parallel if and
only if V (t) = Pt(V0) for all t.

2.8.6 Product Manifolds’ Tangent Space
Decomposition

Given manifolds M1 and M2, let πj : M1 × M2 → Mj be the standard
smooth projection maps. The pushforward (πj)∗ : T (M1 ×M2)→ TMj over
πj : M1 × M2 → Mj induces, via the pullback bundle, a smooth bundle
morphism

Πj : T (M1 ×M2)→ π∗j (TMj)

over M1 ×M2. In which case one has the bundle morphism

Π1 ⊕Π2 : T (M1 ×M2)→ π∗1(TM1)⊕ π∗2(TM2)

overM1×M2. On fibres over (x1, x2) this is simply the pointwise isomorphism
T(x1,x2)(M1×M2) � Tx1M1⊕Tx2M2, so Π1⊕Π2 is in fact a smooth bundle
isomorphism. Furthermore,Πj : T (M1×M2)→ π∗j (TMj) is bundle surjection
as πj is a projection. Thus by Proposition 2.14 there exists a well-defined
subbundle E1 inside T (M1 ×M2) given by

E1 = kerΠ1 = {v ∈ T (M1 ×M2) : Π1(v) = 0}.

We observe that this is in fact equal to π∗2(TM2), since E1 consists of all
vectors such thatΠ1 projection vanishes. Therefore one has isomorphic vector
bundles

T (M1 ×M2) � kerΠ1 ⊕ kerΠ2.
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Example 2.62. If we let M1 = M and M2 = R with π1 = π projection from
M × R onto M and π2 = t be the projection from M × R onto R, then on
fibres over (x1, x2) = (x0, t0) we have that

Π2(v) = t∗(v) = dt(v)

since t is a R-valued function on M × R. So by letting S = ker dt = {v ∈
T (M × R) : dt(v) = 0} we have that

T (M × R) � S⊕ R ∂t, (2.21)

since (π∗2TR)(x0,t0) = (t∗TR)(x0,t0) = Tt0R = R ∂t|t0 where ∂t|t0 is the stan-
dard coordinate basis for Tt0R.

2.8.7 Connections and Metrics on Subbundles

Suppose F is a subbundle of a vector bundle E over a manifold M , as defined
in Definition 2.12. If E is equipped with a metric g, then there is a natural
metric induced on F by the inclusion: If ι : F → E is the inclusion of F in
E, then the induced metric on F is defined by gF (ξ, η) = g(ι(ξ), ι(η)).

There is not in general any natural way to induce a connection on F from
a connection ∇ on E. We will consider only the following special case:6

Definition 2.63. A subbundle F of a vector bundle E is called parallel if F is
invariant under parallel transport, i.e. for any smooth curve σ : [0, 1]→M ,
and any parallel section ξ of σ∗E over [0, 1] with ξ(0) ∈ Fσ(0), we have
ξ(t) ∈ Fσ(t) for all t ∈ [0, 1].

One can check that a subbundle F is parallel if and only if the connection
on E maps sections of F to F , i.e. ∇u(ιξ) ∈ ι(Fp) for any u ∈ TpM and
ξ ∈ Γ (F ). If F is parallel there is a unique connection ∇F on F such that

ι∇Fu ξ = ∇u (ιξ)

for every u ∈ TM and ξ ∈ Γ (F ). Note also that if ∇ is compatible with a
metric g on E, and F is a parallel subbundle of E, then ∇F is compatible
with the induced metric gF .

Example 2.64. An important example which will reappear later (cf. Sect. 7.5)
is the following: Let E be a vector bundle with connection∇. Then the bundle
of symmetric 2-tensors on E is a parallel subbundle of the bundle of 2-tensors

6 Although natural constructions can be done much more generally, for example when
a pair of complementary subbundles is supplied.
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on E. To prove this we need to check that ∇UT is symmetric whenever T is
a symmetric 2-tensor. But this is immediate: We have for any X,Y ∈ Γ (E)
and U ∈ X (M),

(∇UT ) (X,Y ) = U(T (X,Y ))− T (∇UX,Y )− T (X,∇UY )

= U(T (Y,X))− T (∇UY,X)− T (Y,∇UX)

= (∇UT ) (Y,X),

so ∇UT is symmetric as required.

2.8.8 The Taylor Expansion of a Riemannian Metric

As an application of the pullback structure seen in this section, we com-
pute the Taylor expansion of the Riemannian metric in exponential normal
coordinates. In particular the curvature tensor is an obstruction to the exis-
tence of local coordinates in which the second derivatives of the metric tensor
vanish.

Theorem 2.65. Let (M, g) be a Riemannian manifold. With respect to a
geodesic normal coordinates system about p∈M , the metric gij may be ex-
pressed as:

gij (u1, . . . , un) = δij −
1
3
Rikj�u

ku� +O(‖u‖3).

Remark 2.66. The proof produces a complete Taylor expansion about u = 0
(see also [LP87, pp. 60-1]).

Proof. Consider ϕ : R
2 →M defined by ϕ(s, t) = expp(tV (s)) where V (s) ∈

Sn−1 ⊂ TpM . Let V (0) = u, V ′(0) = v.
As ϕ∗ : T(s,t)R

2 → (ϕ∗TM)(s,t), ϕ∗∂s = (expp)∗(tV
′(s)) = t ∂sV

i(s)(∂i)ϕ.
Thus we find that the pullback metric of g via ϕ is

(ϕ∗g)(∂s, ∂s)
∣

∣

(s,t)
= gϕ(ϕ∗∂s, ϕ∗∂s)

∣

∣

(s,t)

= t2 ∂sV
i∂sV

jgij (ϕ(s, t)). (2.22)

Note that ϕ∇gϕ ∈ Γ (TR
2 ⊗ (ϕ∗TM)∗ ⊗ (ϕ∗TM)∗), so by Proposition 2.58:

0 = (ϕ∇gϕ)(∂t, ϕ∗∂s, ϕ∗∂s)

= ∂tgϕ(ϕ∗∂s, ϕ∗∂s)− gϕ(ϕ∇∂tϕ∗∂s, ϕ∗∂s)− gϕ(ϕ∗∂s, ϕ∇∂tϕ∗∂s).
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So by taking (∂t)k derivatives of (2.22), we find that

(∂t)kgϕ(ϕ∗∂s, ϕ∗∂s)

=
k
∑

�=0

(

k

�

)

gϕ(ϕ∇(k−�)
∂t

ϕ∗∂s, ϕ∇(�)
∂t
ϕ∗∂s)

=
(

k(k − 1)g(k−2)
ij (t) + 2k tg(k−1)

ij (t) + t2g
(k)
ij (t)

)

∂sV
i∂sV

j .

Evaluating this expression at (s, t) = (0, 0) gives

k(k − 1)g(k−2)
ij (0)vivj =

k
∑

�=0

(

k

�

)

gϕ(ϕ∇(k−�)
∂t

ϕ∗∂s, ϕ∇(�)
∂t
ϕ∗∂s). (2.23)

Note that ϕ∗∂s
∣

∣

(0,0)
= 0, ϕ∗∂t

∣

∣

(0,0)
= u, ϕ∇∂tϕ∗∂t

∣

∣

(0,0)
= 0 and

ϕ∇∂tϕ∗∂s
∣

∣

(0,0)
= (∂t(ϕ∗∂s)i)(∂i)ϕ

∣

∣

(0,0)
= v.

We now claim:

Claim 2.67. Under the assumption ϕ∇∂tϕ∗∂t ≡ 0,

ϕ∇(k)
∂t
ϕ∗∂s =
k−2
∑

�=0

(

k − 2
�

)

(∇(k−2−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

k−2−� times

, ϕ∇(�)
∂t

(ϕ∗∂s) , ϕ∗∂t
)

ϕ∗∂t.

Proof of Claim. The case k = 2 is proved as follows:

ϕ∇(2)
∂t
ϕ∗∂s = ϕ∇∂t (ϕ∇∂sϕ∗∂t) by Proposition 2.60

= ϕ∇∂s (ϕ∇∂tϕ∗∂t) +
ϕ∇R(∂s, ∂t)(ϕ∗∂t) by definition of

ϕ∇R

=
ϕ∇R(∂s, ∂t)(ϕ∗∂t) by assumption

= ∇R(ϕ∗∂s, ϕ∗∂t)(ϕ∗∂t) by Proposition 2.59

as required. For the inductive step we suppose the identity is true for k = j,
and differentiate. Since ϕ∇∂tϕ∗∂t = 0, we find:

ϕ∇∂t

(

j−2
∑

�=0

(

j − 2
�

)

(∇(j−2−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−2−� times

, ϕ∇(�)
∂t
ϕ∗∂s, ϕ∗∂t

)

ϕ∗∂t

)

=
j−2
∑

�=0

(

j − 2
�

)

ϕ∇∂t(∇(j−2−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−2−� times

, ϕ∇(�)
∂t
ϕ∗∂s, ϕ∗∂t

)

ϕ∗∂t
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+
j−2
∑

�=0

(

j − 2
�

)

(∇(j−2−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−2−� times

, ϕ∇(�+1)
∂t

ϕ∗∂s, ϕ∗∂t
)

ϕ∗∂t

=
j−2
∑

�=0

(

j − 2
�

)

(∇(j−1−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−1−� times

, ϕ∇(�)
∂t
ϕ∗∂s, ϕ∗∂t

)

ϕ∗∂t

+
j−2
∑

�=0

(

j − 2
�

)

(∇(j−2−�)R)ϕ(ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−2−� times

, ϕ∇(�+1)
∂t

ϕ∗∂s, ϕ∗∂t)ϕ∗∂t

=
j−1
∑

�=0

((

j − 2
�

)

+
(

j − 2
�− 1

))

(∇(j−1−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−1−� times

,ϕ∇(�)
∂t
ϕ∗∂s, ϕ∗∂t

)

ϕ∗∂t

=
j−1
∑

�=0

(

j − 1
�

)

(∇(j−1−�)R)ϕ
(

ϕ∗∂t, . . . , ϕ∗∂t
︸ ︷︷ ︸

j−1−� times

, ϕ∇(�)
∂t
ϕ∗∂s, ϕ∗∂t

)

ϕ∗∂t

completing the induction. Here we used the identity ϕ∇∂t(∇(j−2−�)R)ϕ =
∇ϕ∗∂t

(

∇(j−2−�)R
)

to get from the first equality to the second – this is the
characterisation of the pullback connection in Theorem 2.56. �

Finally, we compute the Taylor expansion of t �→ gij (ϕ(0, t)) around
t=0 (so that gij (γu(t))= gij (0) + g

(1)
ij (0) + 1

2g
(2)
ij (0) + . . .). The 0-order term

gϕ(∂i, ∂j)
∣

∣

(0,0)
= gij (γu(0))= gij (p)= δij as we are working in normal coordi-

nates. The 1st order vanishes and by (2.23) we find that 12 g(2)
ij (0)vivj =8 gϕ

(Rϕ(v, u)u, v), so g(2)
ij (0)= − 2

3Rikj�u
ku�. The theorem now follows. �

2.9 Integration and Divergence Theorems

If (M, g) is an oriented Riemannian manifold with boundary and g̃ is the
induced Riemannian metric on ∂M , then we define the volume form of g̃
by dσg̃ = ινdμg|∂M . In particular if X is a smooth vector field, we have
ιXdμg|∂M = 〈X, ν〉g dσg̃. In light of this, we define the divergence divX to
be the quantity that satisfies:

d(ιXdμ) = divXdμ. (2.24)

Theorem 2.68 (Divergence theorem). Let (M, g) be a compact oriented
Riemannian manifold. If X is a vector field, then

ˆ
M

divXdμ =
ˆ
∂M

〈X, ν〉g dσ.

In particular, if M is closed then
´
M divXdμ = 0.



46 2 Background Material

Proof. Define the (n− 1)-form α by α = ιXdμ. So by Stokes’ theorem,

ˆ
M

divXdμ =
ˆ
M

dα =
ˆ
∂M

α =
ˆ
∂M

ιXdμ =
ˆ
∂M

〈X, ν〉 dσ. �

From the divergence theorem we have the following useful formulas:

Proposition 2.69 (Integration by parts). On a Riemannian manifold
(M, g) with u, v ∈ C∞(M) the following holds:

(a) On a closed manifold, ˆ
M

Δudμ = 0.

(b) On a compact manifold,

ˆ
M

(uΔv − vΔu)dμ =
ˆ
∂M

(

u
∂u

∂ν
− v ∂u

∂ν

)

dσ.

In particular, on a closed manifold
´
M uΔv dμ =

´
M vΔu dμ.

(c) On a compact manifold,

ˆ
M

uΔv dμ+
ˆ
M

〈∇u,∇v〉 dμ =
ˆ
∂M

∂v

∂ν
u dσ.

In particular, on a closed manifold
´
M
〈∇u,∇v〉 dμ = −

´
M
uΔv dμ.

2.9.1 Remarks on the Divergence Expression

We seek a local expression for the divergence, defined by (2.24), and show it
is equivalent to the trace of the covariant derivative. That is,

divX = tr∇X = tr (∇X)( · , · ) = (∇iX)(dxi) (2.25)

Lemma 2.70. The divergence divX of a vector field X, defined by (2.24),
can be expressed in local coordinates by

div(X i∂i) =
1√

det g
∂i(X i

√

det g). (2.26)

Proof. By Cartan’s formula7 and (2.24) we have

div(X)dμ = d ◦ ιXdμ = (d ◦ ιX + ιX ◦ d)dμ = LXdμ.

7 Which states that LXω = ιX(dω)+ d(ιXω), for any smooth vector field X and any
smooth differential form ω.
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From the left-hand side we find that (divXdμ)(∂1, . . . , ∂n) = divX
√

det g
and from the right-hand side we find that

(LXdμ)(∂1, . . . , ∂n) = LX(
√

det g)− dμ(. . . ,LX∂i, . . .)
= X(

√

det g) + dμ(. . . , (∂iXj)∂j , . . .)

= X(
√

det g) + (∂iXj)δij
√

det g

= ∂i(X i
√

det g) �

Claim 2.71. The definitions of divX given by (2.24) and (2.25) coincide.

Proof. As (∇Xdxj)(∂i) = −dxj(∇X∂i), equation (2.25) implies that

(∇iX)(dxi) = ∂iX
i −X(∇idxi) = ∂iX

i + Γ iijX
j (2.27)

On the other hand, (2.26) implies that divX = ∂iX
i + 1√

det g
X i∂i(

√
det g),

where by the chain rule

∂i(
√

det g) =
1
2

1√
det g

∂ det g
∂gpq

∂gpq
∂xi

=
1
2

√

det ggpq
∂gpq
∂xi

= gpqΓ �ipg�q
√

det g = Γ pip
√

det g. �
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