Chapter 2
A Framework for Function Spaces

In this chapter we study modular spaces and Musielak—Orlicz spaces which
provide the framework for a variety of different function spaces, including clas-
sical (weighted) Lebesgue and Orlicz spaces and variable exponent Lebesgue
spaces. Although our aim mainly is to study the latter, it is important to see
the connections between all of these spaces. Many of the results in this chap-
ter can be found in a similar form in [307], but we include them to make this
exposition self-contained. Research in the field of Musielak—Orlicz functions
is still active and we refer to [69] for newer results and references.

Our first two sections deal with the more general case of semimodu-
lar spaces. Then we move to basic properties of Musielak—Orlicz spaces
in Sect.2.3. Sections 2.4 and 2.5 deal with the uniform convexity and the
separability of the Musielak—Orlicz spaces. In Sects.2.6 and 2.7 we study
dual spaces, and a related concept, associate spaces. Finally, we consider
embeddings in Sect. 2.8.

2.1 Basic Properties of Semimodular Spaces

For the investigation of weighted Lebesgue spaces it is enough to stay in
the framework of Banach spaces. In particular, the space and its topology
is described in terms of a norm. However, in the context of Orlicz spaces
this is not the best way. Instead, it is better to start with the so-called
modular which then induces a norm. In the case of classical Lebesgue spaces
the modular is [ |f(z)[” dz compared to the norm ([ |f(z)|” dz)¥. In some
cases the modular has certain advantages compared to the norm, since it
inherits all the good properties of the integral. The modular spaces defined
below capture this advantage.

We are mainly interested in vector spaces defined over R. However, there is
no big difference in the definition of real valued and complex valued modular
spaces. To avoid a double definition we let K be either R or C.

The function g is said to be left-continuous if the mapping A — o(Ax) is
left-continuous on [0,00) for every x € X, i.e. limy ;- o(Ax) = o(x). Here
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22 2 A Framework for Function Spaces

a — b~ means that a tends to b from below, i.e. a < b and a — b; a — bt is
defined analogously.

Definition 2.1.1. Let X be a K-vector space. A function g: X — [0, 00] is
called a semimodular on X if the following properties hold.

) 0(0) =
o(Azx) = ()forallx€X7)\€Kwith|)\|:1.

)
) o is convex.
)
)

(a
(b
(c
(d) o is left-continuous.
(e) o(Ax) =0 for all A > 0 implies x = 0.
A semimodular g is called a modular if
(f) o(z) =0 implies z = 0.

A semimodular g is called continuous if

(g) the mapping A — o(Az) is continuous on [0, c0) for every x € X.

Remark 2.1.2. Note that our semimodulars are always convex, in contrast
to some other sources.

Before we proceed let us provide a few examples.

Definition 2.1.3. Let (A4, X, i) be a o-finite, complete measure space. Then
by LO(A, 1) we denote the space of all K-valued, pu-measurable functions on
A. Two functions are identical, if they agree almost everywhere.

In the special case that p is the n-dimensional Lebesgue measure, € is a
p-measurable subset of R™, and ¥ is the o-algebra of u-measurable subsets
of  we abbreviate L°(Q) := L(Q, p).

Example 2.1.4.
(a) If 1 < p < oo, then
o= [ 1f@) do
Q
defines a continuous modular on L°((2).

(b) Let @oo(t) := 00 - X(1,00)(t) for t > 0, ie. poo(t) = 0 for t € [0,1] and
Yoo(t) = 00 for t € (1,00). Then

0 (f) ¢=/
Q

defines a semimodular on L°(£2) which is not continuous.

Poo(|f (2)]) dz
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(c) Let w € Li (Q) with w > 0 almost everywhere and 1 < p < co. Then

loc

olf) == / (@) Pw() da
Q

defines a continuous modular on L°(2).
(d) The integral expression

o(f) = /eXp(If(:r)D —ldx

Q

defines a modular on L°(Q). It is not continuous: if f € L?(Q) is such
that |f| > 2 and |f| € LP(Q) for any p > 2, then o(Alog|f|) = oo for
A > 2 but o(2log|f]) < oo.

(e) If 1 <p < o0, then

oo

op((5)) = |o|” dac

Jj=0

defines a continuous modular on RY.

(f) For f € L%) we define the decreasing rearrangement,
f*:[0,00) — [0,00) by the formula f*(s) := sup{¢: ||f| > ¢| > s}. For
1 < ¢ < p < oo the expression

o(f) = [ 1f*(s7/9)|" ds
/

defines a continuous modular on L°(2).

Let o be a semimodular on X. Then by convexity and non-negative of o
and ¢(0) = 0 it follows that A — p(Az) is non-decreasing on [0, 00) for every
x € X. Moreover,

o(Az) = o(|N[2) < [N o(x)  forall |\ <1, (2.1.5)
> | |21

o(At) = o(IAl@) > M o@)  for all |A

In the definition of a semimodular or modular the set X is usually chosen to
be larger than necessary. The idea behind this is to choose the same large set
X for different modulars like in our Examples 2.1.4(a), (b), (¢), (d) and (f).
Then depending on the modular we pick interesting subsets from this set X.

Definition 2.1.6. If p be a semimodular or modular on X, then

X, ={zeX: ;\iir%)g()\x) =0}
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is called a semimodular space or modular space, respectively. The limit A — 0
takes place in K.

Since o(Az) = o(|A| ) it is enough to require limy_,g o(Az) with A € (0, 00).
Due to (2.1.5) we can alternatively define X, by

X, = {z € X: o(Az) < 0o for some A > 0},

since for A < A we have by (2.1.5) that

o(Az) — 0

=) <

as X — 0.
In the next theorem, like elsewhere, the infimum of the empty set is by
definition infinity.

Theorem 2.1.7. Let o be a semimodular on X. Then X, is a normed
K-vector space. The norm, called the Luxemburg norm, is defined by

[zl, := inf {)\ >0: Q(;ﬁ) < 1}.

Proof. We begin with the vector space property of X,. Let =,y € X, and
a € K\ {0}. From the definition of X, and g(ax) = o(|a|z) it is clear that
ax € X,. By the convexity of p we estimate

0< Q(/\(a: + y)) < %9(2/\1‘) + %Q(Q)\y) 2200,

Hence, x +vy € X,. It is clear that 0 € X,. This proves that X, is a K-vector
space.
It is clear that ||z|[, < oo for all z € X, and [|0]|, = 0. For a € K we have

|z, = inf{)\ >0: Q(a—;> < 1} = |a] inf{/\ >0: Q(%x) < 1}

= laf flz[l,-

Let 2,y € X and u > |[z||, and v > [|y[|,.- Then o(z/u) < 1 and o(y/v) < 1,
hence, by the convexity of o,

x—|—y> ( U T v y) U (a:) v (y)
= — Z) < — =) < 1.
Q(u—l—v B u+vu+u+vv \u—i—vQ U +u+vg v/

Thus ||z +yl|, < u + v, and we obtain [z +yl, <[z, + lyl,-
If [z, = 0, then p(ax) < 1 for all & > 0. Therefore,

AT

o(Az) < 59( 3

)<#
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forall A > 0 and § € (0, 1], where we have used (2.1.5). This implies o(Az) = 0
for all A > 0. Thus « = 0. ad

The norm in the previous theorem is more generally known as the
Minkowski functional of the set {z € X : p(x) < 1}, see Remark 2.1.16. The
Minkowski functional was first introduced by Kolmogorov in [253] long before
the appearance of the Luxemburg norm. Nevertheless, we use the name
“Luxemburg norm” as it is customary in the theory of Orlicz spaces.

In the following example we use the notation of Example 2.1.4.

Example 2.1.8 (Classical Lebesgue spaces). Let 1 < p < co. Then the
corresponding modular space (L°(Q)),, coincides with the classical Lebesgue

space LP, i.e.
151, =151, = ([ 150 dz)".
Q

Similarly, the corresponding semimodular space (L°(2)),.. coincides with the
classical Lebesgue space L, i.e.

[/l = [If1l,.. = esssup|f(z)].
€

The norm ||-[|, defines our standard topology on X,. So for i,z € X, we
say that xx converges strongly or in norm to x if ||z, — z||, — 0. In this case
we write 2 — x. The next lemma characterizes this topology in terms of the
semimodular. Here it suffices to study null-sequences.

Lemma 2.1.9. Let ¢ be a semimodular on X and x € X,. Then xp — 0
for k — oo if and only if limg_ o o(Axg) = 0 for all A > 0.

Proof. Assume that [|2x||, — 0 and A > 0. Then [[K Azy||, <1 forall K >1
and large k. Thus o(K Azx) < 1 for large k, hence

o(Azy) <

for large k, by (2.1.5). This implies g(Azj) — 0.

Assume now that o(Azxg) — 0 for all A > 0. Then p(Azi) < 1 for large k.
In particular, [lzx[|, < 1/ for large k. Since A > 0 was arbitrary, we get
|zx|l, — 0. In other words xx — 0. O

Apart from our standard topology on X,, which was induced by the
norm, it is possible to define another type of convergence by means of the
semimodular.
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Definition 2.1.10. Let g be a semimodular on X and zx,z € X,. Then we
say that zj is modular convergent (¢-convergent) to x if there exists A > 0

such that o(A(zj — z)) — 0. We denote this by z - z.

It is clear from Lemma 2.1.9 that modular convergence is weaker than norm
convergence. Indeed, for norm convergence we have limy_, o, 0(A(zr —y)) =0
for all A > 0, while for modular convergence this only has to hold for some
A>0.

For some semimodular spaces modular convergence and norm convergence
coincide and for others they differ:

Lemma 2.1.11. Let X, be a semimodular space. Then modular conver-
gence and norm convergence are equivalent if and only if o(xy) — 0 implies
0(2z) — 0.

Proof. “=": Let modular convergence and norm convergence be equivalent
and let o(zy) — 0 with z; € X,. Then 23, — 0 and by Lemma 2.1.9 it follows
that o(2zy) — 0.

“<": Let xp € X, with p(xr) — 0. We have to show that g(Azy) — 0
for all A > 0. For fixed A > 0 choose m € N such that 2™ > A. Then by
repeated application of the assumption we get limg_.o 0(2™x) = 0. Then
0 < limg—oo 0(Ax) < A27" limy—oo 0(2™21) = 0 by (2.1.5). This proves
that xr — 0. O

If either of the equivalent conditions in the previous lemma hold, then we
say that the semimodular satisfies the weak As-condition.

If p is a semimodular that satisfies the weak As-condition, then g is already
a modular. Indeed, if g(x) = 0, then the constant sequence z is modular
convergent to 0 and therefore convergent to 0 with respect to the norm, but
this implies z = 0.

Lemma 2.1.12. Let be a semimodular on X that satisfies the weak As-
condition. Then for every e > 0 there exists 6 > 0 such that o(f) < ¢ implies

1fll, <e

Proof. This is an immediate consequence of the equivalence of modular and
norm convergence. O

Example 2.1.13. The weak As-condition of modulars is satisfied in Exam-
ples 2.1.4 (a) and (c). Examples 2.1.4 (b) and (d) do not satisfy this
condition.

Let us study the closed and open unit ball of X,. The left-continuity of g is
of special significance. The following lemma is of great technical importance.
We will invoke it by mentioning the unit ball property, or, when more clarity
is needed, the norm-modular unit ball property.
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Lemma 2.1.14 (Norm-modular unit ball property). Let ¢ be a semi-
modular on X. Then ||z||, < 1 and o(z) < 1 are equivalent. If ¢ is continuous,
then also ||z||, < 1 and o(x) < 1 are equivalent, as are||z|, =1 and o(x) = 1.

Proof. If o(z) < 1, then [|z|[, < 1 by definition of ||-[|,. If on the other hand
2], <1, then p(z/A) <1 for all A > 1. Since g is left-continuous it follows
that o(z) < 1.

Let ¢ be continuous. If ||z[|, < 1, then there exists A <1 with g(z/A) < 1.
Hence by (2.1.5) it follows that o(z) < Ao(z/A) < A < 1. If on the other
hand g(x) < 1, then by the continuity of g there exists v > 1 with o(yz) < 1.
Hence [|yz|[, < 1 and [lzf|, < 1/y < 1. The equivalence of [[z[[, = 1 and
o(z) = 1 now follows immediately from the cases “< 1” and “< 17. O

A simple example of a semimodular which is left-continuous but not con-
tinuous is given by 0o (t) = 00 - X(1,00)(t) on X = R. This is a semimodular
on R and |z, = |z].

Corollary 2.1.15. Let o be a semimodular on X and x € X,.

(a) If [lz]l, < 1, then o(z) < [z,
(b) If 1 <llzll,, then [lz[|, < o(x).
(©) lzll, < e(z) +1.

Proof. (a) The claim is obvious for z = 0, so let us assume that 0 < ||lz||, < 1.
By the unit ball property (Lemma 2.1.14) and ||x/||a:||g||g =1 it fol-

lows that o(z/|z[|,) < 1. Since ||lz[|, < 1, it follows from (2.1.5) that
o(@)/|lz], < L.

(b) Assume that [[z[|, > 1. Then o(z/A) > 1for 1 <A < |[|z||, and by (2.1.5)
it follows that 1 < o(x)/A. Since A was arbitrary, o(z) > ||z||,.

(c) This follows immediately from (b). O

Remark 2.1.16. Let K := {z € X,: o(z) < 1}. Then the unit ball property

states that K = B(0,1), the closed unit ball with respect to the norm. This
provides an alternative proof of the fact that [|||, is a norm. Indeed, K is a
balanced, i.e. AK := {A\z: ¢ € K} C K for all || < 1, convex set. Moreover,
by definition of X, the set K is absorbing for X,, i.e. [Jy5o(AK) = X,.
Therefore, the Minkowski functional of K, namely @ — inf {\ > 0: 1z € K},
defines a norm on X,. But this functional is exactly ||-||, which is therefore
a norm on X,.

We have seen in Remark 2.1.16 that {x € X,: p(x) < 1} is closed. This
raises the question whether {z € X: o(z) < a} is closed for every a € [0, 00).
This is equivalent to the lower semicontinuity of ¢ on X,, hence the next
theorem gives a positive answer.
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Theorem 2.1.17. Let ¢ be a semimodular on X. Then g is lower semicon-
tinuous on X,, i.e.

o(x) < lim inf o(zy,)

for all xy, x € X, with x, — x (in norm) for k — oo.

Proof. Let zp,x € X, with ;, — x for £ — oo. We begin with the case
o(xz) < oo. By Lemma 2.1.9, limg_, o(y(z — zx)) = 0 for all v > 0. Let
£ €(0,3). Then, by convexity of o,

o((1—e)x) = Q(%x—F ! _225(95 —x) + 1_22€a:k>

< o) + 5o((1 = 2)(z — za) + (1 - 22)a.)
< 300+ Fo(1 5w -0)) + 15 aw)

We pass to the limit £ — oo:

1—2¢

o((1 ~ £)a) < go(e) + -2 imint o(a).

Now letting ¢ — 0% and using the left-continuity of o, we get

o(z) < o(x) + %hkrriloglf o(xy).
Since o(x) < oo, we get o(z) < liminfy_ o o(zk). This completes the proof
in the case p(z) < 0.

Assume now that z € X, with o(z) = oco. If liminfs_ o o(zr) = oo,
then there is nothing to show. So we can assume liminfy_,o o(xr) < oo.
Let Ao :=sup{A > 0: p(Az) < oo}. Since x € X, we have Ao > 0. Moreover,
o(z) = oo implies Ag < 1. For all A € (0, Ag) the inequality o(A\z) < oo holds, so

o(Azx) < likm inf p(Azg) < likm inf o(xy)

for all A € (0, Ag) by the first part of the proof. The left-continuity of ¢ implies
that
o(Aoz) < liminf o(wy,).

If Ay = 1, then the proof is finished. Finally we show, by contradiction, that
Ao & (0,1). So let Ag € (0,1). Choose A; € (Mg, 1) and a € (0, 1) such that

A1 — Ao
Ao

+()[+/\0=1.
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The convexity of g implies

o(\z) = g(()\l — o)z + Ao(z —xx) + )\oxk>

AL — A A
< 220 000) + g 32— an)) + dngton)
0 «
We pass to the limit k£ — oo:

AL — Ao
Ao

o(A1z) < o(Aox) + Ao li}cnig.}f o(zr) < (1 —a) lilcnlgf o(xg).

Since lim infy o(zx) < 0o, we get p(A1z) < co. But this and Ay > A¢ contra-
dict the definition of Ag. a

Remark 2.1.18. It follows from Theorem 2.1.17 that the sets
{z € X: o(z) < a} are closed for every a € [0,00). Since these sets are con-
vex, it follows that they are also closed with respect to the weak topology
of X, (cf. Sect. 1.4, Functional analysis).

Remark 2.1.19. Let ¢ be a semimodular on X. Then

. 1
lell, = jut A1+ ¢(5) )

defines a norm on X, and
lzll, < MMl < 2fl,-

This norm is called the Amemiya norm. For a proof see [307].

2.2 Conjugate Modulars and Dual Semimodular
Spaces

The dual space of a normed space X is the set of all linear, bounded func-
tionals from X to K. It is denoted by X*. It is well known that X* equipped
with the norm

2] x- := sup [{z",z)|
el <1

is a Banach space. Here we use the notation (z*,z) := z*(x). The study of
the dual of X is a standard tool to get a better understanding of the space X
itself. In this section we examine the dual space of X,.
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Lemma 2.2.1. Let ¢ be a semimodular on X. A linear functional * on X,
is bounded with respect to ||-||, if and only if there exists v > 0 such that for
every v € X,

[(z*, z)| < v(o(z) +1).

Proof. If x* € Xj and z € X, then (z*2) < ||$*||Xg zlly, <

|lx* HX; (14 o(x)) by Corollary 2.1.15. Assume conversely that the inequality

holds. Then
el < (e(mrs) )
) < vlel ) +1) <2y
‘< lzll, +e lzll, +e

for every € > 0, hence ||z*|| . < 27. O
e

Definition 2.2.2. Let ¢ be a semimodular on X. Then by X we denote the
dual space of (X, [|-[|,). Furthermore, we define ¢*: X — [0, 00] by

o™(#7) = sup ({z", 2)] = o(=)).

3
We call o* the conjugate semimodular of o.

Note the difference between the spaces X; and X,«: the former is the dual
space of X,, whereas the latter is the semimodular space defined by o*.
By definition of the functional ¢* we have

[(@", )| < o(x) + 0" (27) (2.2.3)

for all z € X, and z* € X7. This inequality is a generalized version of the
classical Young inequality.

Theorem 2.2.4. Let o be a semimodular on X. Then o* is a semimodular
on X}.
0

Proof. 1t is easily seen that o*(0) = 0, o*(A\a*) = o*(z*) for |A| = 1, and
0" (x*) = 0 for every x* € X. Let 23,27 € X; and 6 € (0,1). Then

0" (1 = 0)x} + 023) = sup (€2 = 0)ag + b7, 2)| — o(x))
< (1-0) sup (|{z5,2)| - e(@))
+ 0 sup (|(z},2)| — o(2))
rzeX
= (1—0)0"(z}) + 00" (}).

Finally, let o*(Az*) = 0 for every A > 0. For € X, choose 17 > 0 such that
o(nz) < oo. Then by (2.2.3)
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A [(®, )| < e(nz) + 0" (Ax™) = o(nx).

Taking A — oo we obtain |(z*,z)| = 0. Hence z* = 0. It remains to show
that ¢* is left-continuous. For A — 17 and z* € X} we have

lim o*(Az*) = lim sup (|[(\z*,z)| — o(x))
A—1— A—=17 zeX

sup sup (|A|[(z",2)| — o(2))
0<A<lzeX

sup (| (", )] — o(x) = ¢ (z).

Thus ¢* is left-continuous. a

For a semimodular p on X we have defined the conjugate semimodular o*
on X7. By duality we can proceed further and define ¢** the conjugate semi-
modular of ¢* on the bidual X;* := (X;)*. The functional ¢** is called the
biconjugate semimodular of o on X;*. Using the natural injection ¢ of X, into
its bidual X;*, the mapping = — 0**(vx) defines a semimodular on X, which
we call the biconjugate semimodular of o on X,. For simplicity of notation it
is also denoted by o** neglecting the extra injection ¢. In particular, we have

o™ (x) = sup (|(z", )| —o"(z")) (2.2.5)
zreXy

for all z € X,. Certainly the formula is also valid for all z € X7*, by the
definition of o** on X}*, if we interpret (z*, ) as <m7x*>X;*><Xg‘

Analogously to the fact that ¢+ : X, — XJ* is an isometry, it turns out
that the biconjugate o** and g coincide on X,.

Theorem 2.2.6. Let o be a semimodular on X. Then o** = p on X,.

Proof. Exactly as in the proof of Theorem 2.2.4 we can prove that o** is a
semimodular on X,. By definition of ¢** and (2.2.3) we get for z € X,

o (x) = sup (|(a*,2)| — 0" (2"))
z*eX
= sup (I™, @) = o*(27))
w*EX;,g*(z*)<oo
< sup (e(z) + 0" (z") — 0"(2"))
z*€X ) 0" (z*)<oo
= o(x).

It remains to show o**(x) > o(x). We prove this by contradiction. Assume to
the contrary that there exists xy € X, with o**(zo) < o(z0). In particular,
0" (xo) < 0o. We define the epigraph of g by
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epi(o) = | J {(z,7) € X, x R: v = o()}.
AER

Since p is convex and lower semicontinuous (Theorem 2.1.17), the set epi(p)
is convex and closed (cf. [58, Sect.I.3]). Moreover, due to ¢**(zg) < o(zo)
the point (zq, 0**(x¢)) is not contained in epi(g). So by the Hahn-Banach
Theorem 1.4.2 there exists a functional on X, x R which strictly separates
epi(o) from (xg, 0"*(20)). So there exist o, 3 € R and x* € X with

(2%, ) = Po(r) < a < (2", 20) = Bo™ (z0)

for all z € X,. The choice x = zg and the estimate ¢**(x¢) < o(zo) imply
B > 0. We multiply by % and get

<%7x> —o(z) < % < <%7$0> — 0" (z0)

for all x € X,. Due to (2.2.5) the right-hand side is bounded by Q*(%) Now,
taking the supremum on the left-hand side over = € X, implies

(5)<3-065)
o 3 \6 o 3)

This is the desired contradiction. O

For two semimodulars g, x on X we write o < & if o(f) < (f) for every
feXx.

Corollary 2.2.7. Let g,k be semimodulars on X. Then o < k if and only if
K* < o*.

Proof. If o < k, then by definition of the conjugate semimodular follows
easily k* < p*. If however k* < p*, then ¢** < k** and by Theorem 2.2.6
follows o < k. a

From Theorem 2.1.17 we already know that the modular ¢ is lower semi-
continuous on X, with respect to convergence in norm. This raises the
question of whether p is also lower semicontinuous on X, with respect to
weak convergence. Let fi, f € X,. As usual we say that f, converges weakly
to fif (g%, fr) — (g%, f) for all g* € X7. In this case we write fr — f.

Theorem 2.2.8. Let o be a semimodular on X, then the semimodular o is
weakly (sequentially) lower semicontinuous, i.e. if fr — f weakly in X,, then

o(f) <liminfr_ o o(fx)-

Proof. Let fi, f € X, with fi = f. Then, by Theorem 2.2.6, o = ¢**, which
implies
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o(f) =0 (f) = sup (I(g", /)] —0"(9"))
g*EXEj

= sup ( lim [(g*, fi)| — 0" (g%))
gxeXz k—o0

ghminf( sup (|<9*7fk>|_9*(9*))>

k—oo g*eX;
~ liminf o™ (fo)
= likm inf o( fx). O

In the definition of p* the supremum is taken over all z € X,. However, it
is possible to restrict this to the closed unit ball of X,.

Lemma 2.2.9. If ¢ is a semimodular on X, then

(") = sup  (|(z"2)|—o(@) = sup (|(",2)] - o(z))
€X, o], <1 r€X,,0(2)<1

Jor x* € X7 with ||x*||Xg < 1.

Proof. The equivalence of the suprema follows from the unit ball property
(Lemma 2.1.14). Let ||z*|| y. < 1. By the definition of the dual norm we have

sup ([(27,2)| — o(x)) < sup ([l2"[|x, [l2ll, - o(=))
l=],>1 llzll,>1

< sup ([lzl, - e(x)).
o, >1

If ||z[|, > 1, then o(z) > [|z||, by Corollary 2.1.15, and so the right-hand side
of the previous inequality is non-positive. Since g* is defined as a supremum,
and is always non-negative, we see that the points with |[[z[|, > 1 do not
affect the supremum, and so the claim follows. a

Since ¢* is a semimodular on X, it defines another norm |-
We next want to compare it with the norm ||| y..
e

*
o+ 0N XQ.

Theorem 2.2.10. If ¢ be a semimodular on X, then for every x* € X}
[ < Ml27 M, < 20127

Proof. We first prove the second inequality. By the unit ball property
(Lemma 2.1.14) the inequalities ||z, < 1 and o(z) < 1 are equivalent. Hence,

|z*]| . = sup [(z*,2)| < sup (o*(z*)+ o(x)) < 0" (z*) + 1.
¢ l=]l, <1 o(z)<1
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If ||lz*]|,- < 1, then o*(2*) < 1 by the unit ball property and we conclude
that ||2*|| y. < 2. The conclusion follows from this by a scaling argument: if
e

|2*]|,- > 0, then set y* := 2*/[|z*[| .. Since [ly*||,- = 1, we conclude that
"l x= < 2[ly*[|,-- Multiplying by [|*|| . gives the result.
4
Assume now that ||*( y. <1. Then by Lemma 2.2.9 and Corollary 2.1.15 (c)
4

o'(@) = sw (o) —o@) < suwp (2], - oz) <1
zE€X,,0(z)<1 z€X,,0(x)<1
Hence, [lz*[|,. < 1. The scaling argument gives [[z*[| ,. < [lz*[| . 0
e

Note the scaling argument technique used in the previous proof. It is one
of the central methods for dealing with these kind of spaces, and it will be
used often in what follows.

With the help of the conjugate semimodular o* it is also possible to define
yet another norm on X, by means of duality. Luckily this norm is equivalent
to the norm ||| ,.

Theorem 2.2.11. Let ¢ be a semimodular on X. Then

][}, = sup {|(z*, )| : 2" € X, ||=*

*

= sup{|<a:*,x>|: z* e X;,Q*(Z‘ )

defines a norm on X,. This norm is called the Orlicz norm. For all x € X,
we have |lo]], < llo]l, < 2z,
Proof. By the unit ball property (Lemma 2.1.14) the two suprema are equal.
If lzf], < 1T and |lz*[|,- <1, then o(x) <1 and ¢*(z*) < 1. Hence, |(z,2)| <
o(z) + o*(z*) < 2. Therefore ||a:||/g < 2. A scaling argument proves ||x||/g <
2|l -

If |lz], < 1, then [(z*,z)| < 1 for all 2* € X} with [|z*]|,, < 1. In
particular, by Theorem 2.2.10 we have |(z*,z)| < 1 for all z* € X with
||a:*||Xg < 1. Hence, Corollary 1.4.3 implies ||z[|, < 1. We have thus shown

that |zl < 2] 0

2.3 Musielak—Orlicz Spaces: Basic Properties

In this section we start our journey towards more concrete spaces. Instead
of general semimodular spaces, we will consider spaces where the modular is
given by the integral of a real-valued function.

Definition 2.3.1. A convex, left-continuous function ¢: [0,00) — [0, 0]
with ¢(0) = 0, lim; o+ ¢(t) = 0, and limy;_, ¢(t) = oo is called a ®-function.
It is called positive if p(t) > 0 for all ¢ > 0.
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In fact, there is a very close relationship between ®-functions and semi-
modulars on R.

Lemma 2.3.2. Let ¢: [0,00) — [0,00] and let o denote its even extension
to R, i.e. o(t) := (|t]) for all t € R. Then ¢ is a ®-function if and only if o
is a semimodular on R with X, = R. Moreover, ¢ is a positive ®-function if
and only if o is a modular on R with X, = R.

Proof. “=": Let ¢ be a ®-function. Since lim,; o+ ¢(t) = 0, we have X, = R.
To prove that ¢ is a semimodular on R it remains to prove that o(Atg) = 0
for all A > 0 implies £y = 0. So assume that p(Atg) = 0 for all A > 0.
Since lim;— . ¢(t) = o0, there exists ¢; > 0 with ¢(t1) > 0. Thus there
exists no A > 0 such that t; = Atg, which implies that t; = 0. Hence o
is a semimodular. Assume that ¢ is additionally positive. If o(s) = 0, then
©(|s|) = 0 and therefore s = 0. This proves that g is a modular.

“<": Let ¢ be a semimodular on R with X, = R. Since X, = R, there
exists t2 > 0 such that p(t2) < oo. From (2.1.5) follows that
0 < p(t) < t/tap(ta) for all t € [0,¢2], which implies that lim,_ g+ ¢(t) = 0.
Since 1 # 0, there exists A > 0 such that o(A-1) # 0. In particular there
exists t3 > 0 with ¢(t3) > 0 and @p(kts) = ke(ts) > 0 by (2.1.5) for all
k € N. Since k is arbitrary, we get lim;_,o ¢(t) = 0o. We have proved that
p is a ®-function. Assume additionally that ¢ is a modular. In particular
o(t) = ¢(|t]) = 0 implies ¢t = 0. Hence by negation we get that ¢ > 0 implies
p(t) > 0, so ¢ is positive. O

Let us remark that if ¢ is a ®-function then on the set {t > 0: ¢(t) < 0o}
it has the form

t

o) = / a(r)dr, (2.3.3)

0

where a(t) is the right-derivative of ¢(t) (see [330], Theorem 1.3.1). Moreover,
the function a(t) is non-increasing and right-continuous.

The following lemma is an easy consequence of the left-continuity, convex-
ity, and monotonicity of ¢. However, it is also possible to use Lemma 2.3.2
and Theorem 2.1.17 to prove this.

Lemma 2.3.4. Every ®-function is lower semicontinuous.
Example 2.3.5. Let 1 < p < co. Define

1
t) = —tP,
©p(t) D

Poo(t) 1= 00 X(1,00) (1)
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for all t > 0. Then ¢, and ¢, are ®-functions. Moreover, ¢, is continuous
and positive, while ¢ is only left-continuous and lower semicontinuous but
not positive.

Remark 2.3.6. Let ¢ be a ®-function. As a lower semicontinuous function
o satisfies

¢(inf A) <infp(A)

for every non-empty set A C [0,00). The reverse estimate might fail as the
example o with A := (1, 00) shows. However, for every A > 1 we have

inf p(A) < o(Xinf A).

Indeed, if inf A = 0, then the claim follows by lim;_o+ ¢(¢) = 0. If inf A > 0,
then we can find ¢t € A such that inf A < ¢ < Ainf A. Now, the monotonicity
of ¢ implies inf p(A) < ¢(t) < p(Ainf A).

Remark 2.3.7. Let ¢ be a ®-function. Then, as a convex function, ¢ is

continuous if and only if ¢ is finite on [0, 00).

The following properties of ®-functions are very useful:
(2.3.8)

for any r € [0,1], s € [1,00) and ¢ > 0 (compare with (2.1.5)). This is a
simple consequence of the convexity of ¢ and ¢(0) = 0. Inequality (2.3.8)
further implies that ¢(a) + ¢(b) < fp¢(a+b) + aibgo(a +b) = p(a+0b) for
a+b > 0 for all a,b > 0 which combined with convexity yields

p(a) + o(b) < p(a+b) < 5(p(2a) + (2b)).

Although it is possible to define function spaces using ®-functions, these
are not sufficiently general for our needs. In the case of variable exponent
Lebesgue spaces (see Chap. 3) we need our function ¢ to depend also on the
location in the space. So we need to generalize ®-functions in such a way that
they may depend on the space variable.

Definition 2.3.9. Let (A4,%, 1) be a o-finite, complete measure space. A
real function ¢: A x [0, 00) — [0, c0] is said to be a generalized ®-function on
(A, %, p) if:

(a) ¢(y,-) is a ®-function for every y € A.

(b) y+— ¢(y,t) is measurable for every ¢t > 0.

If ¢ is a generalized ®-function on (A, X, u), we write p € ®(A,u). If Q
is an open subset of R™ and p is the n-dimensional Lebesgue measure we
abbreviate this as ¢ € ®(Q) or say that ¢ is a generalized ®-function on €.
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In what follows we always make the natural assumption that our measure
1 is not identically zero.

Certainly every ®-function is a generalized ®-function if we set p(y,t) :=
o(t) for y € A and ¢t € [0,00). Also, from (2.3.8) and Lemma 2.3.4 we see
that ¢(y, ) is non-decreasing and lower semicontinuous on [0, 00) for every
ye A

We say that a function is simple if it is the linear combination of charac-
teristic functions of measurable sets with finite measure, Zle sixa, (z) with
(A1), ..., u(Ag) < 00, s1,. .., € K. We denote the set of simple functions
by S(A, p). If © is an open subset of R™ and p is the n-dimensional Lebesgue
measure we abbreviate this by S(Q).

We next show that every generalized ®-function generates a semimodular
on LO(A, p).

Lemma 2.3.10. If ¢ € ®(A,u) and f € L°(A, u), then y — o(y,|f(y)|) is
u-measurable and

0o(f) = / o, 1F @) du(y)

A

is a semimodular on L°(A, ). If ¢ is positive, then g, is a modular. We call
0, the semimodular induced by ¢.

Proof. By splitting the function into its positive and negative (real and imag-
inary) part it suffices to consider the case f > 0. Let fi ' f point-wise where
fr are non-negative simple functions. Then

ey | iy Z@ Y, af) - Xar (¥),

which is measurable and ¢(y, fx(v)) /" ©(y, f(y)). Thus ¢(-, f(-)) is measur-
able.

Obviously, 0,(0) = 0 and g,(Ax) = g,(z) for |A\| = 1. The convexity
of o, is a direct consequence of the convexity of ¢. Let us show the left-
continuity of g,: if Ay — 17 and y € A, then 0 < o(y, A f(v)) — ¢(y, f(y))
by the left-continuity and monotonicity of ¢(y, -). Hence g, (Axf) — 0, (f), by
the theorem of monotone convergence. So g, is left-continuous in the sense
of Definition 2.1.1 (d).

Assume now that f € L°(A,p) is such that g,(Af) = 0 for all A > 0.
So for any k € N we have ¢(y,kf(y)) = 0 for almost all y € A. Since N is
countable we deduce that ¢(y, kf(y)) = 0 for almost all y € A and all k € N.
The convexity of ¢ and ¢(y,0) = 0 imply that p(y, A\f(y)) = 0 for almost all
y € A and all A > 0. Since limy—,o p(y,t) = oo for all y € A, this implies
that | f(y)| = 0 for almost all y € A, hence f = 0. So g, is a semimodular
on LO(A, p).
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Assume now that ¢ is positive and that g,(f) = 0. Then ¢(y, f(y)) =0
for almost all y € A. Since ¢ is positive, f(y) = 0 for almost all y € A, thus
f = 0. This proves that g, is a modular on L°(A, y). O

Since every ¢ € ®(A, ) generates a semimodular it is natural to study
the corresponding semimodular space.

Definition 2.3.11. Let ¢ € ®(A, 1) and let g, be given by

0o(f) = / o 1F @) du(y)

A

for all f € LY(A, u). Then the semimodular space

(LA 1), = {f € LA, p): Jim 0,(Af) = 0}
={f € LA, p): 0,(\f) < oo for some A >0}

will be called Musielak—Orlicz space and denoted by L¥ (A, ) or L¥, for short.
The norm ||-||Q¢ is denoted by ||-[|,,, thus

11, = inf {3 > 0: 0, () <1}

The Musielak—Orlicz spaces are also called generalized Orlicz spaces. They
provide a good framework for many function spaces. Here are some examples.

Example 2.3.12. Let (A, X, i) be a o-finite, complete measure space.

(a) The (semi)modulars given in Example 2.1.4 (a)—(c) give rise to (weighted)
Lebesgue spaces.
(b) Let ¢ be a ®-function. Then

00(f) = / S W))) duy)
A

is a semimodular on L°(A, ). If ¢ is positive, then ¢ is a modular on
LO(A, 1) and the space L¥(A, p) is called an Orlicz space.
With suitable choices of ¢, A and p, this includes all modulars in
Example 2.1.4 except (f).

(c¢) Example 2.1.4 (f) is not a Musielak—Orlicz space.

As a semimodular space, L¥ = (L%, |||| ;) is a normed space, which, in
fact, is complete.

Theorem 2.3.13. Let ¢ € (A, ). Then L¥Y(A, u) is a Banach space.
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Before we get to the proof of Theorem 2.3.13 we need to prove two useful
lemmas.

Lemma 2.3.14. Let ¢ € ®(A, p) and p(A) < co. Then every ||-[|,-Cauchy
sequence is also a Cauchy sequence with respect to convergence in measure.

Proof. Fix e > 0 and let V; := {y € A: p(y,t) =0} for t > 0. Then V; is
measurable. For all y € A the function ¢ — ¢(y,t) is non-decreasing and
lim; 00 p(y,t) = 00, so V; \, 0 as t — oo. Therefore, limy_, o u(Vi) =
w(0) =0, where we have used that u(A) < co. Thus, there exists K € N such
that u(Vk) < e. Note that if ¢ is positive then V; = () for all ¢ > 0 and we
do not need this step in the proof.

For a pu-measurable set ¥ C A define

v (E) == 0o(K XE) = /so(va) dp(y)-
E

If £ is p-measurable with vi (F) = 0, then ¢(y, K) = 0 for py-almost every
y € E. Thus u(E \ Vi) = 0 by the definition of V. Hence, E is a 1| 4\ v~
null set, which means that the measure y1|4\v, is absolutely continuous with
respect to vg.

Since (A \ Vi) < u(A) < oo and 1| 4\ v is absolutely continuous with res-
pect to v, there exists 6 € (0, 1) such that vg (F) < J implies u(E\ Vi) <e
(cf. [184, Theorem 30.B]). Since fy is a ||-[| -Cauchy sequence, there exists
ko € N such that [|[K e 1671 (f, — fe)ll, < Lfor all m, k > ko. Assume in the
following m, k > ko, then by (2.1.5) and the norm-modular unit ball property
(Lemma 2.1.14)

Q@(Kgil(fm - fk)) < 594,0(K571571(fm - fk)) < d.

Let us write Ep, ke :={y € A: |fm(y) — fx(y)| = €}. Then

VK(Em,k,e) = / SD(yv K) dﬂ(y) < Qp (Kgil(fm - fk:)) < d.

Enz,k’,s

By the choice of §, this implies that pu(Ep ke \ Vx) < . With u(Vk) < ¢
we have pu(En k) < 2¢. Since € > 0 was arbitrary, this proves that fj is a
Cauchy sequence with respect to convergence in measure.

If || fxll, — O, then as above there exists K € N such that p({|fx| > €}) <2e
for all £ > K. This proves fiy — 0 in measure. O

Lemma 2.3.15. Let ¢ € ®(A, ). Then every ||-||,-Cauchy sequence (fx) C
L% has a subsequence which converges u-almost everywhere to a measurable
Sfunction f.
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Proof. Recall that p is o-finite. Let A = Ufil A; with A; pairwise disjoint
and p(A;) < oo for all ¢ € N. Then, by Lemma 2.3.14, (fx) is a Cauchy
sequence with respect to convergence in measure on A;. Therefore there
exists a measurable function f: A; — K and a subsequence of f; which
converges to f p-almost everywhere. Repeating this argument for every A;
and passing to the diagonal sequence we get a subsequence (fy,) and a
p-measurable function f: A — K such that fi, — f p-almost everywhere. 0O

Let us now get to the proof of the completeness of L¥.

Proof of Theorem 2.3.13. Let (fr) be a Cauchy sequence. By Lemma 2.3.15
there exists a subsequence fy, and a p-measurable function f: A — K such
that fi, — f for y-almost every y € A. This implies ¢(y, |fr;(y) — f(y)) — 0
p-almost everywhere. Let A > 0 and 0 < ¢ < 1. Since (fx) is a Cauchy
sequence, there exists K = K(A,¢) € N such that [[A(fim — fi)[l, < & for all
m, k > N, which implies 0, (A(fm — f&)) < € by Corollary 2.1.15. Therefore
by Fatou’s lemma

2o (A(fm = ) = /jliggo oy Alfm(y) = fi, W)1) dpaly)

A

< 1ijrgggf/so(y,A|fm(y) — fr; ()]) d(y)
A

<e.

So 0p(A(fm — f)) — 0 for m — oo and all A > 0 and |[fx — f||, — 0 by
Lemma 2.1.9. Thus every Cauchy sequence converges in L¥, as was to be
shown. a

The next lemma collects analogues of the classical Lebesgue integral
convergence results.

Lemma 2.3.16. Let p € ®(A,pn) and fi, f,g € L°(A, u).

(a) If fx — f w-almost everywhere, then o, (f) < lminfr_ o 0, (fr)-

(b) If | fx] /" |f| p-almost everywhere, then o, (f) = limg— o0 00 (fi)-

(¢) If fr — f p-almost everywhere and |fi| < |g| p-almost everywhere, and
0p(Ag) < o0 for every A >0, then fi, — f in L¥.

These properties are called Fatou’s lemma (for the modular), monotone
convergence and dominated convergence, respectively.

Proof. By Lemma 2.3.4 the mappings ¢(y, -) are lower semicontinuous. Thus
Fatou’s lemma implies
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0a(1) = [ . Jim 5] du(w)

A

< [ timinf (o)) du)
A

<timinf [ ol 1)) duy)
A
= hkn_l,gf Q¢ (fx)-

This proves (a).

To prove (b) let |fx| /' |f]. Then by the left-continuity and monotonicity
of v(y,-), we have 0 < (-, |fe()]) /" ¢(-, |f(-)]) almost everywhere. So, the
theorem of monotone convergence gives

0o(1) = [ oty Jim (o)) duty)

A

= [ Jim (. ) duy)

A

Jim. / oy, [frW)]) du(y)
A

= kli»ngo an(fk)-

To prove (c) assume that fr — f almost everywhere, |fx| < |g|, and
0(Ag) < oo for every A > 0. Then |f; — f| — 0 almost everywhere, |f| < |g|
and |fi — f| < 2|g]. Since p,(2Ag) < 00, we can use the theorem of dominated
convergence to conclude that

i 0,7 = fu) = [ (o Jim MF@) = 5u(w)]) dutw) = 0

A

Since A > 0 was arbitrary, Lemma 2.1.9 implies that f; — f in L¥. a

Let us summarize a few additional properties of L?. Properties (a), (b),
(c) and (d) of the next theorem are known as circularity, solidity, Fatou’s
lemma (for the norm), and the Fatou property, respectively.

Theorem 2.3.17. Let ¢ € ®(A, p). Then the following hold.

(@) IIfll, = |1/l H@ for all f € L¥.
(b) If f € L?, g € L°(A,p), and 0 < |g| < |f| p-almost everywhere, then
g € L¥ and g, < [If],-



42 2 A Framework for Function Spaces

(¢) If f — [ almost everywhere, then | f||, < liminfr.oo || f&| -
(d) If|fel /" |f| p-almost everywhere with fr € L¥(A, p) and supy, || x|l ,<oo,
then f € L#(A, p) and || fxll, /" [If]l,-

Proof. The properties (a) and (b) are obvious. Let us now prove (c).
So let fr — f p-almost everywhere. There is nothing to prove for
liminfy oo || f[|, = 0o. Let A > liminfy .o || k|- Then || fi[|, < A for large
k. Thus by the unit ball property o,(fi/A) < 1 for large k. Now Fatou’s
lemma for the modular (Lemma 2.3.16) implies o0,(f/A) < 1. So | f[|, < A
again by the unit ball property, which implies || ||, < liminfx— oo || fil[,,-

It remains to prove (d). So let |fx| " |f| p-almost everywhere with
supy, || frl|, < oo. From (a) and (c) follows | f[|, < liminfyc [/fill, <
supy, || f[l, < oo, which proves f € L¥. On the other hand [fx|  [f| and (b)
implies that | foll, / limsupy__ [full, < IfIl,. Thus lmy o | fill, =
11, and Ll 2 F1L 0

2.4 Uniform Convexity

In this section we study sufficient conditions for the uniform convexity of a
modular space X, and the Musielak—Orlicz space L¥. We first show that the
uniform convexity of the ®-function implies that of the modular; and that
the uniform convexity of the semimodular combined with the As-condition
implies the uniform convexity of the norm. The section is concluded by
some further properties of uniformly convex modulars. Let us start with the
As-condition of the ®-function and some implications.

Definition 2.4.1. We say that ¢ € ®(A,u) satisfies the Ag-condition if
there exists K > 2 such that

e(y,2t) < Ko(y,t)

for all y € A and all ¢ > 0. The smallest such K is called the As-constant
of ¢.

Analogously, we say that a semimodular ¢ on X satisfies the Ay-condition
if there exists K > 2 such that o(2f) < K o(f) for all f € X,. Again, the
smallest such K is called the As-constant of o.

If ¢ € ®(A, p) satisfy the Ag-condition, then g, satisfies the As-condition
with the same constant. Moreover, o, satisfies the weak Aj-condition for
modulars, so by Lemma 2.1.11 modular convergence and norm convergence
are equivalent; and E C L?(Q, u) is bounded with respect to the norm if and
only if it is bounded with respect to the modular, i.e. sup ;¢ || f|| < oo if and
only if sup se i 0, (f) < oo.

Corollary 2.1.15 shows that a small norm implies a small modular. The
following result shows the reverse implication.
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Lemma 2.4.2. Let ¢ be a semimodular on X that satisfies the Ag-condition.
Let K be the Ag-constant of 0. Then for every e >0 there exists § =0(e, K) >0
such that o(f) <& implies || f||, <e.

Proof. For e > 0 choose j € N with 277 < e. Let 6 := K7 and o(f) < 6. Then
0(27f) < K7o(f) < 1 and the unit ball property yields [|f[|, < 27i<e. O

Lemma 2.4.3. Let ¢ be a semimodular on X that satisfies the Ao-condition
with constant K. Then g is a continuous modular and for every e > 0 there
exists § = 6(g, K) > 0 such that o( f) < 1—¢ implies || f||, < 1-0 for f € X,.

Proof. If o(f) =0, then (2™ f) < K™p(f) = 0, where K is the Ag-constant
of . This proves f = 0, so ¢ is a modular. We already know that o is left-
continuous, so it suffices to show o(z) = limy_,;+ g(Az). By monotonicity we
have o(z) < liminfy_,+ o(Az). It follows by convexity of o that

o(af) < (2—a)e(f) + (a—1)o(2f) < ((2—a) + K(a—1))o(f)

<
< (14 (K = D{a—1)e(f)
for every a € [1,2]. Hence o(x) > liminfy_ + o(Az), which completes the
proof of continuity.

Let ¢ > 0 and f € X, with o(f) < 1 —¢€. Fix a = a(K,¢) € (1,2) such
that the right-hand side of the previous inequality is bounded by one. Then
o(af) < 1 and the unit ball property implies [|af|[, < 1. The claim follows

with 1 — 4§ := % O

In the previous sections we worked with general ¢ € ®(A,u). The
corresponding Musielak—Orlicz spaces include the classical spaces LP with
1 < p < oo, see Example 2.1.8. Sometimes, however, it is better to work with
a subclass of ®(A, u), called N-functions. These functions will have better
properties (N stands for nice) but the special cases p = 1 and p = oo are
excluded. This corresponds to the experience that also in the classical case
the “borderline” cases p = 1 and p = oo are often treated differently.

Definition 2.4.4. A ®-function ¢ is said to be an N-function if it is
continuous and positive and satisfies lim;_, ‘p( ) =0 and limy_, o0 @ = 00.
A function ¢ € ®(A, ) is said to be a genemlzzed N-function if ¢(y,-) is
for every y € Q an N-function.
If p is a generalized N-function on (A, p1), we write ¢ € N(A, ) for short.
If © is an open subset of R™ and p is the n-dimensional Lebesgue measure
we abbreviate p € N(Q).

Definition 2.4.5. A function ¢ € N(A, ) is called uniformly convez if for
every € > 0 there exists § > 0 such that

u+1}> < (1 —5)<p(y’U) +<p(y,v)

|lu —v| < emax {u,v} or <p(y, 5 5

for all u,v > 0 and every y € A.
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Remark 2.4.6. If p(z,t) = t? with ¢ € (1,00), then ¢ is uniformly convex.
To prove this, we have to show that for u,v > 0 the estimate |u —v| >
emax {v,u} implies (“£2)? < (1 —§(e))% (uq + v7) with §(e) > 0 for every
e > 0. Without loss of generality we can assume ¢ € (0, %) By homogeneity
it suffices to consider the case v =1 and 0 < u < 1. So we have to shovxlz th%t
u € [0,1—¢) implies (14%)7 < (1—6(e))5(1+u?). Define f(r) := 2! qglizz)
Then f is continuous on [0,1] and has its maximum at 1. This proves as
desired f(u) < d(e) for all w € [0,1 — ¢€).

It follows by division with ¢ that ¢(x,t) = %tq with 1 < ¢ < oo is also
uniformly convex.

Definition 2.4.5 is formulated for u,v > 0. However, the following lemma
shows that this can be relaxed to values in K.

Lemma 2.4.7. Let ¢ € N(A, ) be uniformly convex. Then for every ea > 0
there exists 0o > 0 such that

a;rbD < _52)<p(y, lal) -QHD(% [b1)

la—b| < comax{lal, b} or (v,

for all a,b € K and every y € A.

Proof. Fix 2 > 0. For € := €3/2 let 6 > 0 be as in Definition 2.4.5. Let
la —b] > eamax {|al,[b[}. If ||a] — |b]| > emax{|al, ||}, then the claim fol-
lows by |a+b|] < |a| + |b] and choice of § with d2 = J. So assume in the
following ||a| — |b|| < e max {|al, |b|}. Then

|a = b] > e2 max {[al, [b|} = 2e max {|a], [b[} > 2[[a] —[b]]

Therefore,

‘a—&-b‘z_ al® |b|2_‘a—b‘2

2 2 2 2
<ol P ‘ ""_(Ial—lbl>2
s 2 2 4 2
la| + |b]

( |b ) 3 a—b‘
2 41 2 '
Since |a — b|] > eamax {|al, |b|} > e2(]a| + |b])/2, it follows that
a+bp? 3e2\ /lal + |b]\2
< (1—2=2) ()
‘ 2 ‘ = (1 16)( 2 )

Let 8 := 1 — /1= 22 > 0, then |%$2| < (1 — &) 2 This, (2.1.5) and

the convexity of ¢ 1mply
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a+b a+b 7a + ’b
o (v, ])<<1_52>¢(y,L2||)<(1_52)¢<y||> o)

2 2
Remark 2.4.8. If u, v € K satisfies |a — b| < e2 max {|al, |b|} with e2 € (0,1),
then Ia—;b‘ < 52% and by the convexity of ¢ follows

(y7 |a;b|) <o, 2 Ial);@(y, o) (2.4.9)

Therefore, we can replace the first alternative in Lemma 2.4.7 by the weaker
version (2.4.9).

We need the following concept of uniform convexity for the semimodular.

Definition 2.4.10. A semimodular g on X is called uniformly convex if for
every € > 0 there exists § > 0 such that

Q(f—g)ggg(fHQ(g) or Q(f+g><(1_5)9(f);9(9)

2 2 2

for all f,g € X,.

Theorem 2.4.11. Let ¢ € N(A,p) be uniformly convex. Then o, is uni-
formly conver.

Proof. Let 2,62 > 0 be as in Lemma 2.4.7 and let € := 2¢e5. There is nothing
to show if g, (f) = 00 or p,(g) = co. So in the following let g, (f), 0, (g) < oo,
which implies by convexity o ;g ), ( 1) < oo.

Assume that Q¢(u) > 5~M We show that

w(%) < (1—%)@

which proves that o, is uniformly convex. Define

E:= {y e A |f(y) —g(y)| > %maX{lf(y)L Ig(y)l}}

It follows from Remark 2.4.8 that (2.4.9) holds for almost all y € A\ E. In
particular,

f- g) < g exanf) + op(xavsg) _ € 0p(f) + 05(9)
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This and Qw(%) > 5% imply

w(XEf;g) _ w(%) B QLp(XA\Ef;g) - gw(f);w(g)_
(2.4.12)

On the other hand it follows by the definition of F and the choice of §; in
Lemma 2.4.7 that

00 (XEf;g> < (1 — 5y 2exES) ; 25(xE9) (2.4.13)

We estimate

20(f) + 04(9) _Qw<f+g> 5 2e(xef) + 00 (xr9)

f+g>
2 2 2 ’

— Q¢ (XE B
where we have split the domain of the involved integrals into the sets F and
A\ E and have used 1 (o(f) + ¢(9)) — @(%ﬁ) > 0on A\ E. This, (2.4.13),

the convexity and (2.4.12) imply

024 (f) ;r 05(9) Qw(f;_g) S 6, 04(XE[) ;r 24(XEY)
> 52Q¢(XE¥)

S % Qsa(f) + ng(g).

Z O
2 2

The question arises if uniform convexity of the semimodular g implies the
uniform convexity of X,. This turns out to be true under the As-condition.

Theorem 2.4.14. Let o be a uniformly convex semimodular on X that satis-
fies the Ag-condition. Then the norm |||, on X, is uniformly convex. Hence,
X, is uniformly convex.

Proof. Fix ¢ > 0. Let z,y € X with [lz[/,, [y, < 1 and [z —y|, > e
Then ||%5¥|| > § and by Lemma 2.4.2 there exists a = a(e) > 0 such that
o(*5%) > a. By the unit ball property we have o(z), o(y) < 1, so o(*5%) >
aw. Since g is uniformly convex, there exists 8 = 3(«) > 0 such that
Q(%ﬁ) < (1 - B)W < 1 — (. Now Lemma 2.4.3 implies the existence
of 6 = §(K, ) > 0 with ||%E||Q < 1 — 4. This proves the uniform convexity

of |1l 0

Remark 2.4.15. If ¢ € N(A,p) is uniformly convex and satisfies the
Asg-condition, then it follows by the combination of Theorems 2.4.11 and
2.4.14 that the norm ||-||, of L¥(A, p1) is uniformly convex. Hence, L¥(A, p1)
is also uniformly convex.
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We will later need that the sum of uniformly convex semimodulars is again
uniformly convex.

Lemma 2.4.16. If g1, 02 are uniformly conver semimodulars on X, then
0 := o1 + 02 is uniformly convex.

Proof. If € > 0, then there exists § > 0 such that

u(150) <880 o o (120) (oo palf) e

2 2 2 2

for j = 1,2. We show that

Q(fgg><289(f);r9(g) or Q(%><(1_5E)Q(f);9(g)

9

since this proves the uniform convexity of p. Fix f and g and assume that
o ﬂ) >2 EM Without loss of generality, we can assume that Ql(ﬂ)
92( ) for this specific choice of f and g. Therefore, 3 ( L= 59) > 5M>

w So the choice of § implies

o1 (%) <(1- 5)w.

Taking into account the convexity of g2, we obtain

f+yg o(f)+olg) .o1(f)+oi(g)
Q( 2 )g 2 -0 2 '

Since £ (f)-‘rQl(g) > o0 (LQ) > 80(f)+0(g) this implies

Q(%) <(1_56)9(f)-2w(9). -

It is well known that on uniformly convex spaces weak convergence
xp, — x combined with convergence of the norms ||z || — ||z| implies strong
convergence x; — . The following lemma is in this spirit.

Lemma 2.4.17. Let o be a uniformly conver semimodular on X . Let xy,x €
X, such that v, — z, o(zr) — o(z) and p(x) < co. Then

o(257) o
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Proof. We proceed by contradiction. Assume that the claim is wrong and
there exists € > 0 and a subsequence xy; such that

Q(mkj; m) >e (2.4.18)

for all 7 € N. Since g is uniformly continuous, there exists é > 0 such that

Q(m;;m)<€ or Q(ack;-$><(l_5) Q(ﬁ:);@(m)

In particular, our subsequence always satisfies the second alternative. Together
with 1 (z +2) — =, the weak lower semicontinuity of o (Theorem 2.2.8) and
o(x) — o(x) implies that

< (1— 6) liming 280) F 2(@) ); o(2)
J—00

T 1T — (1-6)o(x).

o(x) < liminf 9(

J—00

Using o(x) < oo we get o(z) = 0. It follows by convexity and o(z) — o(x)
that

2 2
for n — oo. This contradicts (2.4.18). O

Remark 2.4.19. If p satisfies the (weak) As-condition, then under the con-
ditions of the previous lemma, o(A(xy —x)) — 0 for all A > 0 and 2 — = in
X, by Lemma 2.1.11.

2.5 Separability

We next prove basic properties of Musielak—Orlicz spaces that require some
additional structure. Since these properties do not even hold for the full range
p € [1,00] of classical Lebesgue spaces, it is clear that some restrictions are
necessary. In this section we consider separability.

We first define some function classes related to L¥. The set E¥ of finite
elements will be later important in the approximability by simple functions,
see Theorem 2.5.9.

Definition 2.5.1. Let p € ®(A, u). The set

Lic =L{o (A p) :={f €L¥: 0,(f) < o0} (2.5.2)
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is called the Musielak—Orlicz class. Let

E¥ :=FE?A,p) :={f € L¥: o,(\f) < oo for all A > 0}. (2.5.3)

The elements of E¥(A, u) are called finite.
Let us start with a few examples:

(a) Let o(y,t) =t with 1 <p < co. Then E¥ = L§, = L¥ = LP.
(b) Let @(yﬂf) =00 X(l,oo)(t) Then

E? = {0},
LEo =A{f:|f] <1 almost everywhere},
L?Y = L.

(c¢) Let o(y,t) = exp(t) — 1 and Q = (0,1). Then ¢ € ®(N) is positive and
continuous but E¥ # L. # L¥. Indeed, if f := > 7, %X(z—k)Q—k+l),
then f e LY.\ E¥ and 2f € L¥ \ L] ..

By definition of E¥, L., and L¥ it is clear that E¥ C L§, C L¥.
Moreover, by convexity of ¢ the set LY is convex and the sets E¥ and L¥
are linear subspaces of L9. There is a special relation of E¥ and L¥ to L
E? is the biggest vector space in L§, and L¥ is the smallest vector space
in L° containing Lic.

In some cases the inclusions E¥ C L§,, C L¥ are strict and in other cases
equality holds. In fact, it is easily seen that E¥ = L§ ., = L¥ is equivalent
to the implication f € L, = 2f € L§.. The Ay-condition (see Defini-
tion 2.4.1) implies that o, (2™ f) < K™p,(f), where K is the Ag-constant,
from which we conclude that

E¥ (A p) = LSC(A’ p) = L¥(A, p).

Remark 2.5.4. The set E¥ is a closed subset of L¥. Indeed, let fr, — f
in LY with fi € E¥. For A > 0 we have g,(2\(fx — f)) — 0 as k — oc.
In particular, o,(2A(fr, — f)) < 1 for some ky. By convexity o,(Af) <
206 (2A(fin — [)) + 304,(2A fry) < 3 + 20,(2Afr,) < o0, which shows that
feE”.

In the approximation of measurable functions it is very useful to work with
simple functions. To be able to approximate a function f by simple functions
we have to assume an additional property of ¢:

Definition 2.5.5. A function ¢ € ®(A, u) is called locally integrable on A if
0,(txE) < oo for all t > 0 and all g-measurable £ C A with p(EF) < oo.

Note that local integrability in the previous definition differs from the one
used in L, where we assume integrability over compact subsets.

If p € ®(A, p) is locally integrable, then the set of simple functions S(A, p)
is contained in E¥. Actually, the property S(A, ) C E¥ is equivalent to the
local integrability of .
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Example 2.5.6. Let ¢ € ®(A, u) with ¢(y,t) = 9(t) where ¢ is a contin-
uous P-function. Then ¢ is locally integrable. Indeed, due to the continuity
we know that ¢t — (t) is everywhere finite on [0, 00). Therefore, g, (txr) =
w(E)p(t) < oo for all t > 0 and p(F) < oo.

Proposition 2.5.7. Let p € ®(A, u) be locally integrable. Then for every
A >0 and € > 0 there exists 6 > 0 such that p(E) < 6 implies p,(AxE) < &
and [|xs|, < 3-

Proof. We begin with the proof of p,(Axe) < € by contradiction. Assume
to the contrary that there exist A > 0 and € > 0 and a sequence (Ef)
such that pu(Ey) < 27F and 0,(Axg,) > €. Let Gy, := Uo_, Em, and note
that u(Gy) < Yoo, 27™ = 217%F — 0 as k — oo. Since ¢ is locally inte-
grable and p(G1) <1, we have g,(Axa,) < co. Moreover, Axg, < Axg, and
Axc, — 0 almost everywhere. Thus, we conclude by dominated convergence
that o, (Axa,) — 0. This contradicts o, (Axa,) = 0o(AXxE,) > € for every k.

The claim |[xg[, < 1 follows from g,(Axg) < € by the choice e = 1 and
the unit ball property. a

Remark 2.5.8. If f € L¥ has the property that ||XEkf||<p — 0 if Ex\,0,
then we say that f has absolutely continuous norm. If follows easily by
dominated convergence (Lemma 2.3.16) that every f € E¥ has absolutely
continuous norm.

Theorem 2.5.9. Let ¢ € ®(A, n) be locally integrable and let S := S(A, )
be the set of simple functions. Then 3“”’ = E?(A, pn).

Proof. The local integrability implies that S C E¥. Since E¥ is closed by
Remark 2.5.4, it suffices to show that every f € E¥ is in the closure of S.
Let f € E¥ with f > 0. Since f € L(A), there exist fr, € S with 0 < fr /' f
almost everywhere. So fi, — f in L® by the theorem of dominated con-
vergence (Lemma 2.3.16). Thus, f is in the closure of S. If we drop the
assumption f > 0, then we split  into positive and negative parts (real and
imaginary parts) which belong again to E¥. a

We now investigate the problem of separability of E¥. Let (A4,%, u) be
a o-finite, complete measure space. Here, we need the notion of separable
measures: recall that a measure p is called separable if there exists a sequence
(Ex) C X with the following properties:

(a) u(Ey) < oo for all k € N.

(b) For every E € ¥ with p(E) < oo and every € > 0 there exists an index
k such that u(EAEL) < e, where A denotes the symmetric difference
defined through EAE) := (E\ E;) U (E; \ E).

For instance the Lebesgue measure on R™ and the counting measure on Z"
are separable. Recall that a Banach space is separable if it contains a dense,
countable subset.
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Theorem 2.5.10. Let ¢ € ®(A, u) be locally integrable and let p be separa-
ble. Then E¥(A, ) is separable.

Proof. Let Sy be the set of all simple functions g of the form g = Zle aiXE;
with a; € Q and FE; is as in the definition of a separable measure. By Theorem
2.5.9 it suffices to prove that Sy is dense in S. Let f € S. Then we can write
f in the form f = Zle bixp, with b; € R, B; € ¥ pairwise disjoint and
w(B;) < oo. Let A > 0 be arbitrary and define b := maxigi<k |bs|. Since
@ is locally integrable, we know by Proposition 2.5.7 that the integral of
y — p(y,4kAb) is small over bmall sets. Hence, by the separability of u we
find measurable sets F; of finite measure such that

s By
o(y, 4kAb) du(y) < 1.

E;, AB;
Ji

Let B := U;C:l B;. Then [ o(y,2Mn) du(y) — 0 for n — 0, since p(B) <
and ¢ is locally integrable. Let § > 0 be such that [ ¢(y,2)X)du(y) <
Choose rational numbers a1, ..., ay such that |b; — a;| < § and |a;| < 2b for

i=1,...,k. Let g:= Zle ai Xg;,- Then

00
1.

If—gl= +

k k
> (i —ai)xs |+ Y _ai(xs —xz,)
i=1 i=1

k k
Z |b; — ailxB, + Z |ai| XE;, aB;
=1 =1
k
<oxB+ Z 20 XE;: A B; -

i=1

Hence, by the previous estimate and convexity,
1 1 &
05 (Mf = 9) < 500(200x8) + 5 Z 0 (4k>\b XEiABi)
1
=5 [ #r229) duty LS [ etwabw) dutw).
B =1p,AB;
The right-hand side of the previous estimate is at most 1 and so || f — g]|,, < 1

by the unit ball property. Since A > 0 was arbitrary, this completes the proof.
O
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2.6 Conjugate ®-Functions

In this section we specialize the results from Sect. 2.2 Conjugate modulars
and dual semimodular spaces to ®-functions and generalized ®-functions.
Apart from the general results, we are also able to prove stronger results in
this special case.

By Lemma 2.3.2 we know that every ®-function defines (by even extension)
a semimodular on R. This motivates to transfer the definition of a conjugate
semimodular in a point-wise sense to generalized ®-functions:

Definition 2.6.1. Let ¢ € ®(A, p). Then for any y € A we denote by ¢*(y, -)
the conjugate function of ¢(y,-) which is defined by

©* (y,u) = sup (tu — ¢(y, 1))
>0

for all w > 0 and y € .

This definition applies in particular in the case when ¢ isa (non-generalized)
®-function, in which case

©*(u) = sup (tu — (1))

concurs with the Legendre transformation of p. By definition of ¢*,
tu < @(t) + " (u) (2.6.2)

for every t,u > 0. This inequality is called Young’s inequality. If ¢ is a
d-function and o(t) := p(|t|) is its even extension to R, then o*(t) = ¢*(|¢|)
for all t € R.

As a special case of Theorem 2.2.6 we have

Corollary 2.6.3. Let ¢ € ®(A, ). Then (¢*)* = ¢. In particular,

o(y,t) = sup (tu — ¢*(y,u))
u=>0

for ally € Q and all t > 0.

Lemma 2.6.4. Let @, be ®-functions.

(a) The estimate @(t) < (t) holds for all t > 0 if and only if ¥* (u) < ¢*(u)
for all u > 0.

(b) Let a,b> 0. If ¥(t) = ap(bt) for all t > 0, then ¢*(u) = ap*(Z%) for all
u = 0.
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Proof. We begin with the proof of (a). Let ¢(t) < ¢(t) for all ¢ > 0. Then

P (u) = sup (tu — (1)) < Sup (tu — @(t)) = ¢*(u)

for all w > 0. The reverse claim follows using ¢** = ¢ and ¥** = 9 by
Corollary 2.6.3. Let us now prove (b). Let a,b > 0 and () = ap(bt) for all
t > 0. Then

P (u) =

~ U
She)

1>1 (tu — 4 (t)) = sup (tu — ap(bt)) = supa(t% — @(t))

t>0 t>0 a

for all u > 0. O

The following result is the generalization of the classical Holder inequality
J1fllgldp < [ £ll,llgll, to the Musielak-Orlicz spaces. The extra constant 2
cannot be omitted.

Lemma 2.6.5 (Holder’s inequality). Let ¢ € ®(A, ). Then

[ 191lslduto) < 21511
A
for all f € L¥(A, i) and g € L (A, ).

Proof. Let f € L¥ and g € L¥". The claim is obvious for f = 0 or g = 0, so we
can assume f # 0 and g # 0. Due to the unit ball property, Qw(f/||f||¢) <1
and 04+ (9/[|gll,-) < 1. Thus, using Young’s inequality (2.6.2), we obtain

W)l 1g9(y)] /()] o 19l
J WA Tall,- S Z ooy, )+ (g, ) )
= 0, (7/171,) + 2o 9/l

< 2.

Multiplying through by [/ f|[lg]|,- yields the claim. O

Let us recall the definitions of N-function and generalized N-function from
Definition 2.4.4. A ®-function ¢ is said to be an N-function if it is continuous
and positive and satisfies lim;_.q @ =0 and lim;_, @ = co. A function
p € (A, p) is said to be a generalized N-function if (y, -) is for every y € Q
an N-function.

Note that by continuity N-functions only take values in [0,00). Let
p € N(A, 1) be an N-function. As was noted in (2.3.3), the function has

a right-derivative, denoted by ¢'(y, -), and
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ey,t) = /@'(y, 7)dr
0

for all y € A and all ¢ > 0. The right-derivative ¢'(y, -) is non-decreasing and
right-continuous.

Lemma 2.6.6. Let ¢ be an N-function. Then
t / t !/
— — ) < op(t) <ty (t
5% (2) o(t) < te'(t)

forallt >0
Proof. Using the monotonicity of ¢’ we get

t t
o(t) = / o (r) dr < / o (t)dr =t/ (1),
0 0
t t
t t
o) = [ [ =1o(3)
0 t/2
for all ¢t > 0. O

Remark 2.6.7. If ¢ is a generalized N-function, which satisfies the As-
condition (Definition 2.4.1), then Lemma 2.6.6 implies ¢(y,t) =~ ¢'(y,t)t
uniformly in y € A and ¢t > 0.

Let ¢ € N(A, u). Then we already know that ¢'(y, -) is for any y € A non-
decreasing right-continuous, ¢’(y,0) = 0, and lim;—,+ ¢’ (y,t) = co. Define

b(y,u) :=1inf {t > 0: ¢'(y,t) > u}.

Then b(y,-) has the same properties, i.e. b(y,-) is for any y € A non-
decreasing, right-continuous, b(y,0) = 0, and lim; . b(y,t) = oo. The
function b(y,-) is the right-continuous inverse of ¢'(y,-) and we therefore
denote it by (¢’)~*(y,u). It is easy to see that the right-continuous inverse
of (¢')~!is again ¢, i.e. ((¢')71)~! = ¢'. The function (¢')~! is important,
since we can use it to represent the conjugate function ¢*.

Theorem 2.6.8. If o € N(A, ), then ¢* € N(A, u) and (¢*) = (¢')71. In
particular,

o (1) = / () My, 7) dr
0

forallye A andt > 0.
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Proof. Tt suffices to prove the claim point-wise, and thus we may assume

without loss of generality that ¢(y,t) is independent of y, i.e. an N-function.
It is easy to see that ¢’ is non-decreasing, right-continuous and satisfies

(¢")710) =0, (¢")71(t) > 0 for t > 0, and limy— (") " (¢) = co. Thus,

for t > 0 defines an N-function. In particular, ¢ and v are finite.
Note that o < ¢'(7) is equivalent to (¢')~!(c) < 7. Hence, the sets

are complementary with respect to [0, 00) X [0, 00). Therefore, we can estimate
with the help of the theorem of Fubini

t u
OStuz//dadT
0 0

= do dr + // dodr

{0<r<t,o<u: 0<o<¢/ (1)} {0<r<t,0<o<u: (¢/) "1 (0)27}
¢ min {u,¢" (1)} u min {t,(¢") (o)}

:/ / deT+/ / dr do
0 0 0 0
t u

< [¢mar+ [@)He)do
0 0

=¢(t) + ¥(u).

If u = ¢(t) or t = (¢)Hu), then min{u,¢'(1)} = ¢'(r) and

min{t, (¢') " (o)} = (¢’')7(0) in the integrals of the third line. So in this
case we have equality in the penultimate step. Since ¢*(u) = sup, (ut — ¢(t))
it follows that ¢* = 1. a

Remark 2.6.9. Let ¢ be an N-function. Then it follows from the previous
proof that the right-derivative (¢*)" of p* satisfies (¢*)" = (¢’)~! for all
t > 0. Young’s inequality tu < ¢(t) + ¢*(u) holds with equality if u = ¢'(t)
or t = (') (u).
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Theorem 2.6.8 enables us to calculate the conjugate function of N-functions.
Let us present three examples:
(a) Let p(t) = €' —t — 1. Then ¢'(t) = e — 1 and (¢*)(u) = ( N (u)
log(1 + w). Integration over u implies ¢*(u) = (1 +¢)1 g( t) —t.
(b) Let p(t) = ltp for 1 < p < o0. Then ¢/'(t) = t*~1 and (¢*) (u)
(@) t(u ) = urT =’ -1 with % + ;z% = 1. Integration over u implies
o*(u) =
(c) Let <p() tp for 1 <p < oo Then ’(t) = ptP~! and (p*)(u) =
(@)Y (u) = (u/p)r—T o= = pi- T 1 with L 5+ Z% = 1. Integration over u

implies ¢*(u) = pl—P I%up =p P (p—1)u?.

Remark 2.6.10. We have seen that the supremum in Remark 2.6.9 is
attained for any N-function . However, this is not the case if ¢ is only
a ®-function. Indeed, if ¢(t) = t, then ¢*(u) = oo - X{u>1}(u). However,
tu = ¢1(t) + (v1)*(u) only holds if u =1 and ¢t > 0 or if u € [0,1] and ¢t = 0.

There are a lot of nice estimates for N-functions. Let us collect a few.

Lemma 2.6.11. Let ¢ be an N-function. Then for allt > 0 and all € > 0

t < (t)(e*) () < 2, (2.6.12)
@) (¢ (t) —e) <t < (") (£'(1)), (2.6.13)
() (1) —e) <t <@ () (1), (2.6.14)

P (¢ (1) <t (1), (2.6.15)
w*(@) < (1), (2.6.16)

where we assumed t > 0 in (2.6.16).

Proof. We first note that (¢*)" = (¢')~! by Remark 2.6.9. Let ¢t > 0 and
€ > 0. The first part of (2.6.13) follows from

(¢") (¢ () —€) =inf{a > 0: /() > /(1) — <} <t

The second part of (2.6.13) follows from

o' () (1)) = ¢’ (inf {a >
= inf {¢'(a) >

0: ¢'(a) > t})
0: ¢'(a) >t} >t,

where we have used that ¢’ is right-continuous and non-decreasing.
Now, (2.6.14) is a consequence of (2.6.13) using (¢*)* = ¢. By Young’s
inequality (2.6.2) we estimate

e (P <t +t=2t.
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With Lemma 2.6.6 for ¢ and ¢* and (2.6.13) we deduce

¢ (@' (1) < (") (@' ) (1) <t (1),
) _

t
(B2 -e) < (B -y (B2 - o) < 2y (0 - o) < w0

Letting ¢ — 0 in the latter inequality yields (2.6.16). Setting t = ¢~ (u)
in (2.6.16) gives

u
wf_ % <u
? (gp—l(u))
From this it follows that u < ¢~ !(u)(¢*) ™ (u). O

Note that if ¢ and ¢* satisfy the As-condition (Definition 2.4.1), than all
the “<”-signs in Lemma 2.6.11 can be replaced by “~”-signs.

2.7 Associate Spaces and Dual Spaces

In the case of classical Lebesgue spaces it is well known that there is a natural
embedding of L7 into (L9)* for 1 € ¢ < oo and % + # = 1. In particular,
for every g € LY the mapping Jg: [+ [ fgdp is an element of (L?)*. Even
more, if 1 < ¢ < oo, then the mapping g — J, is an isometry from LY
to (L9)*. Besides the nice characterization of the dual space, this has the
consequence that

17, = sup /fgdu

llgll,s <1

for every 1 < ¢ < oo. This formula is often called the norm conjugate formula.
The cases ¢ = 1 and ¢ = oo need special attention, since (L')* = L> but
(L>=)* # L. However, the isometry (L!)* = L° suffices for the proof of the
formula when ¢ = 1 and g = oc.

In the case of Musielak—Orlicz spaces we have a similar situation. We will
see that L?" can be naturally embedded into (L¥)*. Moreover, the mapping
g — Jg is an isomorphism under certain assumptions on ¢, which exclude for
example the case LY = L°°. The mapping is not an isometry but its operator
norm lies in the interval [1, 2].

The norm conjugate formula above requires more attention in the case of
Musielak—Orlicz spaces. Certainly, we cannot expect equality but only equiv-
alence up to a factor of 2. Since the space L¥ can partly behave like L' and
partly like L™, there are cases, where (L¥)* # L¥ and L¥ # (L¥")*. This is
in particular the case for our generalized Lebesgue spaces LP() (see Chap. 3)
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when p take the values 1 and co on some subsets. To derive an equivalent
of the norm conjugate formula for L¥, we need to study the associate space,
which is a closed subspaces of (L¥)* generated by measurable functions.

Definition 2.7.1. Let ¢ € ®(A, u). Then

(L‘”(A, ,u))/ ={g € LO(A’ ) ||g||(L¢(A,M))’ < oo}

with norm

Mol oiany == sup /me
WA e <)

will be called the associate space of L?(A,u) or (L¥)" for short.

In the definition of the norm of the associate space (L¥)’ it suffices to take
the supremum over simple function from L¥:

Lemma 2.7.2. Let ¢ € ®(A,u). Then

lgll gy = /mmw
fe SﬁL“" HfH

for all g € (L¥(A, ).

Proof. For g € (L¥)" let |||g||| in this proof denote the right-hand side of the
expression in the lemma. It is obvious that ||g[ll, < [lgl(z¢ - To prove the
reverse let f € L¥ with || f[|, < 1. We have to prove that S 1f1 g dp < |llglll-
Let (fx) be a sequence of simple functions such that 0 < fi ' |f| almost
everywhere. In particular, fi € S(A,p) N LY and || fxll, < | f]l, < 1, since
L¥ is solid (Theorem 2.3.17 (b)). Since 0 < fxlg| /" | f|lg|, we can conclude
by the theorem of monotone convergence and the definition of |||g|| that

[ 181lgldn = tim [ silgldie < gl

The claim follows by taking the supremum over all possible f. a

As an immediate consequence of Holder’s inequality (Lemma 2.6.5) we
have
L#7 (A, p) = (L#(A, p)) and

||9||(Lw)/ <

for every g € L¥ (A, ).
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If g € (L¥) and f € L?, then fg € L' by definition of the associate space.
In particular, the integral [ fgdu is well defined and

\ / fgdu‘ <llglligor 171

Thus f — [ fgdp defines an element of the dual space (L¥)* with 91l (o) <

19]l(z¢y- Therefore, for every g € (L¥)’ we can define an element J, € (L¥)*
by

Jg f»—>/fgd,u (2.7.3)

and we have ||Jg||(L¢)* < |lgll(ey - Since L? is circular (Theorem 2.3.17 (a)),
we even have
||Jg||(Lw)* = sup

/ fgdu‘
feLe|fl,<1

— s / F11gldis = llgl gy
reLe i), <1

for every g € (L¥)". Obviously, g — J, is linear. Hence, g — J; defines an
isometric, natural embedding of (L¥)" — (L¥®)*. So the associate space (L¥)’
is isometrically isomorphic to a closed subset of the dual space (L¥)* and
therefore itself a Banach space. It is easy to see that (L¥) is circular and
solid. We have the following inclusions of Banach spaces

L — (L¥) — (L¥)*.

Under rather few assumptions on ¢, we will see that the first inclusion is
surjective and therefore an isomorphism even if L¥?" is not isomorphic to the
dual space (L¥)*. Therefore, the notion of the associate space is more flexible
than that of the dual space.

The mapping g — J, can also be used to define natural embeddings

LY = L¥ s (L¥") «— (L¥")".

if we replace above ¢ by ¢* and use ¢ = ¢** (Corollary 2.6.3).

Since L¥" — (L¥)' — (L¥)* via the embedding g — J,, we can evalu-
ate the conjugate semimodular (g,)* at J, for every g € L. As a direct
consequence of Young’s inequality (2.6.2) we have

(00)*(Jy) = sup, (Jg(f) = 04 (f)) < 04 (9)-
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Theorem 2.7.4. Let ¢ € @(A, w) be such that S(A,n) C LP(A,u). Then
L? (A, ) = (L9 (A, )5 00+ (9) = (04)*(Jy) and

o <Nl zoy = 1gll goy- < 21lg]l,-

for every g € L¥ (A, p), where Jg ¢+ f — fA fgdu. (or complex-valued
functions, the constant 2 should be replaced by 4.)

Proof. For the sake of simplicity we assume K = R. In the case K = C we
can proceed analogously by splitting g into its real and imaginary part.

We already know that L¥ C (Lﬁi)', lgllcrey = 9gll rey- < 21gll,- anii
(00)*(Jg) < 0p+(g) for every g € L¥ . Fix g € (L¥)". We claim that g € L¥
and 0,-(9) < (0,)* (Jy)-

Since p is o-finite, we find measurable sets Ap C A with u(Ag) < oo and
Ay C Ay C ... suchthat A = J;2, Ax. Let {q1, g2, ...} be a countable, dense
subset of [0,00) with ¢; # ¢i for j # k and ¢ = 0. For k € Nand y € A
define

re(y) = Xa,(y) max, (45 l9W)| — ¢y, q5))-

.....

The special choice ¢; = 0 implies r,(y) > 0 for all y > 0. Since {q1,¢2,...}
is dense in [0, 00) and ¢(y, ) is left-continuous, r4(y) / ©*(y,|g9(y)|) for any
y € A as k — oo. For every k € N there exists a simple function fj, with
fe(A) Cc{q1,...,q:} and fr(y) =0 for all y € A\ Ay such that

me(y) = fe(y) l9(v)] — (Y, fr(y))

for all y € A. As a simple function, fi belongs by assumption to L¥(A4, ).
Define hy(y) := fr(y) sgn(g(y)) for y € A, where sgn(a) denotes the sign of a.
Then also hy is a simple function (here we use K = R) and therefore

(00)(Jg) = Jy(hs) — 00 (i) = / o)) — oy 1)) dia(y).
A
By the definition of Ay it follows that
) > / 9] Fe(W) — oy, [ fe@)) diu(y) = / re(y) dpu(y).
A A

Since 1, = 0 and r(y) " ©*(y,|g9(y)|), we get by the theorem of monotone
convergence that

(04)"(J,) > limsup / r(y) du(y) = / & (0, 19(v)]) du(y) = 00 (9).

k—o0
A
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Together with (0,)*(Jg) < 0p+(g) We get (0,)"(Jg) = 04+ (9)-

Since g — Jy is linear, it follows that (o, )* (AJy) = 0,+(Ag) for every A > 0
and therefore ||| . = ”JQH(W)* < gl ey~ = llgll (1<) using in the second
step Theorem 2.2.10. O

Theorem 2.7.4 allows us to generalize the norm conjugate formula to L¥.

Corollary 2.7.5 (Norm conjugate formula). Let ¢ € ®(A, u). If S(A, p)
C L¥ (A, p), then

1l < sup / Fllgldu < 2117,
1

geL®e” t|igll .« <

for every f € L°(A,u). The supremum is unchanged if we replace the
condition g € L¥" by g € S(A, p).

Proof. Applying Theorem 2.7.4 to ¢* and taking into account that ¢** = ¢,
we have

171, < Il ey <2051,

for f € L¥. That the supremum does not change for g € S(A, ) follows by
Lemma 2.7.2. The claim also follows in the case f € L0\ L¥" = L%\ (L¥)’,
since both sides of the formula are infinite. a

Remark 2.7.6. Since p is o-finite it suffices in Theorem 2.7.4 and Corol-
lary 2.7.5 to assume S(Ax,p) C L¥(A, pu), where (Ag) is a sequence with
Ay /" Aand p(Ag) < oo for all k. This is important for example in weighted
Lebesgue spaces LI (R™) with Muckenhoupt weights.

Definition 2.7.7. A normed space (Y, ||-||y) with Y C L%(A, u) is called a
Banach function space, if

(a) (Y,[]|ly) is circular, solid and satisfies the Fatou property.

(b) If u(F) < oo, then xg €Y.
(c) If W(E) < oo, then xp € Y, ie. [, |fldu < c(E)|f|ly forall feY.

From Theorem 2.3.17 we know that L¥ satisfies (a) for every ¢ € ®(A, p)
so one need only check (b) and (c). These properties are equivalent to S C L¥
and S C (L®)’, where S is the set of simple functions. These inclusions may
or may not hold, depending on the function ¢.

Definition 2.7.8. A generalized ®-function ¢ € ®(A, ) is called proper if
the set of simple functions S(A, p) satisfies S(A, ) C LP(A, u) N (LP (A4, u))' .

So ¢ is proper if and only if L¥ is a Banach function space. More-
over, if ¢ is proper then the norm conjugate formula for L¥ and L¥ holds
(Corollary 2.7.5) and L¥" = (L¥)".
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Corollary 2.7.9. Let ¢ € ®(A, ). Then the following are equivalent:

(a) ¢ is proper.
(b) ©* is proper.
(c) S(A,p) CLP(A,p) N L? (A, ).

Proof. Tf (a) or (c) holds, then S C L¥. Hence (L¥)" = L¥" by Theorem 2.7.4,
which obviously implies the equivalence of (a) and (c).

Applying this equivalence for the function ¢*, and taking into account
that ¢** = ¢, yields the equivalence of (b) and (c). O

Remark 2.7.10. The conditions xg € L¥ and xg € (L?) for u(E) < oo in
Definition 2.7.7 can be interpreted in terms of embeddings. Indeed, xg € L¥
implies L¥" < LY(E). The condition xg € (L¥) is equivalent to L¥(E) —
LY(E). In particular, if ¢ is proper, then L¥(Q) — L{ (Q) and L¥ () —
L%OC(Q)'

Remark 2.7.11. Let ¢ € ® be proper; so L¥ is a Banach function space. It
has been shown in [43, Proposition 3.6] that f € L¥ has absolutely continuous
norm (see Remark 2.5.8) if and only if f has the following property: If g,
g € LY with |gx| < |f] and gx — ¢ almost everywhere, then gx — g in L¥.
Thus, f acts as a majorant in the theorem of dominated convergence.

It has been shown by Lorentz and Luxemburg that the second associate
space X" of a Banach function space coincides with X with equality of norms,
see [43, Theorem 2.7]. In particular, (L?)” = L? with equality of norms if ¢
is proper. For the sake of completeness we include a proof of this result in
our setting.

Theorem 2.7.12. Let ¢ € ®(A, 1) be proper. Then L¥" (A, ) = (L¥(A, p))’
and (L¥" (A, p)) = L¥(A, ). Moreover, (L¥(A, )" = L¥(A, n) with equal-
ity of norms, i.e. |[fll, = [|fll(pe) for all f € L¥(A,p).

Proof. The equalities L¥" = (L¥)" and (L¥" )’ = L¥ follow by Theorem 2.7.4
and as a consequence (L¥)" = (L¥") = L¥ = L¥ using p** = ¢. It only
remains to prove the equality of norms. Let f € L¥, then

ooy = su [ ifllgldu <51,

ge(L#) : HgH(LkP)’gl

We now prove |[f|, < ||fll(ze),- We begin with the case u(A) < oo. If
f = 0, there is nothing to show, so assume f # 0. Let B denote the unit
ball of L¥. Due to Remark 2.7.10 and u(A) < oo, we have L¥(A) — L'(A),
so B C L'(A). Moreover, B is a closed, convex subset of L!(A). Indeed, if
uy, € B with u, — u in L'(A), then uy — u p-almost everywhere for a sub-
sequence, so Fatou’s lemma for the norm (Theorem 2.3.17) implies v € B.
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Let h := Af/| fll, with A > 1, then h & B, so by the Hahn-Banach Theo-
rem 1.4.2 there exists a functional on (L'(A))* separating B and f. In other
words, there exists a function g € L>°(A) and v € R such that

Re(/vgdu) <v<Re</hgd#>

for all v € B, where we have used the representation of (L!(A))* by L>(A).
From g € L*°(A) and x4 € (L¥)’ it follows by solidity of (L®)’ that g € (L¥)’.
Moreover, the circularity of L¥ implies that

A Ml ey 19l ey
/|U||9|d,“<7</|h||g|d,u:_/|f||g|d#< (o) 19l
171l 171,

for all v € B. In other words,

>\||f||(m)~||9||(w)/
91l (zey <
(= I1fll,

Using |||y < oo we get [|[f|l, < Al[fll(rey- This proves [[f[l, < [[fl(zey
and therefore [|f|[, = [|fl[ fe)-

It remains to consider the case p(A) = oo. Choose Ay, C A with p(Ax) < oo,
AicArC . and A= U2, A Then || fxa,lly = 1 £l neay = 1 pecapy
= fxa, ||(L¢(A)),, by the first part. Now, with the Fatou property of LY and
(L) we conclude [, = £y 0

Remark 2.7.13. Let ¢ € ®(A,u) be proper. Then we can use Theo-
rem 2.7.12 Holder’s inequality to derive the formula

1
SIflo<  swo [ifimlde <2,
heLe™ : IRl « <1

for all f € L°(A, ). This is a weaker version of the norm conjugate formula
in Corollary 2.7.5, with an extra factor % on the left-hand side.

We are now able to characterize the dual space of L¥.

Theorem 2.7.14. Let ¢ € ®(A, ) be proper and locally integrable, and sup-
pose that E¥ = LY. Then'V : g — Jg is an isomorphism from L¥ (A, p) to
(L?(A,p))*

Proof. By Theorem 2.7.4 V is an isomorphism from L¥ onto its image
Im(V) C (L¥)*. In particular, Im(V) is a closed subspace of (L?)*. Since
¢ is locally integrable S = E¥ by Theorem 2.5.9, so that S = E¥ = L¥.

We have to show that V' is surjective. We begin with the case p(A4) < oo.
Let J € (L¥)*. For any measurable set E C A we define 7(E) = J(xg),
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which is well defined since S C L¥. We claim that 7 is a signed, finite measure
on A. Obviously, 7 is a set function with 7(E1UFE>) = 7(E1 )+7(FE2) for Ey, Ey
disjoint measurable sets. Let (E;) be sequence of pairwise disjoint, measurable
sets. Let F := Ujil E;. Then Z§:1 XE;, — Xe almost everywhere and by
dominated convergence (Lemma 2.3.16) using yg € LY = E¥ we find that
ij:l XE; — Xg in L¥. This and the continuity of J imply

Jj=1 Jj=1

which proves that 7 is o-additive. The estimate

(B = 1T0)| < Wl g Ixslly < 10 lal,

for all measurable E, proves that 7 is a signed, finite measure. If u(E) = 0,
then 7(E) = J(xg) = 0, so 7 is absolutely continuous with respect to . Thus
by the Radon-Nikodym Theorem 1.4.13 there exists a function g € L'(A)
such that

J(f)=[ fodu (2.7.15)
[

for all f = xyg with E measurable and therefore by linearity for all f € S. We
claim that [lgl ;¢) < [|/]|(z¢)-- Due to Lemma 2.7.2 it suffices to show that
J1fgldp < 1| ey~ for every f € S = SnL? with ||f[|, < 1. Fix such
an f. If K =R, then sgn g is a simple function. However, to include the case
K = C, we need to approximate sgng by simple function as follows. Since
sgng € L, we find a sequence (hy) of simple functions with hy — sgng
almost everywhere and |hy| < 1. Since |f|hy € S and || | f[ R, < [ f]l, <1,
we estimate [ |flhrgdz = J(|f|hi) < [J1[(r¢)- using (2.7.15). We have
|flhig — |f]|g] almost everywhere and |fhig| < |f|lg| € L', since g € L*
and f € L* as a simple function. Therefore, by the theorem of dominated
convergence we conclude [ |f|lg|dz = limp—.co [ |flhrgdz < ||J|(1e)-- This
yields [|gll ey < [J][(pe)-- Then g € L¢" follows from (L¥) = L¥" by The-
orem 2.7.4. By (2.7.3) and (2.7.15) the functionals J; and J agree on the
set S. So the continuity of J and J; and S = L¥ imply J = Jg proving the
surjectivity of g — J; in the case pu(A) < oo.

It remains to prove the surjectivity for p o-finite. Choose Ap C A with
pw(Ay) < 0o, Ay C Ay C ..., and A = [J;—, Ax. By restriction we see
that J € (L¥(Ag))* for each J € (L¥(A))*. Since u(Ag) < oo, there exists
gr € L¥ (A) such that J(f) = Jg. (f) for any f € L¥(Aj) and ||gk||w <
||J||(L¢)*. The injectivity of g — J; implies g; = g on A; for all k > j. So
g = g on Ay, is well defined and J(f) = J,(f) for all f € L¥(Ay) and every
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k. Since |gr| /" |g| almost everywhere and supy, [|gk/|,« < ||| (4)-, it follows

by the Fatou property of L¥" that ||g| o Sy

It remains to prove J = J,. Let f € L¥. Then by Fatou’s lemma
(Lemma 2.3.16), fxa, — f in L¥. Hence, the continuity of J and J; and
J(f xan) = Jg(f xa,) yields J(f) = J4(f) as desired. O

Remark 2.7.16. (a) If ¢ is proper and locally integrable, then the condition
L¥ = E¥ is equivalent to the density of the set S of simple functions in
L¥, see Theorem 2.5.9.

(b) If p is atom-free, then the assumptions “locally integrable” and “E¥ =
L#” are also necessary for V : g — J, from L¥ = (L¥) to (L¥)* to be
an isomorphism. Indeed, if V' is an isomorphism, then it has been shown
in [43, Theorem 4.1] that every function f € L% has absolutely contin-
uous norm (see Remark 2.5.8). In particular, every xg with p(E) < oo
has absolutely continuous norm. We prove that ¢ is locally integrable by
contradiction, so assume that there exists a measurable set F and A > 0
such that u(E) < oo and g, (Axg) = co. Since p is atom-free there exists
a sequence (Ey) of pairwise disjoint, measurable sets such that Ex \ 0
and 0,(Axg,) = oo. In particular, |[xg,ll, > 1. However, since yp has
absolutely continuous norm, we should have |xg, |, = Ixexg,l, — 0
which gives the desired contradiction. Thus, ¢ is locally integrable. If fol-
lows from Theorem 2.5.9 that E¥ = S, where S are the simple functions.
Moreover, since V' is an isomorphism, by the norm conjugate formula in
Lemma 2.7.2 it follows that S° = {0}, where S° is the annihilator of S.

This implies E¥ = § = §°° = L¥".

The reflexivity of L¥ can be reduced to the characterization of (L¥)* and
(L#)r.

Lemma 2.7.17. Let ¢ € ®(A,u) be proper. Then L% is reflexive, if and
only if the natural embeddings V: L¥" — (L¥)* and U: L¥ — (L¥")* are
isomorphisms.

Proof. Let ¢ denote the natural injection of L¥ into its bidual (L¥)**. It is
easy to see that V* or = U. Indeed,

(V*if.g) = (of Va) = (Va, f) = / F@)g(z)du = (U, g)

for f € L¥ and g € L¥ . If V and U are isomorphisms, then ¢ = (V*)~!1 o U
must be an isomorphism and L¥ is reflexive.

Assume now that L¥ is reflexive. We have to show that U and V are
isomorphisms. We already know from Theorem 2.7.4 (since ¢ is proper) that
U and V are isomorphisms from L¥ and L?  to their images Im(U) and
Im(V), respectively. In particular, V' is a closed operator and as a consequence
Im(V*) = (ker(V))°. The injectivity of V implies that V* is surjective. So
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U = V* o is surjective as well. This proves that U is an isomorphism. The
formula U = V* o implies that V* is also an isomorphism. Since V is a
closed operator, we have Im(V) = (ker(V*))°. The injectivity of V* proves
that V is surjective and therefore an isomorphism. a

By Theorem 2.7.14 and Lemma 2.7.17 we immediately get the reflexivity
of L¥.

Corollary 2.7.18. Let ¢ € ®(A,u) be proper. If ¢ and ¢* are locally
integrable, E¥ = L¥ and E¥" = L¥", then L¥ is reflexive.

2.8 Embeddings and Operators

In this section we characterize bounded, linear operators from one Musielak—
Orlicz space to another. Recall that the operator S is said to be bounded from
L¥ to LY if [Sfll, < C|f[l,- We want to characterize this in terms of the
modular. The study of embeddings is especially important to us, i.e. we want
to know when the identity is a bounded operator. Such embeddings, which
are denoted by L? < L%, can be characterized by comparing ¢ pointwise
with 1.

Let us begin with a characterization of bounded, sub-linear operators. Let
0, € ®(A,u) and let S: L¥(A, u) — LY (A, u) be sub-linear. By the norm-
modular unit ball property, S is bounded if and only if there exist ¢ > 0 such
that

00(f) <1 = 0y(Sf/c) < 1.
If ¢ and 1 satisfy the Ag-condition, then this is equivalent to the existence

of ¢1,co > 0 such that

0,(f) <er = 04(Sf) <2

(since the As-condition allows us to move constants out of the modular).

Theorem 2.8.1. Let v, € ®(A, ) and let the measure p be atom-less.
Then L¥(A, ) — LY (A, p) if and only if there exists ¢ > 0 and h € L*(A, i)
with ||h||; <1 such that

9 (5 5) <oly1) + hiy)

for almost ally € A and all t > 0.
Moreover, ¢ is bounded by the embedding constant, whereas the embedding
constant is bounded by 2c .

Proof. Let us start by showing that the inequality implies the embedding.
Let ”f”so < 1, which yields by the unit ball property that g, (f) < 1. Then
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(i) < bou(8) < Lot 4 [

A

This and the unit ball property yield | f/(2¢')||,, < 1. Then the embedding
follows by the scaling argument.

Assume next that the embedding holds with embedding constant ¢;. For
y € Aand t > 0 define

— dj(ya é) - QD(yﬂf) if so(y,t) < o9,
0= {0 if p(y,t) = oo.

Since ¢(y,-) and ¥(y, ) are left-continuous for all y € A, also a(y, ) is left-
continuous for all y € A. Let (rx) be a sequence of distinct numbers with
{ri: k € N} =Qn[0,00) and r; = 0. Then

1/’(?47 %) < QD(yﬂ’k;) + Ol(yﬂ’]{;)

for all k € N and y € A. Define

bi(y) = max a(y,7;).

Since r1 = 0 and a(y,0) = 0, we have by > 0. Moreover, the functions by are
measurable and nondecreasing in k. The function b := sup,, by, is measurable,
non-negative, and satisfies

b(y) = sup a(y, ),
t>0

(Y, =) < @y, t) +b(y)
for all y € A and all t > 0, where we have used that «(y, -) is left-continuous
and the density of {ry: k € N} in [0, 00).

We now show that b € L' (A, u) with [|b]|, < 1. We consider first the case
|b] < oo a.e., and assume to the contrary that there exists € > 0 such that

/ b(y) du(y) > 1+ 2e.
A

Define

Vii={yeA: aly,r) > 1—41_619(3/)}7
Wit1 :=Vir1 \ (V1 U---UVg)
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for all & € N. Note that V; = 0 due to the special choice r1 = 0. Since
{rr: k € N} is dense in [0, 00) and a(y, -) is left-continuous for every y € A,
we have oy Vi = Upes Wi = {y € A: b(y) > 0}

Let f := > peyrkXw,. For every y € Wy we have a(y,r;) > 0 and
therefore p(y, ;) < co. If y is outside of (Jr_, Wi, then ¢(y, | f(y)|) = 0. This
implies that ¢(y, |f(y)|) is everywhere finite. Moreover, by the definition of
Wi and o we get

LFw)l

o ) > (v, 1fW)I) + L) (2.8.2)

¢(y7 14+¢€

for all y € A.
If 0o(f) < 1, then Qw(%) < 1 by the unit ball property since c¢; is the
embedding constant. However, this contradicts

1+ 2e
1+4+¢

ool ) = 00) + 1= [ b dule) >
A

where we have used (2.8.2) and [J;—, Wi = {y € A: b(y) > 0}. So we can
assume that o,(f) > 1. Since p is atom-less and ¢(y,|f(y)|) is almost
everywhere finite, there exists U C A with o, (fxuv) = 1. Thus

0u(Lx0) > 0o (f x0) + T / b(y) du(y)

U
(2.8.3)
=1+ /b(y) dp(y).
U

Now, 0,(fxv) = 1 implies that p(U N {f # 0}) > 0. Since {f # 0} =
Ureo Wi = {y € A: b(y) > 0} we get u(UN{y € A: b(y) > 0}) > 0 and

/ b(y) dpu(y) > 0.
U

This and (2.8.3) imply that

oy(f/eixuv) > 1.

which contradicts g (f/c1) < 1. Thus the case where |b] < 0o a.e. is complete.

If we assume that there exists F C A with b|g = oo and u(E) > 0,
then a similar argument with V, := {y € E : afy,r) > ﬁ} yields a
contradiction. Hence this case cannot occur, and the proof is complete by
what was shown previously. ad
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