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Abstract Inappropriate effort of web manipulation or spamming in order to boost
up a web page into the first rank of a search result is an important problem, and
affects the efficiency of a search engine. This article presents a spam host detection
approach. We exploit both content and link features extracting from hosts to train a
learning model based on ant colony optimization algorithm. Experiments on the
WEBSPAM-UK2006 dataset show that the proposed method provides higher
precision in detecting spam than the baseline C.45 and SVM.
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1 Introduction

Search Engine has been developed and used as a tool to locate web information
and resources. For a given query, the ranking result on the first page of a famous
search engine is highly valuable to commercial web sites. Current competitive
business then gives birth to aggressive attempts from web engineers to boost the
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ranking of web pages in search results to increase the return of investment (ROI).
Manipulating search engine ranking methods to obtain a higher than deserved rank
of a web page is called search engine (or web) spam [1]. Besides degrading the
quality of search results, the large number of pages explicitly created for spam-
ming also increases the cost of crawling, and inflates both index and storage with
many useless pages.

As described by Gyöngyi and Garcia-Molina in [1], there are many varieties of
spamming techniques. Often, most of them exploit the weakness of the search
engine’s ranking algorithm, such as inserting a large number of words that are
unrelated to the main content of the page (i.e., content spam), or creating a link
farm to spoil the link-based ranking results (i.e., link spam). Many researchers
have concentrated on combating spam. For example, Gyöngyi et al. [2] propose an
idea to propagate trust from good sites to demote spam, while Wu and Davison [3]
expand from a seed set of spam pages to the neighbors to find more suspicious
pages in the web graph. Dai et al. [4] exploit the historical content information of
web pages to improve spam classification, while Chung et al. [5] propose to use
time series to study the link farm evolution. Martinez-Romo and Araujo [6] apply
a language model approach to improve web spam identification.

In this paper, we propose to apply the ant colony optimization algorithm [7, 8]
in detecting spam host problem. Both content and link based features extracted
from normal and spam hosts have been used to train the classification model in
order to discover a list of classification rules. From the experiments with the
WEBSPAM-UK2006 [9], the results show that rules generated from ant colony
optimization learning model can classify spam hosts more precise than the base-
line decision tree (C4.5 algorithm) and support vector machine (SVM) models,
that have been explored by many researchers [10–12].

2 Related Work and Basic Concept

2.1 Web Spam Detection Using Machine
Learning Techniques

Web spam detection became a known topic to academic discourse since the
Davison’s paper on using machine learning techniques to identify link spam [13],
and was further reasserted by Henzinger et al. [14] as one of the most challenges to
commercial search engines. Web spam detection can be seen as a binary classi-
fication problem; a page or host will be predicted as spam or not spam.

Fetterly et al. [15] observe the distribution of statistical properties of web pages
and found that they can be used to identify spam. In addition to content properties of
the web pages or hosts, link data is also very helpful. Becchetti et al. [10] exploit the
link features, e.g., the number of in- and out-degree, PageRank [16], and TrustRank
[2], to build a spam classifier. Following the work in [10, 12], Castillo et al. [11]
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extract link features from the web graph and host graph, and content features from
individual pages, and use the simple decision tree C4.5 to build the classifier.
Recently, Dai et al. [4] extract temporal features from the Internet Archive’s
Wayback Machine [17] and use them to train a cascade classifier built from several
SVMlight and a logistic regression implemented in WEKA [18].

2.2 Basic Concept of Ant Colony Optimization

Naturally, distinct kind of creatures behaves differently in their everyday life. In a
colony of social ants, each ant usually has its own duty and performs its own tasks
independently from other members of the colony. However, tasks done by different
ants are usually related to each other in such a way that the colony, as a whole, is
capable of solving complex problems through cooperation [8, 19]. For example, for
survival-related problems such as selecting the shortest walking path, finding and
storing food, which require sophisticated planning, are solved by ant colony without
any kind of supervisor. The extensive study from ethologists reveals that ants com-
municate with one another by means of pheromone trails to exchange information
about which path should be followed. As ants move, a certain amount of pheromone is
dropped to make the path with the trail of this substance. Ants tend to converge to the
shortest trail (or path), since they can make more trips, and hence deliver more food to
their colony. The more ants follow a given trail, the more attractive this trail becomes
to be followed by other ants. This process can be described as a positive feedback
loop, in which the probability that an ant chooses a path is proportional to the number
of ants that has already passed through that path [7, 8].

Researchers try to simulate the natural behavior of ants, including mechanisms
of cooperation, and devise ant colony optimization (ACO) algorithms based on
such an idea to solve the real world complex problems, such as the travelling
salesman problem [20], data mining [19]. ACO algorithms solve a problem based
on the following concept:

• Each path followed by an ant is associated with a candidate solution for a given
problem.

• When an ant follows a path, it drops varying amount of pheromone on that path
in proportion with the quality of the corresponding candidate solution for the
target problem.

• Path with a larger amount of pheromone will have a greater probability to be
chosen to follow by other ants.

In solving an optimization problem with ACO, we have to choose three fol-
lowing functions appropriately to help the algorithm to get faster and better
solution. The first one is a problem-dependent heuristic function (g) which mea-
sures the quality of items (i.e., attribute-value pairs) that can be added to the
current partial solution (i.e., rule). The second one is a rule for pheromone
updating (s) which specifies how to modify the pheromone trail. The last one is a
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probabilistic transition rule (P) based on the value of the heuristic function and on
the contents of the pheromone trail that is used to iteratively construct the solution.

3 Spam Detection Based on Ant Colony
Optimization Algorithm

3.1 Graph Representation

In a learning process based on the ACO algorithm, problems are often modeled as
a graph. Thus, we let {A1, A2,…, Am} represent a set of m features, i.e., both
content and link features, extracted from hosts. If we denote {ai1, ai2,…, aini} to a
set of ni possible values belonged to a feature Ai. Therefore, we can construct a
graph G = (V, E) including a set of nodes V = {A1, A2,…, Am}[{S} and a set of
edges E = V2, where S is a virtual node set to a starting point. This graph can be
illustrated in Fig. 1.

3.2 Methodology

Consider the graph in Fig. 1, when we assign artificial ants to start walking from
node S, behavior of those ants will decide to choose a path to walk in each step,
from one node to others, using some probabilistic transition function calculated
based on the value of a heuristic function and pheromone information value. The
following probabilistic transition Pij is denoted a probability value for an ant to
walk from any current node to node aij:

Pij ¼
gijsijðtÞ

Pm
i¼1 xi �

Pni
j¼1 gijsijðtÞ
� � ; ð1Þ

where gij denotes a heuristic function, sij(t) denotes a pheromone information
value obtained at iteration time t, and

xi ¼
1 If the node ai� has never been passed by that ant,
0 Otherwise:

�

ð2Þ

In this paper, we use an open source software package called GUIAnt-Miner
[21] which provides an implementation of the ACO algorithm [19] used for
classification problems in data mining. The default heuristic function with the
value of disorder (i.e., the entropy function) between nodes is defined by:

gij ¼
log2 k � H W jAi ¼ aij

� �

Pm
i¼1 xi �

Pni
j¼1 log2 k � H W jAi ¼ aij

� �� � ; ð3Þ

16 A. Rungsawang et al.



where

H W jAi ¼ aij

� �
¼ �

Xk

w¼1

P wjAi ¼ aij

� �
� log2 P wjAi ¼ aij

� �� �
: ð4Þ

Here, we define W as a set of target classes and k as the number of classes (i.e.,
|W|), so that W = {spam, normal} and k = 2 in this case. P(w|Ai = aij) is the
probability of class w given Ai = aij. Consequently, the range of a value obtained
from Eq. 4 is (0, log2k).

Since the ACO algorithm iteratively finds the optimal solution, the pheromone
in Eq. 1 which controls the movement of ants will be changed for each run. For
GUIAnt-Miner, the pheromone information function has been defined as:

sijðt þ 1Þ ¼ sijðtÞ þ sijðtÞQPm
i¼1

Pni
j¼1 sijðtÞ

; ð5Þ

where Q measures the quality of prediction rules over the training data set. This
measure is defined as the product of the sensitivity and specificity:

Q ¼ TP0

TP0 þ FN 0
� TN 0

FP0 þ TN 0
: ð6Þ

Note that TP0 is the number of hosts covered by rule that has the class predicted
by that rule, FP0 is the number of hosts covered by rule that has a class different
from the class predicted by that rule, FN0 is the number of hosts that is not covered
by rule but has the class predicted by that rule, and TN0 is the number of hosts that
is not covered by rule and that does not have the class predicted by that rule.

For the first iteration, the initial pheromone value is normally set to:

sijðt ¼ 0Þ ¼ 1
Pm

i¼1 ni
ð7Þ

After each iteration run, a result of the model can be expressed by a path of ant
walking from a value of a feature through one of the other feature. However, this
result does not specify to any target class yet and then cannot be utilized. We
therefore check all hosts covered by the result from the training data set again to
obtain a target class by majority vote, and subsequently create a rule as follows.
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Fig. 1 The problem
represented as a graph
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IF Ai ¼ aix ANDj ¼ ajy AND . . .
� �

THEN W ¼ wzð Þ

Consequently, the iterative computation in Eq. 1 will terminate if it produces
the set of rules covering all hosts in the training data set.

4 Experimental Results

4.1 Data Set Preparation

We use the WEBSPAM-UK2006 [9] containing hosts within .uk domain. From
these, there are 1,803 hosts labeled as spam and 4,409 hosts labeled as normal. The
data set contains several features including both content- and link-based features,
as well as a spamicity value of each host. We further process this data set as
follows (see Fig. 2):

• For the 1,803 spam hosts, we first sort them by ascending order of the spamicity
values. Each host will be assigned with an identification number beginning from
0. We then decompose spam hosts into to 3 buckets by considering the
remainder from dividing its identification number with 3. Eventually, we will
have ‘‘bucket1’’, ‘‘bucket2’’, and ‘‘bucket3’’, in which each contains equally 601
spam hosts.

• Similarly, for the 4,409 normal hosts, we sort them by descending order of the
spamicity values. We equally divide them into 10 portions, and assign an
identification number beginning from 0 to each host in each portion separately.
For each portion, each identification number is again modulo by 7. The normal
hosts whose remainder is 0, 2 and 5, will then be assigned into ‘‘bucket1’’,
‘‘bucket2’’, and ‘‘bucket3’’, respectively. Note that the host with less identifi-
cation number will be first assigned. To avoid data imbalance of normal and
spam hosts in training set, we will stop the assigning process if each bucket
contains 601 normal hosts. For all remaining hosts, we will put them into a new
‘‘bucket4’’.

4.2 Host’s Feature Selection

We use the information gain as a criterion to select the host’s features. Figure 3
shows the 10 highest information gain features used to train the machine learning
models. Of these, the first nine features are the link-based features; but only the
last one is the content-based feature. Since all these features have continuous-
range values, which cannot directly exploit in the GUIAnt-Miner program; we
therefore discretize those values into 10 equal ranges.
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4.3 Results

From the set of data described in Sect. 4.1, we design 3 set of experiments
according to the following scenarios:

• Scenario 1: we use bucket1 for training, while use bucket2, bucket3, and
bucket4 for testing.

• Scenario 2: we use bucket2 for training, while use bucket1, bucket3, and
bucket4 for testing.

• Scenario 3: we use bucket3 for training, while use bucket1, bucket2, and
bucket4 for testing.

We compare performance of the ACO model with two other baselines, i.e., the
decision tree (C4.5) and the support vector machine (SVM), using two standard
measures: the positive predictive value (i.e., precision) and false positive rate (i.e.,
fall-out). To train the ACO model, we use 5 artificial ants. The terminating con-
dition is either uncovered hosts by the rules are less than 10, or the number of

1.  Logarithm value of TrustRank/PageRank of homepage 
2.  Logarithm value of TrustRank/in-degree of homepage 
3.  Logarithm value of TrustRank/PageRank of max PageRank 
4.  Logarithm value of TrustRank of homepage 
5.  Logarithm value of TrustRank/in-degree of max PageRank 
6.  Logarithm value of TrustRank of max PageRank 
7.  Logarithm value of number of different supporters (sites) at distance 4 from homepage 
8.  Logarithm value of number of different supporters (sites) at distance 4 from max PageRank 
9.  Logarithm value of number of different supporters (sites) at distance 3 from homepage 
10.Top 200 corpus recall (standard deviation for a ll pages in the host) 

Fig. 3 Features used to train the machine learning models
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Fig. 2 Data preparation
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iterations reaches 100. Generated rules that can cover at least 5 hosts will be kept
as a candidate set of usable rules. These rules will finally be checked with the
training data set again to obtain a target class by majority vote. For the C4.5
model, the rule pruning is disabled. For all other remaining parameters of C4.5 and
SVM, the default setting in WEKA software [18] has been assigned.

The precision results in Fig. 4 show that the ACO learning model has the ability
to detect spam hosts more accurate than C4.5 and SVM in all experiments. This is
consistent with the fall-out results that the ACO learning model yields the least
error prediction.

5 Conclusions

In this article, we propose to apply the ant colony optimization based algorithm to
build a set of classification rules for spam host detection. Both content and link
features extracted from normal and spam hosts have been exploited. From the
experiments with the WEBSPAM-UK2006 dataset, the proposed method provides
higher precision in detecting spam than the basic decision tree C4.5 and SVM
models. However, we currently just run our experiments using the default heuristic
and basic pheromone updating function setting in the GUIAnt-Miner. In future
work, we are looking forward to doing further experiments using other types of
heuristic and pheromone updating functions, and hope to obtain higher quality set of
classification rules.
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