2

Sequences: Convergence and Divergence

In Section 2.1, we consider (infinite) sequences, limits of sequences, and
bounded and monotonic sequences of real numbers. In addition to certain
basic properties of convergent sequences, we also study divergent sequences
and in particular, sequences that tend to positive or negative infinity. We
present a number of methods to discuss convergent sequences together with
techniques for calculating their limits. Also, we prove the bounded monotone
convergence theorem (BMCT), which asserts that every bounded monotone
sequence is convergent. In Section 2.2, we define the limit superior and the
limit inferior. We continue the discussion with Cauchy sequences and give ex-
amples of sequences of rational numbers converging to irrational numbers. As
applications, a number of examples and exercises are presented.

2.1 Sequences and Their Limits

An infinite (real) sequence (more briefly, a sequence) is a nonterminating
collection of (real) numbers consisting of a first number, a second number,
a third number, and so on:

ai,a2,0as, . ...

Specifically, if n is a positive integer, then a, is called the nth term of the
sequence, and the sequence is denoted by

{a1,a9,...,an,...} or, more simply, {a,}.

For example, the expression {2n} denotes the sequence 2,4,6,.... Thus, a
sequence of real numbers is a special kind of function, one whose domain is
the set of all positive integers or possibly a set of the form {n : n > k} for
some fixed k € Z, and the range is a subset of R. Let us now make this point
precise.

Definition 2.1. A real sequence {a,} is a real-valued function f defined on
a set {k,k+1,k+2,...}. The functional values
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24 2 Sequences: Convergence and Divergence

k), fk+1), f(k+2),...

are called the terms of the sequence. It is customary to write f(n) = a, for
n > k, so that we can denote the sequence by listing its terms in order; thus
we write a sequence as

{antnzr or {anie1 32y or {an}ily or {awapi,.. ).

The number a,, is called the general term of the sequence {a,} (nth term,
especially for k = 1). The set {a, : n > k} is called the range of the sequence
{an}n>k- Sequences most often begin with n = 0 or n = 1, in which case
the sequence is a function whose domain is the set of nonnegative integers
(respectively positive integers). Simple examples of sequences are the se-
quences of positive integers, i.e., the sequence {a,} for which a, = n for
n>1,{1/n}, {(-1)"}, {(=1)"+1/n}, and the constant sequences for which
an = c for all n. The Fibonacci sequence is given by

ap, a1 =1, ao =2, ap, = ap_1 +an_o forn>3.

The terms of this Fibonacci sequence are called Fibonacci numbers, and the
first few terms are
1, 1, 2, 3, 5, 8, 13, 21.

2.1.1 Limits of Sequences of Real Numbers

A fundamental question about a sequence {a,} concerns the behavior of its
nth term a,, as n gets larger and larger. For example, consider the sequence
whose general term is

n+1 1
ay = =1+ —.
n n

It appears that the terms of this sequence are getting closer and closer to the
number 1. In general, if the terms of a sequence can be made as close as we
please to a number a for n sufficiently large, then we say that the sequence
converges to a. Here is a precise definition that describes the behavior of a
sequence.

Definition 2.2 (Limit of a sequence). Let {a,} be a sequence of real num-
bers. We say that the sequence {a,} converges to the real number a, or tends
to a, and we write

a= lim a, orsimply a=Ilima,,
n—oo

if for every e > 0, there is an integer N such that

lan, —al <€ whenever n > N.
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In this case, we call the number a a limit of the sequence {an}. We say that
the sequence {a,} converges (or is convergent or has limit) if it converges to
some number a. A sequence diverges (or is divergent) if it does not converge
to any number.

For instance, in our example above we would expect

. o n—+1
lim =

n—r00 n

1.

The notions of convergence and limit of a sequence play a fundamental role
in analysis.
If a € R, other notations for the convergence of {a,} to a are

lim (ap, —a) =0 and a, >a asn— 0.
n—roo

The notation a = lim a,, means that eventually the terms of the sequence {a,, }
can be made as close to a as may be desired by taking n sufficiently large.
Note also that

|ap, —al| <e forn>N<=a, € (a—€a+e) forn>N.

That is, a sequence {a, } converges to a if and only if every neighborhood of a
contains all but a finite number of terms of the sequence. Since N depends on
€, sometimes it is important to emphasize this and write N(¢) instead of N.
Note also that the definition requires some N, but not necessarily the smallest
N that works. In fact, if convergence works for some N then any N; > N also
works.

To motivate the definition, we again consider a,, = (n+1)/n. Given € > 0,
we notice that

n+1
n

1
—1‘——<e whenever n > —.
n €

Thus, N should be some natural number larger than 1/e. For example, if
€ = 1/99, then we may choose N to be any positive integer bigger than 99,
and we conclude that

ntl -1 <e:i whenever n > N = 100.
n 99
Similarly, if e = 2/999, then 1/e = 499.5, so that
1 2
n;t —1'<e=@ whenever n > N = 500.

Thus, N clearly depends on e.

The definition of limit makes it clear that changing a finite number of terms
of a given sequence affects neither the convergence nor the divergence of the
sequence. Also, we remark that the number e provides a quantitative measure
of “closeness,” and the number N a quantitative measure of “largeness.”

We now continue our discussion with a fundamental question: Is it possible
for a sequence to converge to more than one limit?
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Theorem 2.3 (Uniqueness of limits). The limit of a convergent sequence
1S UNIQUE.

Proof. Suppose that a = lima,, and @’ = lima,,. Let ¢ > 0. Then there exist
two numbers N1 and N3 such that

la, —a| <e forn>N; and l|a, —d|<e forn > Ns.

In particular, these two inequalities must hold for n > N = max{Ny, No}. We
conclude that

la —d| =la—a,— (' —an)| <lan —a| + |an —d’'| <2¢ forn > N.

Since this inequality holds for every e > 0, and |a — a/| is independent of €, we
must have |a —d/| =0, i.e,, a = d’. [

Also, as a direct consequence of the definition we obtain the following: If
an, — a, then a, 4, — a for any fixed integer k. Indeed, if a,, = a as n — oo,
then for a given € > 0 there exists an N € N such that |a, — a|] < € for all
n > N. That is,

lantr —al <e foraln+k>N+k=N; or |anm—a|<e form> Ny,
which is same as saying that a,, — a as m — oc.

Definition 2.4. A sequence {a,} that converges to zero is called a null
sequence.

Examples 2.5. (i) The sequence {n} diverges because no matter what a and
€ we choose, the inequality

a—e<n<a+e ie,|n—al<e,

can hold only for finitely many n. Similarly, the sequence {2"} diverges.

(ii) The sequence defined by {(—1)"}is {—1,1,—1,1,...}, and this sequence
diverges by oscillation because the nth term is always either 1 or —1. Thus
an cannot approach any one specific number a as n grows large. Also, we
note that if a is any real number, we can always choose a positive number
€ such that at least one of the inequalities

a—e<—-1<a+e or a—e<l<a+te

is false. For example, the choice e = |1 —a|/2if a # 1, and e = |1 +a|/2 if
a # —1, will do. If a = 1 or —1, choose € to be any positive real number
less than 1. Thus the inequality |(—1)" —a| < € will be false for infinitely
many n. Hence {(—1)"} diverges.

(iii) The sequence {sin(nmr/2)},>1 diverges because the sequence is

{1,0,-1,0,1,0,...},
and hence it does not converge to any number, by the same reasoning as
above.

(iv) The sequence {(—1)"/n} converges to zero, and so it is a null
sequence. ®
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Definition 2.6. A sequence {a,} is bounded if there exists an R > 0 such
that |a,| < R for all n. A sequence is unbounded if it is not bounded.

Since a convergent sequence eventually clusters about its limit, it is fairly
evident that a sequence that is not bounded cannot converge, and hence the
next theorem is not too surprising; it will be used in the proof of Theorem
2.8.

Theorem 2.7. Fvery convergent sequence is bounded. The converse is not
true.

Proof. Let {an}n>1 converge to a. Then there exists an N € N such that
|anp, —al] <1 =¢€for n > N. It follows that |a,| < 1+ |a|] for n > N. Define
M = max{1 + |al, |a1],|az|, ... |an—1]}. Then |a,| < M for every n € N.

To see that the converse is not true, it suffices to consider the sequence
{(=1)"},,>1, which is bounded but not convergent, although the odd terms
and even terms both form convergent sequences with different limits. [

2.1.2 Operations on Convergent Sequences

The sum of sequences {a,} and {b,} is defined to be the sequence {a,, + b, }.
We have the following useful consequences of the definition of convergence
that show how limits team up with the basic algebraic operations.

Theorem 2.8 (Algebra of limits for convergent sequences). Suppose
that lim,, 0 ay, = a and lim, ... b, = b, where a,b € R. Then

lim,, oo (ra, + sb,) = ra + sb, v, s € R. [Linearity rule for sequences]
lim,, s o0 (anby) = ab. [Product rule for sequences]
lim,, o0 an/bp = a/b, provided b #0. [Quotient rule for sequences]

lim, o ¥/an = ¥/a, provided */a, is defined for all n and </a exists.

Proof. The linearity rule for sequences is easy to prove. The quotient rule for
sequences is easy if we prove the product rule for sequences (see also Questions
2.44(33) and 2.44(34)). We provide a direct proof.
We write
anby, — ab = (an — a)b, + (b, — b)a.

Since every convergent sequence must be bounded, there exists an M > 0
such that |b,| < M (say), for all n. Let € > 0 be given. Again, since b, — b
as n — 00, there exists an Ny such that

|b, — 0| < for n > Ns.

2(la] +1)

(We remark that we could not use €/2|a| instead of €/[2(|a| + 1)] because a
could be zero.)
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Also by the hypothesis that a,, — a as n — oo, there exists an N3 such
that

lan, —a| < ﬁ for n > Nj.
Finally, for n > max{Ny, N3} = N, we have

|anby, — ab| < |an — al |bn| + |bn — bl |al
€ € € €
— M+ — —+-=e¢
<Mt Tzt
The product rule clearly follows.
The proof of third part follows from Lemma 2.9. The proof of the final

part is left as a simple exercise (see Questions 2.44(16)). [

Lemma 2.9 (Reciprocal rule). If lim, oo b, = b and b # 0, then the
reciprocal rule holds:

li _1
nee by b
Proof. The proof is easy, and so we leave it as a simple exercise. [

Note that if a,, = (—=1)" and b,, = (—=1)""1, then {a?} and {a,, + b, } both
converge, although individual sequences {a,} and {b,} diverge.

Example 2.10. Find the limit of each of these convergent sequences:

1 n?—2n+3 n® +3n* -2
(@) {np} (p>0). (b) { 5n3 } (c) {n6+2n+3}'
Solution. (a) As n grows arbitrarily large, 1/n (and hence 1/n?) gets smaller
and smaller for p > 0. Thus, lim, . 1/n? = 0. Also, we note that if € > 0,
then |(1/nP) — 0| < € or n > 1/(¢'/?). Thus, if N is any integer greater than
1/(€*/P), then
[(1/n?) —0] <€ foralln> N.

Thus, for each p > 0, n? — 0 as n — co. That is, {1/n”} is a null sequence
for each p > 0.

(b) We cannot use the quotient rule of Theorem 2.8 because neither the
limit for the numerator nor that for the denominator exists. On the other
hand, we can divide the numerator and denominator by n? and then use the
linearity rule and the product rule. We then have

nZ—2n+3 1/1 2+3 0 .
_— = - ==+ = as n — 0o.
5n3 5\n n?2 n3

(c) Divide the numerator and denominator by n%, the highest power of n
that occurs in the expression, to obtain

. onS43nt-2 1435 -2
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In fact, if we set

3 2 2 3
a":1+ﬁ_ﬁ and bn:l—i_ﬁ—i_ﬁ,

then the linearity rule gives that a,, - 1 and b,, — 1 as n — oco. Finally, the
quotient rule gives the desired limit, namely,

lim — = 1. )

Suppose that {a,} is a sequence of real numbers such that a,, > 0 for all
but a finite number of n. Then there exists an N such that a, > 0 for all
n > N. If the new sequence {1/a,4n }n>0 converges to zero, then we say that
{a,} diverges to co and write lima,, = co. Equivalently, if lima,, does not
exist because the numbers a,, > 0 become arbitrarily large as n — oo, we
write lim,,_, - a,, = co. We summarize the discussion as follows:

Definition 2.11 (Divergent sequence). For given sequences {a,} and
{bn}, we have

(a) limy,—, o0 a, = 00 if and only if for each R > 0 there exists an N € N such
that a, > R for alln > N.

(b) limy, o by, = —00 if and only if for each R < 0 there exists an N € N
such that b, < R for alln > N.

We do not regard {a,} as a convergent sequence unless lim a,, exists as a

finite number, as required by the definition. For instance,

lim n® =00, lim (—n)=—oco, lim 3" =00, lim (v/n +5) = oco.

n—r00 n—00 n—oo n—r00
We do not say that the sequence {n?} “converges to co” but rather that it
“diverges to co” or “tends to co.” To emphasize the distinction, we say that
{an} diverges to oo (respectively —oo) if lima,, = oo (respectively —oco). We
note that lim(—1)"n is unbounded but it diverges neither to oo nor to —oo.

Definition 2.12 (Oscillatory sequence). A sequence that neither con-
verges to a finite number nor diverges to either co or —oo is said to oscillate or
diverge by oscillation. An oscillating sequence with finite amplitude is called
a finitely oscillating sequence. An oscillating sequence with infinite amplitude
18 called an infinitely oscillating sequence.

For instance,
{0 {1+ =D, {ED"A+1/n))

oscillate finitely. We remark that an unbounded sequence that does not diverge
to 0o or —oo oscillates infinitely. For example, the sequences

{1}, {(=D)"*}, {(=n)"}

are all unbounded and oscillate infinitely.
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Example 2.13. Consider a,, = (n? +2)/(n + 1). Then

(1+%)
ap="n |-
1+

From the algebra of limits we observe that

1+ %
lim "12 =1.

On other hand, lim,,_, a,, does not exist. Indeed, we can show that a,, — oo
as n — 00. According to the definition, we must show that for a given R > 0,
there exists an IV such that a,, > R for all n > N. Now we observe that

3
an>R<—=n+14+——> R+ 2,
n+1

which helps to show that a,, > R if n > R+ 2. So we can choose any positive
integer N such that N > R + 2. We then conclude that a,, — oo as n — oo.
Similarly, we easily have the following:

(1) As in Example 2.10(c), we write

n’+2n3 -1 , 1+% -

n? n’

lim = lim .
n—oon®+n?+3n+1 noooly Loy S L
The numerator tends to 1 as n — co, whereas the denominator approaches
0. Hence the quotient increases without bound, and the sequence must

diverge. We may rewrite in the present notation,

i n’+2n3 -1
im =00
n—oonb +n2 +3n+1

(2) {n/3 + 1/n}, {n® —n}, {n?>+1)/(n+1)}, and {(n®+1)/(n+1)} all
diverge to oo.

(3) {(-=1)"n?} diverges but neither to —oo nor to co.

(4) an, — 0o = a2 — oo.

(5) If a,, > 0 for all large values of n, then a, - 0 = 1/a, — oo. Is the
converse true? L

Finally, we let a,, = v/n? +5n — n and consider the problem of finding
lim a,. It would not be correct to apply the linearity property for sequences
(because neither lim v/n2? + 5n nor lim n exists as a real number). At this place
it important to remember that the linearity rule in Theorem 2.8 cannot be
applied to {a,}, since lim v/n2 4+ 5n = oo and limn = oco. It is also not correct
to use this as a reason to say that the limit does not exist. The supporting
argument is as follows. Rewriting a,, algebraically as
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/2
anz(\/M—n) n+5n+n: o = > ,
vn?+bn+n  vn?4+5n+n 1+3541

we obtain lim,,_, o (\/ n? 4+ bn — n) =5/2.

Remark 2.14. We emphasize once again that Theorem 2.8 cannot be applied
to sequences that diverge to co or —oo. For instance, if a, =n+ 1, b, = n,
and ¢, = n? for n > 1, then it is clear that the sequences {a,}, {b,}, and
{cn} diverge to oo, showing that the limits do not exist as real numbers. Also,
it is tempting to say that

ap —b, >00—00=0 and ¢, —b, >00—00=0 asn — co.

Note that oo is not a real number, and so it cannot be treated like a usual
real number. In our example, we actually have a,, — b, = 1 for all n > 1, and

en—by,=n(n—1) =00 asn— oc. °

2.1.3 The Squeeze/Sandwich Rule

In the following squeeze rule, the sequence {b,} is “sandwiched” between the
two sequences {a,} and {c,}.

Theorem 2.15 (Squeeze/Sandwich rule for sequences). Let{a,}, {b,},
and {c,} be three sequences such that a, < b, < ¢, for alln > N and for
some N € N. If

lim a, = lim ¢, = L,
n—r o0 n— 00

then lim,, oo b, = L. If b, — o0, then ¢, — oco. Also, if ¢, = —o0, then
b,, — —oo.

Proof. Let € > 0 be given. By the definition of convergence, there exist two
numbers Ny and Ny such that

la, —L| <e forn>N; and |c, —L|<e forn> N.
In particular, since a,, < b, < ¢, for all n > N, we have
L-—e<a,<b,<c¢,<L+e forn>N3=max{N, Ny, Ny},

showing that |b, — L| < € for n > N3, as required.
We leave the rest as a simple exercise. [ ]

Corollary 2.16. If {c,} is a null sequence of nonnegative real numbers, and
|bn| < ¢ for alln > N, then {b,} is a null sequence.
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For instance, since {1/y/n} is null and 1/(1 + +/n) < 1/y/n for all n > 1,
{1/(1 + y/n)} is also a null sequence. Similarly, comparing 1/3™ with 1/n, it
follows easily that {1/3"} is a null sequence.

Corollary 2.17. If lim, oo ap, = 0 and |b, — L| < a, for all n > N, then
lim,,—yo0 b, = L.

Proof. By the last corollary, it follows that {b, — L} is a null sequence, and
so the desired conclusion follows. Alternatively, it suffices to observe that

b, — L| <ap<=L—a, <b,<L+a,
and apply the squeeze rule. [

For instance, using the squeeze rule, we easily have the following;:

(a) lim, o cosn?/n = 0, because —(1/n) < cosn?/n < 1/n. With the same
reasoning, one has

lim M =0.
(b) limy oo (VAT T — v/} = 0 and lim, o vA(VATT — Vi) = 1/2.

Moreover,

1 1
< .
Vn+l+yn  2yn
Note that the above inequality is useful in estimating v/n. For n = 1, this

gives V2 < 1.5, and for n = 2,4, we have V3 < 1.875 and V5 < 2.25.
Indeed, for n = 2, we have

0<vVn+1—+yn=

5 5v2 5x15 75
\/§<\/§+%:%—< X4 = 22 = 1875,

(c) lim, oo /2™ = 0. Indeed, using induction we easily see that 2" > n? for
n > 4, so that

0<

(d) limp o0 by =1if by, =1/(Vn2+1)+1/(Vn2+2)+---+1/(Vn? +n).

We note that

<

HE
S|

n n . 1 1

\/TLQ—ﬁ<bn<\/n2=_|_17 l1.e., m<bn<ﬁ
(e) limpsoocn =00 if e, = 1/(Vn+1) +1/(Vn+2) + -+ 1/(v/n+n).

We note that

where b,, — 0o as n — oo.
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Using the squeeze rule, Theorem 2.8, and a few standard examples allows

one to calculate limits of important sequences.

Example 2.18. Show that

(a)

|
lim a'/™ =1 for a > 0. (b) lim n'/™ =1. (c) lim o

n—o00 n—o00 n—oo N

Solution. (a) We consider the cases a > 1 and a < 1, since there is nothing

(b)

(c)

to prove if @ = 1. Suppose first that a > 1. Then a'/” > 1, and so
a'’/m =1+,

for some sequence {z,,} of positive real numbers. Then by the binomial
theorem,
a=(14+z,)" >14nz, foralln>1,

which is equivalent to

a —

O<a1/"—1§ for all n € N.

n

Thus, a'/™ — 1 asn — oo if a > 1. For 0 < a < 1, we have (1/a)'/" — 1
as n — oo, and therefore, by the reciprocal rule,

w11

(1/a)1/" _1 as n — o0.

a

The sequence {a'/"} is referred to as the nth root sequence.

Clearly (14+1)" > 14 n > n, so that nt/m —1 <1 forn>1. Also, for
n > 1, we observe that nt/n > 1, so that nl/n -1 = T, with z,, > 0. In
particular, using the binomial theorem, we deduce that

nin—1) nn—1) ,

22 >14 -
5 Tn= it .

n:(1+$n)n21+n$n+ D) no

which implies that

2
ngzcnznl/”—lg\/j for n > 1.
n

By the squeeze rule, z,, — 0 as n — 0, since 1/y/n — 0. We conclude
that n'/™ — 1 as n — oo, as desired.

It follows that
n! 1
0<—< —
n" T n

The second inequality is true because

nl=nn-1)---2-1<n-n---n-1=n"""1

The squeeze rule (with a, = 0, ¢, = 1/n) gives the desired conclusion. ®
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Remark 2.19. We observe that case (a) of Example 2.18 may be obtained
as a special case of case (b). For instance, if a > 1, then for n large enough
we have 1 < a < n. Taking roots on both sides, we obtain

1<a'" <n'/™ for large n.

Again, by the squeeze rule, we see that lim,_,., a'/" = 1.
As a consequence of (a) and (b) of Example 2.18 and the product rule
for sequences, we can easily obtain that
lim (2n)Y/" =1 and lim (3v/n)Y/?" =1. °
n—oo

n—oo

2.1.4 Bounded Monotone Sequences

Now we introduce some important terminology associated with sequences. A
sequence {a,} is said to be

bounded above if there exists an M € R such that a,, < M for all n,
bounded below if there exists an m € R such that a,, > m for all n,
bounded if it is bounded both below and above,

monotonically increasing (or simply increasing) if a, < a,41 for all n (see
Figure 2.1),

e monotonically decreasing (or simply decreasing) if a,, > an4+1 for all n (see
Figure 2.2),

Y Vi
o0 o °
L]
. L]
. L]
. L]
coee A
. ® o o
ces’ °
o x 0 X
Fig. 2.1. An increasing sequence. Fig. 2.2. A decreasing sequence.

strictly increasing if ay < an41 for all n,

strictly decreasing if a, > an41 for all n,

monotonic if it is either increasing or decreasing,

strictly monotonic if it is either strictly increasing or strictly decreasing,
alternating if a,, changes sign alternately. In other words, a,, is of the form
an, = (=1)"7tb, or a, = (—=1)"b,(b, > 0) for all n. That is, ana,+1 < 0
for all n.
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Constant sequences are treated as both increasing and decreasing! We now
demonstrate these definitions by giving several simple examples.

(1) {1/n}n>1 is strictly decreasing and bounded.

(2) {n}n>1 is strictly increasing and unbounded; however, it is bounded below
by 1.

(3) {(=1)""'n},>1 is neither increasing nor decreasing. Also, it is unbounded.

(4) {(-=1)"},,>1 is neither increasing nor decreasing nor convergent but is
bounded.

(5) {(—=1)"/n}n>1 is convergent but is neither increasing nor decreasing.

(6) If ap, =2 for 1 <n <5 and a, =n for n > 6, then {a,},>1 is increasing
but not strictly.

(7) {n'/"},>1 is not monotone, as can be seen by examining the first four
terms of the sequence.

(8) {n!/n"} is decreasing and bounded.

(9) {an}, an = 8"/nl, is neither increasing nor decreasing, because

an+1 8 >1iftn<7
a, n+1 <1 ifn>T.

On the other hand, if we ignore the first six terms, it follows that {a, }n>7
is decreasing. In such cases, we say that {a,} is eventually decreasing.
Similarly, one can define eventually increasing sequences. Finally, we re-
mark that (3)—(5) are examples of sequences that are alternating.

2.1.5 Subsequences

We now present two simple criteria that involve the notion of a subsequence
for establishing that a sequence diverges. Let {an},>1 be a sequence and
{ni}r>1 any strictly increasing sequence of positive integers; that is,

O<ni<no<ng<---.

Then the sequence {an, }x>1, i-e., {bg}tr>1, where by = ay,, is called a sub-
sequence of {a,}n>1. That is, a subsequence is obtained by choosing terms
from the original sequence, without altering the order of the terms, through
the map k& — ny, which determines the indices used to pick out the subse-
quence. For instance, {a7x+1} corresponds to the sequence of positive integers
np, = Tk + 1, k = 1,2,.... Observe that every increasing sequence {ny} of
positive integers must tend to infinity, because

ng >k fork=1,2,...

The sequences

PR 3 Rt AR e M
k2 k217 2k k21, 2k+1 k217 5k + 3 k217 2k k>1
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are some subsequences of the sequence {1/k}r>1, formed by setting nj =
k2, 2k, 2k+1, 5k+3, 2% respectively. Note that all the above subsequences
converge to the same limit, 0, which is also the limit of the original sequence
{1/k}k>1. Can we conjecture that every subsequence of a convergent sequence
must converge and converge to the same limit? We have the following:

1. Every sequence is a subsequence of itself.

2. Letap =1+ (—1)’“, k > 1. Then as;, = 2 and agi—1 = 0, showing that the
even sequence {ag,} and the odd sequence {as;_1} are two convergent
(constant) subsequences of {ay}. Thus, a sequence may not converge yet
have convergent subsequences with different limits.

3. Let ap = sin(kn/2). Then agr_1 = (—1)*=! and agx = 0 are two sub-
sequences of ay. Does the sequence {b?}, where by = (1 + (=1)*71)/2,
converge? Is {b;} a subsequence of {a;}?

Definition 2.20 (Subsequential limits). Let {a;} be a sequence. A subse-
quential limit is any real number or symbol oo or —oo that is the limit of some
subsequence {an, tk>1 of {ak}r>1-

For example, we have the following:

(1) 0 and 2 are subsequential limits of {1+ (—1)*}.

(2) —oc and oo are the only subsequential limits of {k(—1)*}.

(3) {—V/3/2,0,1/3/2} is the set of subsequential limits of {ax}, ax = sin(kn/3).
Here {ask}, {ask+1}, and {ask42} are convergent subsequences with limits
0, —\/3/2, and \/3/27 respectively.

(4) Every real number is a subsequential limit of some subsequence of the
sequence of all rational numbers. Indeed, R U {—00, 00} is the set of sub-
sequential limits of the sequence of all rational numbers.

The following result, which shows that certain properties of sequences are
inherited by their subsequences, is almost obvious.

Theorem 2.21 (Invariance property of subsequences). If {a,} con-
verges, then every subsequence {an,} of it converges to the same limit. Also,
if an, — 00, then {an, } — o0 as well.

Proof. Suppose that {a,, } is a subsequence of {a,}. Note that n; > k. Let
L =lima, and € > 0 be given. Then there exists an N such that

lap, —L| <€ for k> N.
Now k > N implies ng > N, which in turn implies that
lan, — L| < e for ng > N.

Thus, a,, converges to L as k — oco. The proof of the second part follows
similarly. [
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Here is an immediate consequence of Theorem 2.21.

Corollary 2.22. The sequence {a,} is divergent if it has two convergent sub-
sequences with different limits. Also, {a,} is divergent if it has a subsequence
that tends to oo or a subsequence that tends to —oo.

In order to apply this corollary, it is necessary to identify convergent sub-
sequences with different limits or subsequences that tend to co or —oo. Now
the question is whether the converse of Theorem 2.21 also holds.

We can prove the divergence of a sequence if we are able to somehow
prove that it is unbounded. For instance (see also Questions 2.44(8)), consider
an = Y p_; 1/k. There are several ways one can see that the sequence diverges.
Clearly, a, > 0 for all n € N, {a,} is increasing, and

R (E VIS R SIS S L 42
Aon = —_— —_— —_— —_— —_ —_ —_— o e —_— oo —_
2 2 34 576 78 2n—1 41 on

n
>14—,
3

so that {ay}n>1 is increasing and not bounded above. Therefore, it cannot be
convergent, and so it must diverge (see also the bounded monotone conver-
gence theorem (BMCT), which is discussed later in this section). We remark
that we may group the terms in a number of ways and obtain that {a,}n>1
is unbounded, for example,

ST UUUE | I
aron—1 = 2 9 10 99

1 1
- 1 +90+ +9><10n—1_ 9 .
10 100 1o~ \10/) "

We end this subsection with the following result, which is easy to prove.

Theorem 2.23. A sequence is convergent if and only if there exists a real
number L such that every subsequence of the sequence has a further subse-
quence that converges to L.

Corollary 2.24. If both odd and even subsequences of {a,} converge to the
same limit 1, then so does the original sequence.

Note that {(—1)"} diverges, because it has two subsequences {(—1)?"}
and {(—1)?"~!} converging to two different limits, namely 1 and —1.
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Fig. 2.3. Description for the bounded monotone convergence theorem.

2.1.6 Bounded Monotone Convergence Theorem

Until now, we have considered some basic techniques for finding the limit of a
convergent sequence. In general, it is difficult to tell whether a given sequence
converges. It is sometimes easy to show that a sequence is convergent even
if we do not know its limit. For example, the following theorem is a starting
point for our rigorous treatment of sequences and series, especially if we know
that the given sequence is monotonic. However, we shall soon show that every
bounded sequence has a convergent subsequence (see Theorem 2.42).

Theorem 2.25 (Monotone convergence theorem). Every increasing se-
quence that is bounded above converges. Also, every decreasing sequence that
18 bounded below converges.

Proof. Let {a,}n>1 be an increasing sequence that is bounded above. Ac-
cording to the least upper bound property (Definition 1.18), since the range
A ={a, : n € N} is bounded above, A has a least upper bound; call it a. We
now prove that a,, — a as n — .

Clearly a,, < a for all n € N, and by the definition of lub, given some € > 0
there exists an integer N such that ay > a — €. Since {a,} is monotonically
increasing,

a—e<any <a,<a<a+e forn>N.

That is, |a, — a| < € for n > N, and we conclude that {a,} converges to its
least upper bound. That is, lim, .. a, = a = sup a,.
The proof for the case of decreasing sequences is identical, using the great-
est lower bound instead of the least upper bound (see Figure 2.3).
Alternatively, it suffices to note that {b,},>1 is a decreasing sequence
that is bounded below if and only if the sequence {—b,,},>1 is increasing and
bounded above. ]

Remark 2.26. The monotonicity condition on the sequence {a,, } in the above
results need not be satisfied for all n. If this is true for all n > N, where NV
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is some suitably selected positive integer, then the conclusion of the above
result is still true (see Figure 2.5). However, the tests in Theorem 2.25 tell
us nothing about the limit, but they are often useful when we suspect that a
sequence is convergent. °

For instance, we easily obtain the following simple examples:

(1) If ap = 1+ 1/n, then {a,} is clearly decreasing and bounded below (by
1, for example), and so it is convergent by Theorem 2.25. In this case, of
course, we know already that it converges to 1.

(2) If a,, = 1/4/n, then {a,} is clearly decreasing for n > 1 and bounded by
1. Consequently, the sequence {1//n} must converge.

(3) fap, = (2n —17)/(3n + 2), then

1 /2 4\ 2 25
=—(Z@Bn+2)-7-2)=2- 2 _
3n+2<3(”+) 3) 3 3Bn+2)

so that a, < 2/3 and {a,} is increasing. By Theorem 2.25, the sequence
{an}n>1 must converge. Indeed, a,, — 2/3 as n — cc.
(4) Consider

Qp

L, ]
n+l n+2 2n’
Then 0 < a, < n/(n+1) for all n > 1, since each term (except the first) in

the sum is strictly less than 1/(n+1), and so {a,} is a bounded sequence.
Also, for n > 1,

Ay =

1 1 1
It = = o T T S ) gl
1 1
S 2n4+1 2(n+1)

1

= > Ol
2(2n+1)(n+1)
Thus, {a,} is a bounded monotone sequence, and so it converges by
Theorem 2.25. What is the limit of the sequence {a,}?

The following equivalent form of Theorem 2.25 is the key to many impor-
tant results in analysis. We shall soon see its usefulness in our subsequent
discussion.

Theorem 2.27 (BMCT: Bounded monotone convergence theorem).
Every bounded monotonic sequence of real numbers converges. Equivalently, a
monotonic sequence converges if and only if it is bounded.

Consider the sequence {a, },>1, where a, = > ,_, 1/k. This is clearly an
increasing sequence. Does there exist an upper bound for this sequence? In
fact, we have already proved that {ay},>1 is unbounded (see also Questions
2.44(8)). We also remark that a bounded sequence can converge without being
monotone. For example, consider {(—1/3)"},,>1.
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Example 2.28. Show that lim, ., ™ = 0 if |r| < 1 (see also Theorem 2.34
and Example 2.43). Here {r"} is called a power sequence.

Solution. Observe that —[r|" < r™ < |r|™, and so it suffices to deal with
0 < r < 1. In any case, define a,, = |r|™ for n > 1. If |r| < 1, then we have

Un+1 = |7'|an7 Le, 0 <apy1 <ag,

showing that {a,} is decreasing and bounded below by 0. Therefore, {a,}
converges, say to a. Allowing n — oo in the last equality, we see that

a=lrla, ie., (1—=|r])a=0,

which gives a = 0, since |r| < 1.

Alternatively, we first notice that there is nothing to prove if » = 0. Thus
for 0 < |r| = ¢ < 1, we can write |r| in the form ¢ = 1/(1 + a) for some a > 0,
so that by the binomial theorem,

. 1 1 1
0<c" = < < —,
(I+a)™ ~ 1+na na

and the result follows if we use the squeeze rule. ®

Because every monotone sequence converges, diverges to co, or diverges to
—00, we have the following analogue of Theorem 2.25 for unbounded monotone
sequences.

Theorem 2.29. Fvery increasing sequence that is not bounded above must
diverge to co. Also, every decreasing sequence that is not bounded below must
diverge to —o0.

Proof. Let {an}n>1 be an increasing sequence that is unbounded. Since the
set {a, : n € N} is unbounded and it is bounded below by a1, it must be
unbounded above. Thus, given R > 0 there exists an integer N such that
an > R. Since {a,} is monotonically increasing,

an > ay >R forn> N.

Since R > 0 is arbitrary, it follows that lim,_,« a, = co.
The proof for decreasing sequences is identical and is left as an exercise. m

We may combine Theorems 2.27 and 2.29 in an equivalent form as follows.

Theorem 2.30. Every monotone sequence converges, diverges to oo, or di-
verges to —oo. In other words, we say that lim,_, a, is always meaningful
for monotone sequences.
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Example 2.31. Set a,, = (1-3-5---(2n—1))/(2-4-6---(2n)). Then {a,}
converges.

Solution. Note that a,, > 0 for all n > 1 and

2n +1 -
Apt1 = ap | —— Q.
+ om+2

Thus, {a,} is decreasing and bounded below by 0. Applying Theorem 2.25,
we see that {a, } converges. Note also that a,, < 1 for n > 1. o

Often sequences are defined by formulas. There is still another way of
specifying a sequence, by defining its terms “inductively” or “recursively.”
In such cases, we normally specify the first term (or first several terms) of
the sequence and then give a formula that specifies how to obtain all succes-
sive terms. We begin with a simple example and later present a number of
additional examples (see Examples 2.39 and 2.58 and Exercises 2.45).

Example 2.32. Starting with a; = 1, consider the sequence {a,} with
n+1 = v/2ay, for n > 1. We observe that

ay =1, a2:\/§, a3:\/2\/§, a4:\/2\/2\/§,...,

which seems to suggest that the given sequence is positive and increasing.
Hence, the sequence must converge if it is bounded and increasing. It is not
clear how to find an upper bound. However, the following observation might
be useful. “If an increasing sequence converges, then the limit must be the
least upper bound of the sequence” (see the proof of Theorem 2.25). As a
consequence, if the given sequence converges to a, then the limit a must satisfy

a=+V2a, ie.,ala—2)=0,

so that a = 2, for a = 0 is not possible. By the method of induction, it is easy
to prove that 0 < a,, <2 for all n > 1. Consequently,

ant1 = V2a, = an(y/2/an) > a, foralln>1,

showing that the sequence {ay} is bounded and increasing. Thus, {a,} con-
verges and in fact converges to 2. ®

The BMCT is an extremely valuable theoretical tool, as we shall see by a
number of examples below.

Example 2.33 (The number e). Let a,, = (14+1/n)", n > 1. The sequence
{an} is called Euler’s sequence. Note that (1 + z)™ > 1+ nz for > 0 and
n > 1, so that for x = 1/n, this gives

1\"
(l—l——) >2 forn>1.
n
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Fig. 2.4. Diagram for Fig. 2.5. a, is eventually inside the strip.

an = (14+1/n)".

If we plot the first few terms of this sequence on a sequence diagram, then it
seems that the sequence {a,} increases and converges to a limit, which is less
than 3 (see Figure 2.4).

First we show that the sequence is increasing (see Figure 2.4). This is
an immediate consequence of the well-known arithmetic-geometric mean in-
equality

N

k 1/k L&
() =

if we choose k=n+1,21 =1,andx; =1+ 1/nfori=2,...,n+ 1. As an
alternative proof, we may use the binomial theorem and obtain

Bl () -8 () )
(i) () (-l
() () )]
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and so {ay} is increasing. Next, we show that the sequence is bounded. Since
El=1-2-3---k>1-2-2---2=2F"1for k > 2. we have

G| "1 1—(1/2)" 1
2<a, <1 — <1 =14 —"1 <14 ——"=3.
<ap < +kz::1k!< +;2,€_1 Ty <Mt

Thus, {a,} is an increasing bounded sequence. By BMCT, it follows that the
sequence {a, } converges to a real number that is at most 3. It is customary to
denote this limit by e, the base of the natural logarithm, a number that plays
a significant role in mathematics. The above discussion shows that 2 < e < 3.
The foregoing discussion allows us to make the following definition:

1 n
e= lim (1 + —> .
n—o00 n

Moreover, by considering the binomial expansion of (1 + x/n)", the above
discussion may be continued to make the following definition of e* for x > 0:

¢ = lim (1+f)n, 2> 0.
n

n—oo

Later, we shall show that this limit actually exists also for < 0 (see Theorem
5.7). Thus, we easily have

1/3

1 n+2 1 3n 1 2 /
i - — = 1 - B RS V-
fm (1-g,) = [(1 ) 1 (1-50) =7

and
n 5n na5
5 5 1
lim (1—1——) = lim <1+—) = lim [(14——) ] = ed.
n—00 n n—00 5n n—00 n

Can we replace 5 in each step of the last of these equalities by a positive
integer?
Moreover, by the product and the quotient rules for sequences, we have

1 n+k . 1 n+k
. " () Jim (1)
lim 1+ oy = lim — = — =6
n—oo n n—00 1 : 1
(trake) (1)
where k is a fixed positive integer. Could k be any fixed integer? Could k be
any positive real number? °

Theorem 2.34 (Convergence of a geometric sequence). Ifr is a fized
number such that |r| < 1, then lim, oo ™ = 0. Further, {r"} diverges if |r| >
1. At r =1, the sequence converges, whereas it diverges for r = —1.
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Proof. We have already proved the first part in Example 2.28 (see also
Example 2.43). If » = 1, the sequence reduces to a constant sequence and
so converges to 1. If r > 1, then 7™ — 0o as n — 00, so the sequence diverges.
Indeed, if » > 1, then 1/r < 1, and so

1 1\
— = (—) — 0 asn — oo,
T
which implies that ™ — co as n — oo.

For r = —1, the sequence {(—1)"} diverges, and if r < —1, then {r"}
diverges, since |r|" — oo as n — o0. [

Example 2.35. For p > 0, we easily have

" 0 if |r] <1,
. r .
lim — =4 > ifr>1,
nree does not exist if r < —1.

Indeed, for |r| < 1, let a,, = r™ and b, = 1/n?. Then {a,} and {b,} are null
sequences, and so is their product. For » = 1, —1, there is nothing to prove.

For r > 1, we write r = 1 + 2 with > 0. Let k£ be a positive integer such
that £ > p. Then for n > 2k,

(1+@">(Z%ﬁ_HM—1%HM—k+1M$>(ﬁy$

k

k! 2/ kU
since n — k 4+ 1 > n/2 for each k. Hence, since k — p > 0, it follows that

(1+2)" > a n* P 500 asn— oo
np 2k k! ' i

Example 2.36. Find lim,,_,o 7" /(1 + 72") for various values of r.

Solution. Set a, = r"/(1+r>"). We need to find lim,,_, a,, for various values
of r. For r = 1, we have a,, = 1/2, showing that lim,, o a, = 1/2. For r = —1,
we have a,, = (—=1)"/2, so that {a,} diverges. On the other hand, for |r| < 1,
let ¢, = 1+ r?". By Theorem 2.34, lim, ,oo ¢, = 1 and lim,_, ™ = 0.
Therefore, by the quotient rule,

" limy, oo 7™ 0

I - )
nbo T4 20 limyoo(1 +720) 1

r

Similarly for |r| > 1, we have 1/|r| < 1, and so using the above argument, we
see that
r’ 1/ 0
lim ——— = lim ————=-=0.
nooo 14720 nbee 14 1//20 1

We conclude that {ay},>1 converges for all r # —1. °
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Theorem 2.37. Let {a,} and {b,} be two convergent sequences such that
a, — L and b,, > M asn — oco. We have
(a) |lan| = |L| as n — oo;
(b) if ap, < by, for alln > Ny, then L < M.
Here (b) is often referred to as the limit inequality rule.

Proof. We prove case (b) by contradiction. Suppose that a,, — L, b, — M,
and L > M. Then with e = (L — M)/2, there exists an N such that

L—e<a,<L+e¢ and M—ec<b,<M+e foralln>N.

In particular,

L+ M
2
which is a contradiction to the hypothesis that a, < b, for all n > Nj.

Therefore, our assumption is wrong, and hence we must have L < M.
The proof of case (a) follows from the fact that ||an| — |[L|| < |a, — L|. m

b, <M +e=

=L—-—e<a, foralln>N,

Corollary 2.38. Let {b,} be a convergent sequence such that b, — M as
n — 0o, and by, > 0 for all sufficiently large n. Then M > 0.

Proof. Set a, =0 for all n in Theorem 2.37. [

Example 2.39. Consider the following sequences {ay, }n>1:

(@) ap=1/n*+1/(n+1)>+---+1/(2n)%

(b) a1 =1, ant1 =v2+a, forn>1;

(€) a1 =2, ans1 = (1/2)(an +2/ay,) for n > 2;

(d) a1 = @ and an41 = (an + B/ay,)/2 for n > 1, where o > 0 is arbitrary and
[ is a fixed positive number.

In each case, determine whether the sequence converges.

Solution. (a) Clearly 0 < a, < (n+ 1)/n? for all n > 1, since each term
(except the first) in the sum is strictly less than 1/n?, and so {a,} is a bounded
sequence. Also, for n > 1,

1 1 1 1 1 1 1

—— —=———_ <0,

= <= = <
2n 4 1)2 + (2n+2)2 n? = 4n? + 4n?  n? 2n?

Up41 — Ap = (

that is, ap4+1 < ay, for all n > 1. Thus, {a,} is a bounded monotone sequence
and so converges by Theorem 2.27.
Alternatively, we observe that for all n > 1,

n+1 <

n+1
<
(2n)* —

an )

n2

and so by the squeeze rule, we see that lim, . a, = 0.
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(b) Clearly a,, > 0 for all n > 1. Since a; < 2, by induction we obtain
that ant1 =2+ a, <+v2+2=2for all n > 1. Since

pt1 — an =V2+a, —an, >0 (2—ay)(1+a,) >0,

and since a,, < 2, it follows that the sequence {a,} is monotonically increasing
and bounded; hence it is convergent. We see that

a= lim api1 = lim vV2+a, =v2+a,

which gives (a —2)(a +1) =0, or a = 2.
(c) First we observe that if the given sequence were convergent, then we
would obtain its limit by allowing n — oo in the given recurrence relation:

2
a:—(a—i——), i.e.,a2=20ra=\/§.
2 a

Now we show that the given sequence indeed converges to v/2. We have a; =
2> 42, a, >0, and for n > 1,

n - 22
an_‘_l_\/i:%zo_

(We remind the reader that it does not matter what positive value is assigned
to a1.) Thus, a,, > V2 for all n > 2, and therefore,

n 1 2 1 .
aa:1 =3 (1—}—&) < 5(14—1):1, ie., ant1 < ap forn > 2,
showing that {a,,} is monotonically decreasing and bounded below by 0; hence
it is convergent.

(d) Since « and @ are positive and a; > 0 (arbitrary), the principle of
induction shows that a,, > 0 for all n > 2. Next for n > 1, we have

1 AN (a7 — B)?
2 n
an+l_ﬁzz<an+_) —BzWEO,

mn

so that a%H > (8 for all n > 1. Also, for n > 2,

1 2 _
an_an+1—an_§<an+ﬁ>—uzoa

an 2a,

showing that {ay},>2 is decreasing and bounded below (since all terms are
positive). By Theorem 2.25, we are assured that the sequence converges; call
the limit L. Since a,21+1 > 3 and a, > 0, we must have a,,1 > /B for n > 1
and hence L > /B (see Theorem 2.37). Since a,, — L as n — 00, apy1 — L
as n — 0o. Thus, by the linearity rule,

1 1
L= lim anys = lim 5(CL,HLE)Zg(LjLE), ie,L=1p e
n—r 00

n—00 n L
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Remark 2.40. Example 2.39(c) (also 2.39(d) with 8 = 2 and Exercise
2.68(10)) provides a proof that there is a sequence of rational numbers that
converges to the irrational number v/2. Moreover, using the a,, from Example
2.39(c), we note that

PSR SRS I S & R (AR 6 G2 A W 1
e *T2\275) 12 tTo\12 T 17) T a0

so that a7 is approximately 2.0006. Thus, the sequence {a, } defined in Exam-
ple 2.39(c) provides a practical way of computing a rational approximation
to \/§ ()

2.1.7 The Bolzano—Weierstrass Theorem

It is useful to have necessary and sufficient conditions for the convergence of
sequences. For monotone sequences, BMCT (see Theorem 2.27) shows that
boundedness is such a condition. On the other hand, for general sequences,
boundedness is necessary but not sufficient for convergence. Indeed, we have
seen examples of bounded sequences that do not converge yet have convergent
subsequences. To show that this is true in general, we need to prove a lemma.
It is convenient first to introduce a definition. We say that n € N is a peak
point of {a,} if
a, > ap for all k > n.

Lemma 2.41. FEvery sequence of real numbers contains a monotonic subse-
quence.

Proof. Let {an}n>1 be a sequence of real numbers. We need to construct a
monotone subsequence. Then either the sequence {a,} has infinitely many
peak points or it has only finitely many peak points.

Assume that there are infinitely many peak points n. Let ny be the first
such n with this property (i.e., the smallest peak point) and ng the second
(i.e., the smallest peak point with ny > ny), etc. Thus,

(i) an, > ay for all k € N with & > nq;
(ii) @n, > ag for all k € N with k > ng (> nq).

From (i) and (ii), it follows that
Apy = Gy

We now introduce ngy; inductively as the smallest peak point such that
ng+1 > ng. Consequently,

a’nk Z ank+1 Y

and so {an, }k>1 is a monotonically decreasing subsequence of {ay,}.
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On the other hand, if there are only finitely many n such that
an > ap for all k € N with k£ > n,

then we can choose an integer m; greater than all peak points, so that no
terms of the sequence

{a’m17a’m1+17 am1+27 .. }

have this property. Because m; itself is not a peak point, there exists an my
with meo > my for which
Oy < Gy -

Again, my is not a peak point bigger than all peak points, and so there exists
an mg with ms > mo and
Gmg > Gy -

Continuing the process, we obtain a sequence {am, }x>1 that is a monotoni-
cally increasing subsequence of {a, }. This completes the proof. [

We see that if a sequence is bounded, then even though it may diverge, it
cannot behave “too badly.” This fact follows from Lemma 2.41 together with
BMCT.

Theorem 2.42 (Bolzano—Weierstrass). FEvery bounded sequence of real
numbers has a convergent subsequence (a subsequence with a limit in R). That
is, if {an} is a sequence such that |an| < M for all n > N, then there exist
a number 1 in the interval [-M, M| and a subsequence {an, } such that {an,}
converges to .

Proof. Let {ay} be a bounded sequence of real numbers. By Lemma 2.41, it
has a monotonic subsequence, say {a,, }. Because {a, } is bounded, so is every
subsequence of {a, }. Hence by BMCT, {a,, } converges. [

Next we remark that {sinn} is a bounded sequence. What is the behavior
of sinn as n — oo? According to Theorem 2.42, there must exist at least one
number [ in [—1, 1] such that some subsequences {sinny} will converge to .
A discussion of this surprising fact is beyond the scope of this book. However,
we can prove that every number [ in [—1, 1] has this property.

We note that the Bolzano—Weierstrass theorem says nothing about unique-
ness, for if a, = (—1)", then as, — 1 and as,—1 — —1 as n — oc.

Example 2.43. Fix r such that 0 < r < 1, and consider the sequence
{an}n>1, where a, = r"™. Then a, > 0 for all n > 1, and the sequence is
decreasing, because

ap — Gpt1 = (L=1)r" > 0.
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Thus, {a,}, being a decreasing sequence that is bounded below by zero, con-
verges; call the limit a. Also, since

agn = (r")(r"),

{az,} converges to a®. On the other hand, {as,} is a subsequence of {a,},
and hence by the uniqueness of the limit, we have a? = a, i.e., a = 0 or 1.
Clearly a # 1, since {r"} is decreasing and r < 1. Hence {r"} converges to 0
whenever 0 < r < 1 (see also Theorem 2.34).

By the squeeze rule, the inequalities

—[r* <" <"

show that lim,,_,oc 7" = 0 for —1 < r < 0 also.
The same idea may be used to show that lim,, at/" =1for0<a<1
(see also Example 2.18(a)). °

2.1.8 Questions and Exercises
Questions 2.44.

1. If a,, = a as n — oo, must the set {n: a, & (a —€,a+ €)}, where ¢ > 0,

be finite?

Is it true that a sequence {a,} is null iff {]a,|} is null?

Is every convergent sequence null? How about the converse?

Is the sum of two null sequences always null?

Does an alternating sequence always converge? Does it always diverge?

Is every convergent sequence monotone? Is every monotone sequence con-

vergent?

Can a bounded sequence be convergent without being monotone?

Does every divergent increasing sequence diverge to co? How about a

divergent decreasing sequence?

9. Can we say that {as, a4, a1, a2, as, ag, a7, . ..} is a subsequence of {ay, }n>17

10. Does every sequence have at most a countable number of subsequences?
Does there exist a sequence with an uncountable number of subsequences?

11. Suppose that {a,} and {b,} are two sequences such that one converges to
0 while the other is bounded. Does {a,b,} converge? If so, to what limit?

12. Suppose that {a,} is bounded and « € (0,1) is fixed. Does {a™a,} con-
verge? If so, does it converge to 07

13. Suppose that {a,} is a bounded convergent sequence such that |a,| < M
and the sequence has limit a. Must |a] < M?

14. Suppose that {a,} is increasing and bounded above by M. Must we have
a, — L for some L? Must L < M?

15. Suppose that {a,} is decreasing and bounded below by m. Must we have
a, — [ for some [? Must [ > m?

SOt N

® N
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16.

17.
18.
19.
20.
21.
22.
23.
24.

25.

26.

27.

28.
29.
30.
31.

32.

33.

34.

35.
36.

37.
38.
39.
40.

2 Sequences: Convergence and Divergence

Let {a,} be a sequence of nonnegative real numbers, p € N, and a €

[0,00). Is it true that {a,} converges to a if and only if {a,l/ P1 converges
to a'/P?

Let {a,} be a null sequence of nonnegative real numbers, and p € R. Must
{a?} be a null sequence? Is {1/nP} a null sequence?

Let {a,} be a sequence of positive real numbers. Is it true that {a,}
diverges to oo if and only if {1/a,} converges to 07

If {a,} is a sequence of real numbers such that {a,/n} converges to [ for
some [ # 0, must {a,} be unbounded?

If {ay,} converges to 0, must {(—1)"a,} converge to 07

If {a,} converges to a nonzero real number a, must {(—1)"a,} oscillate?
If {ay} diverges to oo, must {(—1)"a,} oscillate?

If {|an|} converges to |a|, must {a,} be convergent either to a or to —a?
How about when a = 07 Does the sequence {(—1)"} address your concern
for this question?

If {a,} converges and {b,} diverges, must {anb,} be divergent? Must
{an + b, } be divergent?

If {a,} and {b, } are divergent, must {a,b,} be divergent? Must {a, +b,}
be divergent?

Suppose that {a,} is an unbounded sequence of nonzero real numbers.
Does {ay} diverge to oo or —oo? Must {|a,|} be divergent to co? Must
{1/a,} be bounded?

Suppose that {a,} is bounded. Must {1/a,} be bounded? Must {a,/n}
be convergent?

If {a,} and {a,b,} are both bounded, must {b,} be bounded?

If a; =1 and apy1 = an, + (1/ay,) for n > 1, must {a,} be bounded?

If {an} and {b,} are both increasing, must {a,b,} be increasing?
Suppose that {a,} and {b,} are two sequences of real numbers such that
lan, — bn| < 1/n for large n, and a, — a as n — oo. Does b, — a as
n — 0o?

If {ay} is a sequence such that {(a, —1)/(a, + 1)} converges to zero, does
{an} converge?

If {a,} converges to a, must {a?} converge to a?? Does {aP} converge to
aP if p € N?

Suppose that b, — b as n — oo and b # 0. Must there exist an R > 0 and
a positive integer N such that |b,| > R for all n > N?

If {a2} converges, must {a,} be convergent?

Suppose that {a2} converges and a,, > 0. Can {a,} be convergent? Can
{an} be convergent?

If {a2} converges to a, must {|a,|} converge to \/a?

If {a3} converges to a®, must {a,} converge to a?

Can there exist a divergent sequence that is monotone?

Can there exist a divergent sequence {s,} such that s,+; — s, — 0 as
n — oo?



41.

42.

43.

44.
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If {a,} is an increasing sequence of real numbers that is bounded above
and L = lim,, .o a,, must we have a,, < L for all n?

If {a,} is a decreasing sequence of real numbers that is bounded below
and L = lim,_ .. a,, must we have a,, > L for all n?

If 0 < a < 1, does it follow that lim,_,. a'/2" = 1? Does it follow that
limy o0 al/3" =17

Let a, = (1 +1/n)" and b,, = (1 + 1/n)"**, where k is a fixed integer.
Do we have lim,,—oo @y, = lim,,_yo0 by, = €7

Exercises 2.45.

1.

Show that
. 1 . 3dn+1 3 . n3-3
dm T3y Ao,y and o lim o —a— =0

If € = 0.001 is chosen, find N in each case such that for n > N we have

n3—3
nt

3n+1 3
— 2/ <0.001, and
on+ 1 2’ <0000 an ’

n 1
2n+3 2

‘ < 0.001,

‘ < 0.001.

Construct three sequences such that a, < b, < ¢, for all n > N,
lim, o0 ap, = L and lim, .., ¢, = M for some real numbers L, M, but
lim,, o by, does not exist.
Suppose that {an}n>1 and {b,},>1 are two sequences of real numbers
such that lim,, o a, = oo and lim,,_,o b,, = L, where 0 < L < co. Show
that lim,, o anb, = co. Using this, show that

n3—3 3"

lim =00 and lim ——— =
n—oo N + 2 n—oo N2 -+ (—1)”

. Which of the following sequences are monotone? bounded? convergent?

{w} {207}, {2} flog(n+1) - logn}. {371—5}.

n 2n 2n

For p > 0 and |c| < 1, prove that {c"}, {nPc"}, and {n?/n!} are all null
sequences.

. Using BMCT, show that a'/” — 0 as n — oo, where 0 < a < 1. Is it

possible to use BMCT to show that n*/™ — 1 as n — oo?
Which is larger in each of the following:
(i) 1000199 or 10019997 (ii) (1 + ook or 27

Define a,, recursively by a1 = v/2 and anp1 = /2 + Vay for all n > 1.
Show that the sequence {ay}n>1 is convergent. Find its limit.

Define a,, recursively by a; = V2 and ant1 =2+ ay, for all n > 1. Show
that the sequence {ay},>1 converges to 2.

) 100000
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10.

11.

12.

13.

14.

15.

2 Sequences: Convergence and Divergence

For each of the following sequences, show that there is a number L such
that a,, — L. Find also the value of L.

(a) {an}, where ay =1 and ap41 =1+ /a, forn > 1.

(b) {an}, where ay =3 and a1 =3+ \/a, forn > 1.

(c) {an}, where a; = L (L > 1) and an41 = \/a, for n > 1.

(d) {an}, where ay >0, az > 0, and a1 2 = \/ay + \/any1 for n > 1.

(e) {an}, where a1 =1 and a,41 = %(Zan +3) forn > 1.

(f) {an}, where a1 =1 and a, 41 = a,/(1 + a,) for n > 1.

(g) {an}, where a; = a >0 and an41 = /(aB2 +a2)/(a+1) (B> a).
Suppose that a sequence {a,} of real numbers satisfies 7a,1 = a2 + 6
forn>1.1fay = %, prove that the sequence increases and find its limit.
What happens if a; = % or a; = %?

Test each of the sequences given below for convergence. Find its limit if
it converges.

(a) a1 =1 and a,41 = V/5an. (b) a1 =1 and a,11 = V5an,.

(c) a1 =1 and ayi1 = /5 + an.

Show that if a; > b1 > 0, an+1 = Vapby, and by11 = (an + by)/2, then
{an} and {b,} both converge to a common limit.

Let {a,} be a sequence of positive real numbers such that a, 11 < ra,, for
some r € (0,1) and for all n. Prove that {a,} converges to 0.

In the following problems, state whether the given sequence {a,} is con-
vergent or divergent. If it is convergent, then determine its limit. Here a,,
equals

nm

(a) 24+ (=1)".  (b)n2+(-1)") (c) ncos (7>

3n? —logn
2008/n
(g) n2008/n. (h) nl/(n+2008). (i) (n + 1)1/(log(1+n))'
. 0" F6" 1/n
3) T (k) (logn)™/™. ) V/n(n+1)—n.
nl)/n 1 . /nm 5n+1
(m) ( 31 . (n) logn —log(n +1). (o) —sin (?) + mE6
() (an+7)". (q) L9 " (r) (n+2008)/".
a +a""
6 LX) L @eR.  (wn(/-1)
ar —n’ n! ' '
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2.2 Limit Inferior, Limit Superior, and Cauchy
Sequences

Consider a sequence of real numbers {a, },>1. Then for each fixed k € N, let
My, = sup{ak, agt1, ...} :=sup{a,: n >k}

if the sequence is bounded above, and M}, = oo if it is not bounded above.
Clearly, My > My, for every k. Similarly, let

my, = inf{ak, agt1, ...} :=inf{a,: n >k}

if the sequence is bounded below, and mj = —oo if it is not bounded below.
Clearly, my < my41 for every k. Consequently,

mp <mo <o <myp <mggr <o < Mg KM <2 < Mo < ML

Since every monotone sequence has a limit (see Theorem 2.30 if we also allow
+00), the limits

M= lim M; and m = lim my
k—o0 k—o00

both exist. So m < M. We call M and m the limit superior and the limit
inferior, respectively, of {a, }. We denote these limits by

M =limsupa, and lim a,, and m =liminfa, orlim, . a,,
n—oo n— o0 n— o0

respectively. Thus,

limsupa, = lim supa, and liminfa, = lim inf a,.
n—00 k—o0 n>k n—00 k—oon>k

The right-hand sides of these are always meaningful, provided it is understood
that the values of co and —oo are allowed. Note that

M =00 if {a,} is not bounded above,

m = —oo if {a,} is not bounded below,
M = —o0 if lim a, = —o0,

n—oo
m=o0 if lim a, = co.

n—oo

For instance:

(a) For the sequence {ay}n>1, where a, = 1/n, we have
my =inf{1,1/2,1/3,...} =0, mo =inf{1/2,1/3,1/4,...} =0,
and my = 0 for each k > 1. Therefore, it is clear that

m = limmy =0, ie., liminfa, =0.
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(b)
(c)
(d)
(e)

(f)

(g)

(h)

2 Sequences: Convergence and Divergence
Similarly, we see that
1
My =sup{1,1/2,1/3,...} =1, My =sup{l1/2,1/3,1/4,...} = 2

and My, = 1/k for each k > 1. Therefore,

M =lim My =0, ie., limsupa, =0.

limsup,,_,..(—1)" =1 and liminf, o (—1)" = —1.
lim,,—yoc 7 = 00, and so limsup,,_, n? = liminf,,_, o n? = 0.
limsup,,_,..(—n) = —co and limsup,,_,,, n = 0.
oo ifr>1,
oo if |r| > 1, 1 ifr=1,
limsupr” =<¢ 1 if|r|=1, and liminfr"=<¢0 if|r| <1,
nros 0 if|r| <1, e -1 ifr=-1,
—oo if r < —1.

If a, = (=1)"(1 + 1/n), then limsup,, , . a, = 1 and liminf,,_, a, =
—1. Also, we note that as, — 1, as,—1 — —1 as n — 00, and the sequence
{a,} has no subsequences that can converge to a limit other than 1 or
—1. Note also that

3
sup{a, : n > 1} = 5 and inf{a, : n>1} = —2.

The reader is warned not to confuse the supremum of a set with the limit
superior of a sequence, and similarly the infimum of a set with the limit
inferior of a sequence.

limsup,,_,, (=1)"/n =0 = liminf, , (—1)"/n, because for k > 1,

r ...
“DF (—1)F (=1) —— if kis odd,
Mk:sup{( k) , kf 1)’(k )2,...}: ]f"'l
T + — if £ is even,
k
and .
% if k is odd,
mr = 1
— if k£ is even,

so that M — 0 and m; — 0 as &k — oo.
For the sequence {(—=1)"n},>1 ={...,—5,-3,-1,2,4,6,...}, we have

inf{(-1)"n: ne N} =—-c0o and liminf(—1)"n = —o0
and

sup{(—1)"n: n € N} =00 and limsup(—1)"n = oco.



2.2 Limit Inferior, Limit Superior, and Cauchy Sequences

Lemma 2.46. Suppose that {a,} is a sequence of real numbers with

L =limsupa, and ¢ =liminfa,.
n—oo n—00

Then for every e > 0 there exist integers N1 and No such that
an, — L <€ foralln > Ny,
an — L > —e for infinitely many n > N1,

and
an — € > —€ for alln > Na,
an, — € < e  forinfinitely many n > Na,

respectively.
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Proof. By the definition of the limit superior, since L = limg_,o, My, there

exists an integer N; such that
|sup{ak, ak+1,...} — L] = |M — L| < e for all k > Ny,
so that
ar < supf{ag,art1,-..} < L+¢€ forall k> Nj.

That is,
ar < L+ ¢ forall k> Nj.

Again, since M}, > My for every k > 1, we have

L < sup M.
k>1

In particular, this gives

L < M; =sup{ay,az,as,...}.

Thus, by the definition of supremum, there exists an n; such that a,,, > M;—e,

so that
an, > L —e¢.

Now taking k = n4 in (2.1), we obtain that
L < My, =sup{an,,an,+1,-- .},
and so there exists an ns such that

Gny > My, —€>L —¢.

Proceeding indefinitely, we obtain integers ny < ng < --- < ng < ---

that
ap, > L —¢ forall keN,

which proves the second inequality for the case of limit superior.

Similarly, since ¢ = limy_,, my, there exists an integer N5 such that

ar, > inf{ag, agy1,...} > L —€ forall k> Ns.

such
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Theorem 2.47. For any sequence of real numbers {a,}, we have

lim a, =L if any only if limsupa, =liminfa, = L.
n—oo n—oo n—oo
Proof. If L = +00, then the equivalence is a consequence of the definitions of
limit superior and limit inferior. Therefore, we assume that lim a,, = L, where
L is finite.
=: Given € > 0, there exists an IV € N such that

lap, —L| <€, ie,L—€e<a,<L+eforaln>N,

and so
L —e< My =sup{an,ani1,...} < L+e

Thus, {My}r>n is a bounded monotone sequence and hence converges.
That is,
L—e< lim My =limsupa, <L +e.
N—o0 n—oo
Since € is arbitrary, limsup, ,. an, = L. A similar argument gives
liminf,, oo a,, = L.

«: Conversely, suppose that L = limsup,,_, ., an = liminf, o a, = £.
Since £ = L, by Lemma 2.46 we conclude that there exists N = max{Ny, Na}
such that

L—e<a,<L+e forallk> N.

This proves that limg_ .., ar = L, as desired. u

For any bounded sequence {ay}, we see that {M) — my} is increasing
and converges to M — m. Thus, using Theorem 2.47, we may formulate the
definition of convergence of a sequence as follows.

Theorem 2.48. A sequence {a,} of real numbers is convergent if and only if
it is bounded and { My, — my} converges to zero, where M}, = sup{a,: n >k}
and my, = inf{a,: n > k}.

Alternatively, Theorem 2.42 can be seen (without using Lemma 2.41) as
an immediate consequence of the following result, which in particular, shows
that there are subsequences converging to m and M. Moreover, m and M
are, respectively, the smallest and the largest possible limits for convergent
subsequences.

Theorem 2.49. Let {a,} be a bounded sequence of real numbers and let
S ={z eR:ay,, — x for some subsequence ay, }.

If m =liminf a,, and M = limsup a,,, then {m, M} C S C [m, M].
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Proof. First we prove that M € S. For this, we need to show that there exists

a subsequence {ay, }x>1 such that for each given € > 0, there exists an integer
N such that
lan, — M| < e forall k> N.

By Lemma 2.46, there exists an integer N; such that
ar, < M +e€ forall k > Ny (2.2)
and np < ng < -+ < ng < --- such that
ap, > M — € forall k€ N. (2.3)
Combining (2.2) and (2.3), we infer that
M-—e<an, <M+e, ie,|ap, —M|<eforalng>N,

and so M is the limit of a subsequence of {a,}. The assertion about m has a
similar proof. Thus, {m, M} C S.

Next we prove that S C [m, M]. We assume that a,, — = as k — co. We
shall show that x € [m, M]. Equation (2.2) shows that

an, < M + € for sufficiently large n,

and so
ap, < M + € for sufficiently large k.

The limit inequality rule gives that
r < M +e,

and since € > 0 is arbitrary, it follows that x < M. The proof for m < z is
similar. ]

Corollary 2.50. A sequence {a,} of real numbers converges if and only if S
is a singleton set. That is, lim a,, exists.

In view of Theorem 2.49, we have the following equivalent definition: If
{an} is a bounded sequence of real numbers, then M and m, the limit supe-
rior and the limit inferior of {a,}, are respectively the greatest and the least
subsequential limits of {an}.

Theorem 2.51. Suppose that {an}tn>1 and {bn}n>1 are two bounded se-
quences of real numbers. Then we have the following:

(a) limsup,,_, oo (an + by) < limsup,,_,. @y + limsup,,_, . bn-

(b) liminf,,,« (a, + b,) > liminf, o a, + liminf, o b,.

(¢) limsup,, , an < limsup,,_, b, and liminf, . a, < limsup,_,. b, if
an < by for alln > 1.
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(d) limsup,, o (anby) < (hmsupnHOO an) (limsupnﬁoo bn) if an, > 0,
b, > 0.
(€) limint o (anby) > (lim inf o0 an) (hm inf o0 bn) ifan >0, by > 0.
Proof. (a) and (b):
Method 1: As usual, for each fixed k € N, let
My, = sup{ak, agt1,...} and Py = sup{bg,brt1,...}.

Then
an < My and b, < P, foralln>k,

and therefore
anp +b, < My + P, foralln >k,

which shows that M}y + P is an upper bound for
{ax + bk, agt1 + by, ...}
Consequently,
sup{ar + bi, apt1 + bkg1, ...} < My + Py,
and thus

limsup{ag + bk, ag41 + bkt1, ...} < lim (Mg + P;) = lim My + lim Py,
k—o00 k— o0 k— o0

k— o0

which, by the definition, is equivalent to (a). The proof of (b) is similar and
so will be omitted.

Method 2: Since {a,+by, }rn>1 is a bounded sequence (by hypothesis), Lemma
2.46 shows that there exist integers N1, No, N3, and N4 such that

arp < Lo +¢€/2 forallk>N; and ap>{,—€/2 forall k> N
and

b < Lp+¢/2 forallk> N3 and by >0, —¢/2 forall k> Ny,
respectively. Here
L, =limsupa,, {,=liminfa,, L, =Ilimsupb,, and ¥, =Iliminfb,.

Thus,
arp +br < Lo+ Ly + ¢ for all k> max{Ny, N3}

and
arp +bp >y + V0, —e forall k> maX{NQ,N4}.
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Since € > 0 is arbitrary, (a) and (b) follow.
(c) Since a,, < b, for all n > 1, it follows that

M, <P, and my < pyg,

where my, = inf{ay, ag+1,...} and pp = inf{by, bg41, . ..}. Taking the limit as
k — oo yields the desired conclusion. ]

Observe that if a,, = (—1)" and b, = (—1)"!, then we have
an+b,=0 foralln >0, limsupa, =1=Ilimsupb,.
We may also consider

(0 if n = 2k, nd b { (CDFifn =2k,
CEV (D) i =20—1, ™Y T l0 ifn=2%k-1,

so that

b = (—=D)F  if n = 2k,
I T = ()M if =2k — 1.

In either case, the equalities in (a) and (b) of Theorem 2.51 do not always
hold.

If
2 if n is odd,

1if n is odd,
ap = e
1if n is even,

2 if n is even, and by = {

we see that equality in each of (d) and (e) of Theorem 2.51 does not hold.

2.2.1 Cauchy Sequences

If a sequence {a,, } of real numbers converges to a number a, then the terms ay,
of the sequence are close to a for large n, and hence the terms of the sequence
themselves are close to each other “near a.” This intuition led to the concept of
Cauchy' sequence, which helps us in deducing the convergence of a sequence
without necessarily knowing its limit. Moreover, unlike theorems (such as
BMCT) that deal only with monotone sequences, we have theorems on Cauchy
sequences that deal with sequences that are not necessarily monotone.

Definition 2.52 (Cauchy sequence). A sequence {an,} C R is called a
Cauchy sequence if for each € > 0 there is a positive integer N such that
m,n > N implies |a, — an| < €. Equivalently, we say that a sequence {a,} is
Cauchy if for each € > 0 there is a positive integer N such that

|@ntp —an| <€ foralln >N and for all p € N.

! Augustin-Louis Cauchy (1789-1857) is one of the important mathematicians who
placed analysis on a rigorous footing.
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For example, if a,, = (—1)""1/n, then {a,} is Cauchy; for

(ot

n m

1 1 2
lan, —am| = <—4+—<— ifm>n.
n m n

Our first result is algebraic.

Theorem 2.53. Every convergent sequence is a Cauchy sequence.

Proof. Suppose that a, — a as n — oo, and let € > 0 be given. Then there
exists an N such that

|an—a|<§ for all n > N.

Therefore, for m,n > N, we must have
€

2

€
|an—am|=|(an—a)—(am—a)|§|an—a|+|am—a|<§+ =6

and hence {ay} is a Cauchy sequence. [

Theorem 2.53 gives a necessary condition for convergence. Equivalently,
if a sequence is not Cauchy, then it cannot be convergent. Thus, Theorem
2.53 can be used to show the divergence of several nontrivial sequences. For
example, we have the following:

(a) Neither {n},>1 nor {1+ (—1)"},,>1 is Cauchy.
(b) If s, = > p_; 1/k, then {s,},~, is not Cauchy, because for any n € N
(with m = 2n), -

el

2n n
1 1 1 1 1 1 1
n — Sp = — —_ = _ > J— = —.
San 8 kz_‘; ];k il ni2 T, "(2n> 2

Thus, the sequence {s,} is not convergent.
(c) Similarly, if s, = > p_, 1/(2k — 1), then {s,},~, is not Cauchy (and
hence is not convergent), because for any n € N,

1 1
82"_5":];%—1_;%—1
1 1 1

o+l 2ma3 T onron—1
> (=) > () = 5
"m—1) 7"\ 4 T 1

(d) Finally, consider the sequence {xz,} given by

10z,
ro=0 and aan:% for n > 0.
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Then {x,} does not converge, because it is not Cauchy. Indeed,

6 6
r, >0 foralln>1 and xn+1—xn=xn+g>g,

showing that {z,} is not Cauchy.
We also remark that a sequence {s,} that satisfies the condition
Sp+1 —Spn — 0 asn — o0
is not necessarily a Cauchy sequence (e.g., s, as above or s,, = logn).
Theorem 2.54. Cauchy sequences are bounded.

Proof. The proof is similar to that of the corresponding result for convergent
sequences (see Theorem 2.7). For the sake of completeness we include a proof
here. Consider a Cauchy sequence {ay},>1. Then by definition, there exists
a positive integer N € N such that

|am —an| <e=1 foralln>m>N.

That is, with m = N, we have |a,| < 1 + |an] for all n > N. We conclude
that {an}n>1 is bounded. n

An interesting fact which that Cauchy sequences important is that the
converse of Theorem 2.53 is also true. Our next task is to prove this result,
which is also called the general principle of convergence.

Theorem 2.55 (Completeness criterion for sequences). A sequence is
convergent if and only if it is a Cauchy sequence.

Proof. The first half of the theorem has already been proved. Thus, we have
to show that every Cauchy sequence of real numbers converges. To do this,
we begin with a Cauchy sequence {a,}. Then {a,} is bounded by Theorem
2.54. Let € > 0. Then there exists an N = N (e) such that

|an — am| < % whenever n > m > N. (2.4)
Method 1: In particular, taking m = N in (2.4), it follows that

|an—a]\;|<§7 ie., —%+aN<an<§+aN for all m > N.

This shows that ay — (e/2) and ay + (¢/2) are, respectively, lower and upper
bounds for the set

X, ={an,any1,...} ifn>N.
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Note that X,, O X411 2 -+ and if M,, = sup X,,, then M,, > M, 1 > ---.
Thus, for n > N,

e . €
an — 3 <inf{an, ani1,--.r <sup{an,ans1,...} <an+ 2

which gives
€
)

€ . €
sup{an, any1,...} < an + 3 < inf{an,ans1,...}+ 3+5

so that for n > N,
sup{an, ani1,...} < inf{an, any1, ...} +e

Thus, by definition,
limsup a,, < sup{an, ani1,...} <inf{an,,ani1,...} +€ <liminfa, + ¢
Since this holds for every ¢ > 0, we have

limsup a,, < liminf a,,.
n—o0 n—0o0

The reverse inequality always holds, so that

lim sup a,, = liminf a,,.
n—o00 n—0o0

Hence {a,} converges by Theorem 2.47.

Method 2: Assume that {a,} is a Cauchy sequence. Then by the Bolzano—-
Weierstrass theorem (Theorem 2.42), {a,} has a convergent subsequence, say
{an, }- Let a = limg_, o0 ap,,. Then there exists an Ny such that

€
lan, —al < 3 whenever k > Nj.

We need to show that a = lim,_, a,,. Choose k large enough that n; > N
and k > Nj. Then because {a,} is Cauchy, (2.4) is also satisfied with m = ny.
Thus, {a,} converges, because

€

5 = ¢ whenever n > N. ™

€
|an_a|§|an_ank|+|ank_a|<§+

Definition 2.56 (Contractive sequence). A sequence {ay}n>1 is said to
be contractive if there exists a constant A € (0,1) such that |ap+1 — an| <
Man — an—1| for all n > 2.

Theorem 2.57. Every contractive sequence is Cauchy (and hence convergent
by Theorem 2.55). What happens if one allows A =17
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Proof. Assume that {ay},>1 is a contractive sequence. We find that ay # as;
otherwise, {a,} reduces to a zero sequence, which converges trivially. We see
that

lan+1 — an| < X' Hag — ag],

and so for m > n > N, we have

|am - an| = |(am - am—l) + (am—l - am—2) + -+ (an—i-l - an)|
_ [)\m—2 +)\m—3 +...+)\n—1]|a2 _ a1|
)\nfl 1 — \m—n
- el
)\nfl N-1

— <
aeeals T

< |a2—a1|.

Since A € (0,1), given € > 0, we can choose N = N(¢) such that
)\N—l
1-A

|a2 —a1| < €,

showing that |a,, — a,| < € for all m > n > N. Thus {a,} is a Cauchy
sequence and hence converges.
Note that if a,, = y/n, then

1 1
Api1l — ap =VNn+1—+/n= < =Qp — Gp—1,
+ ¥ MV s vy S :
but {y/n} is not a Cauchy sequence. [

Example 2.58. Define a,, inductively by
ant1 = 3(an + an_1) forn>2,

where a; and ag are fixed real numbers. Does the sequence {a,} converge? If
it converges, what is its limit?

Solution. For definiteness, we may assume that a1 < as. For n > 2, we have

Aptl — Qp = —%(an —Qp_1) == (— 1)7171(c12 —ay). (2.5)

2
Method 1: If n is even, then the factor on the right, namely (—1/2)""(as —
a1), is negative, and so a,4+1 — a,, < 0, and if n is odd, this factor is positive,
and so the reverse inequality holds. Thus {as, } is decreasing, whereas {azn+1}
is increasing. Observe that {a,} is not a monotone sequence but is bounded.
By BMCT, both {az,+1} and {az2,} converge. In order to show that {a,}
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converges, it suffices to prove that these odd and even sequences converge to
the same limit. We now begin by observing that (2.5) gives

1\2n—1
A2n+1 = A2p + (— —) (a2 —a1),

2
showing that lim, oo aopy1 = lim, o as,. Therefore, {a,} converges to a
limit [, say. To obtain the limit, it suffices to note from the definition that
Gp—1

+ g, + +2
an = =a, = =ay+ —.
+1 2 2 2 2

Now allow n — oo and get that

! 2
l+5=am+D, e, 1:%.

Method 2: One could directly prove the convergence of {a,,} by showing that
it is Cauchy. Indeed, using (2.5), it follows that for m > n > 2,

|am_an| < |am_am—l|+"'+|an+1_an|
1 1 1
=(-a) o taat toag

ag — ay 1 1
= = |1 - _
2n—1 |: + 2 + 2m—n—1:|

e[ <

Now let € > 0 be given. Choose N large enough that

a2 — a1
9N—2

Thus for all m > n > N, we have
|am — an| <€,

showing that {a,} is a Cauchy sequence and therefore converges. To get the
limit value, by (2.5), we may write a,1 as

apt1 = a1+ (az —a1) + (as —az) + - + (any1 — an)
1 1\n—1
—a1+(a2_0’1)|:1—§+"'+(—§) ]

1 )720,24—0,1

= —
1512 3 as n — 0o,

—>a1—|—(a2—a1)(

so that {a,} converges to (2a2 + ay1)/3, as desired. o
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Lemma 2.59. Let {a,} be a sequence of positive numbers. Then we have

a a
lim inf —2 < lim inf a,ll/" <« := limsup a,ll/" < L :=limsup ntl

n—o0  Qp n—oo n—o00 n— o0 QAn,

Proof. We need to prove that o < L. This is obvious if L = oo, and so we
assume that 0 < L < co. To prove o < L, it suffices to show that

a <X forany A with L < A\ (2.6)

So we let L < A\. Then since

L = limsup &n

L — lim [sup{M : nZk}} < A,
k—oo

425 Qn

there exists a natural number N such that

sup{@"+1 : nZN}<)\,

Qn

which gives
M</\ for alln > N,
an

so that for n > N,

aAN+1 AN 42 (79 n—N
an:aN(_)(_)...( )<>\ ax.
an AN +1 Qp—1

Therefore,
al/™ < /\17N/"a}v/" forn > N,

where \ and ay are fixed. Since lim, . a’/™ = 1 for a > 0 (see Example
2.18(a)), it follows that

a = limsup al/™ < \.

Consequently, (2.6) holds. The proof for the first inequality in the statement

is similar, whereas the middle inequality in Lemma 2.59 is trivial. [ ]
Corollary 2.60. Let {a,} be a sequence of positive numbers. If L = lim a;“
n—oo n
then lim a}/n = L.
n—oo

Example 2.61. Consider a,, defined by

n’ll

n+1)(n+2) - (n+n)

an =
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Suppose we wish to compute lim a;/" (see also Example 7.16(a)). It is easier
to apply Corollary 2.60. Now we have (by Example 2.33)

Any1 (n+1)"(n +1)2 (1+1/n)"(1+1/n)?

0 G+ D)(2n+2) @+ 1/m)@2+2m) 4 ST

and so lim a}/ " = e/4. Similarly, it is easy to see that
nt/n 1
lim (n!) =-. °
n—00 n e

We shall provide a direct proof of Corollary 2.60 later, in Section 8.1.
However, it is natural to ask the following: if a,, > 0 for all n and lim,, . a,lz/ "

exists, does lim,, ;o0 @n41/an exist? Clearly not. For example, set
ay = 3fn+(71)n'
Then a,, > 0 and al/™ = 3en/n — olen/n) log3  where
ca  —n+ (1) (—1)"
n

n n

— —1 asn — oo,

which shows that ay/" — e~ 1083 = 1/3. On the other hand,

o 372 if n is even.

apyr 3 genti—cn _ 3-1-2(-1)" _ {3 if n is odd,
an 3en N N

This shows that

1 n . n
77 = lim inf 22+ < 1 < limsup ot

n—0o0  Ap n—o00 (79

:3,

and lim, o0 @nt1/a, does not exist. The above construction helps to generate
many more examples. For instance, consider a,, = 2-"t(=D",

2.2.2 Summability of Sequences

Our aim here is to attach “in some sense” a limit to divergent sequences, while
realizing at the same time that any “new limit” we define must agree with
the limit in the ordinary sense when it is applied to a convergent sequence.
More precisely, if {s,} possibly diverges, we introduce “another method of
summation” by replacing lim,,_, o, s, by

n
. 1
lim o,, whereo, = — E Sk.

Here the {0, } are called Cesaro means® (of order 1). Note that {o,} is pre-
cisely the average of the first n terms of the sequence {s,}, and hence {o,}
is also called a sequence of averages.

2 Ernesto Cesaro (1859-1906) was an Italian mathematician who worked on this
problem in early stage of his career.
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Definition 2.62. If {s,}n>1 is a sequence of real numbers, then we say that
{sn}n>1 is (C,1) summable to L if the new sequence {oy, }n>1 converges to L,

where
n
1
Op = — E Sk
n
k=1

In this case, we write
sn—L (C,1) or s, —L (Cesaro) or lim s, =L (C,1).
n—oo

Next, consider a sequence {s,} of real numbers such that o, — 0 as
n — oo but {s,} is not convergent.

Example 2.63. Suppose that s, = (—1)"~! for n > 1. Then

0 if n is even
on =<1 n €N,
— if n is odd
n
and so 0, — 0 as n — oo. Thus, {(—1)""1},>; is (C, 1) summable to 0, and

we write
lim (-1)""'=0 (C,1). ®

n—oo

All convergent sequences are (C, 1) summable to their limits. More pre-
cisely, we have the following result.

Theorem 2.64. If s, — x, then s, — z (C,1).

Proof. Suppose that s,, - = as n — co. We need to prove that

n

1

On = — S — X asn — oo.
k=1

Clearly, it suffices to prove the theorem for the case z = 0. So we assume that
$n — 0. Then given € > 0, there exists an N € N such that |s,| < ¢/2 for all

n > N. Now for n > N,
n
k=1 k=N+1

k=1
N N
e M €
(E_ |Sk|> n—N)§<7+§, M—kE:1|S]€|.

Note that M is independent of n and 1/n — 0 as n — co. Consequently, given
€ > 0, there exists an N; such that

n
1
sOILT
n
k=1

and so o, — 0 whenever s,, — 0. |

|

I
Sk

<§+§:e for all n > Ny,
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As a consequence of Theorem 2.64, we easily have

(a) lim,oo(1/n) 325, kE =1
(b) limy, oo (1/n) 3opy n/(V? + k) = 1;
(¢) limy,oo(1/n) > 4 1 1/(2k—1) = 0.

Theorem 2.64 can also be obtained as a consequence of the following result.

Theorem 2.65. Let {s,,} be a sequence of real numbers and {oy} its Cesaro
means of order 1. Then we have

liminf s, <liminfo, < a:=limsupo, < L := limsup s,. (2.7)

n—roo n—r oo n—oo n—oo
In particular, Theorem 2.64 holds.

Proof. We need to prove that o < L. This is obvious if L = oo, and so we
assume that L < co. In order to prove a < L, it suffices to show that

a <A forany A with L < A\.

So we let L < A. By the definition of L, it follows that there exists an N such
that s, < A for all n > N. Now for n > N,

1 N n M 1 N
= <Ay lmoNy, M= .
) nlz+ 3 ] LGS VAN o

k=N+1

Fix N, and allow n — oo, and take limit superior on each side to obtain
a <\ forany A with L < \.

It follows that o < L. The proof for the first inequality in (2.7) is similar,
whereas the middle inequality in (2.7) is trivial.

In particular, if lim,_,~ s, exists, then so does lim, ., 0,, and they are
equal, proving the second assertion. [

Now we ask whether a sequence {s,} that diverges to co can be (C,1)
summable.

Example 2.66 (Not all divergent sequences are (C,1) summable). For
instance, consider a,, = 1 for all n > 1. Then

- 1 & 1 & n+1
Sp = ar=n and o, =— S = — k= .
; k n;k n; 2

Note that {s,} is a divergent sequence. Since {oy, } is not convergent, it follows
that {s,} is not (C, 1) summable. °

We have seen examples of divergent series that are not (C,1) summable,
but repeating the process of following arithmetic means may lead to a con-
vergent sequence. This idea leads to (C,2) summable sequences, and further
extension leads to (C, k) summable sequences. We shall discuss this briefly in
Chapter 9.
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2.2.3 Questions and Exercises

Questions 2.67.

1.

10.

11.

12.

13.
14.
15.

16.
17.

Is every convergent sequence bounded? Is every bounded sequence con-
vergent?
Do sequences always have a convergent subsequence?
Must a scalar multiple of a Cauchy sequence be Cauchy? Must a sum of
two Cauchy sequences always be Cauchy?
If {agn—2}, {asn—1}, and {az,} converge to the same limit a, must {a,}
converge to a?
Can an unbounded sequence have a convergent subsequence? Can it have
many convergent subsequences?
Let {a,} be a Cauchy sequence that has a subsequence {a,, } converging
to a. Must we have a,, — a?
Suppose that we are given a sequence of rational numbers that converges
to an irrational number r. Is it possible to obtain many such sequences
each converging to the same limit r?
Suppose that 8 > 0 is given. Is it possible to construct a sequence of
rational numbers converging to /37
Does there exist an example of a bounded sequence having four subse-
quences converging to different limits?
Let a,, = (—1)™. For each fixed N, do we have |a,, — anx| = 0 for infinitely
many values of n? Does {a,, } satisfy the Cauchy criterion for convergence?
Let a, = y/n and p € N be fixed. Then

aner—an:\/n_—l—p—\/ﬁ:

p
m — 0 asn — oo.
Does {a,} satisfy the Cauchy criterion for convergence?
Is every bounded monotone sequence Cauchy? Is every Cauchy sequence
monotone?
Is the sequence {an}, an =14 35 + 55 + - + =5, Cauchy?
If ap+1 — an — 0 as n — oo, must {a,} be convergent?
Does limy, o0 (1/n) Y_p_, (1/k) exist? If so, what is this limit? If not, must
it be co?
Does lim,, 00 (1/4/n) Sop_, (1/Vk) exist? If so, what is this limit?
Must a constant sequence be (C, 1) summable?

Exercises 2.68.

1.

2.

3.

Suppose that p is an integer. Show that if |r| < 1, then the sequence
{nPr"},>1 converges to zero. In particular, r — 0 as n — oo if |r| < 1.
Construct three divergent sequences each having a convergent subse-
quence.

If the subsequences {az,} and {az,+1} converge to a, prove that {a, } also
converges to a.
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10.

11.

12.

13.

14
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. Suppose that {a,} is a sequence of real numbers and lim, . a, = a,
a # 0. For any sequence {b, }, show that
(a) limsup,,_, o (an + by) = lim, 0 @y + limsup,,_, o by
(b) liminf, o (an + by,) = lim, o0 a, + liminf,, o by,.
(c) limsup,, o anby = lim, o0 ap limsup,, , o by.
(d) liminf, o anb, = lim,_« a, liminf, . by,.
. If {aa2,} and {az,+1} are both Cauchy, then show that {a,} need not be
Cauchy. How about if {as,} and {az,+1} both converge to the same limit?
. Show that the following sequences are Cauchy:

@a-S eyl @e -y
a an—kzo T an—kzok!. c an—k:1 TR
. Define a,, = sin(nmr/2). Extract subsequences of {a,} each having the
stated property below:
(a) converging to 1. (b) converging to —1.
(c) converging to 0. (d) divergent.
. Suppose that {a,} is a sequence such that

3
|anto — ant1] < ﬁ|an+1 —ap| forn>1.

Show that {a,} is Cauchy.
Cf |a,| < 1/2 and |apg1 — ango| < (1/8)]a2,, — a2| for all n € N, prove
that the sequence {a,} converges.
Let a1 =1 and ap41 =1+ 1/(1 4 ay) for all n > 1. Is {a,} a Cauchy
sequence? If so, find its limit.
Define a; = 1 and a,,+1 = 1/(3+a,) for n > 1. Show that {a, } converges.
Also, find the limit of the sequence.
If {x,} is a sequence of real numbers such that 11 — 2, — x, show that
Tn/N — T
Show that . .
(a) lim 1 [Te@n+k)!m = 2 (b) lim 1 [[a+r)"= S
n—oom - 4e n—oo Mt e
. Show that if {s,,} and {¢,,} are (C,1) summable to S and T, respectively,
then {s, £t,} is (C,1) summable to S +T.
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