Chapter 2
Automatic Speaker Recognition for Forensic
Case Assessment and Interpretation

Andrzej Drygajlo

Abstract Forensic speaker recognition (FSR) is the process of determining if a
specific individual (suspected speaker) is the source of a questioned voice record-
ing (trace). The forensic expert’s role is to testify to the worth of the voice evidence
by using, if possible, a quantitative measure of this worth. It is up to the judge and/
or the jury to use this information as an aid to their deliberations and decision. This
chapter aims at presenting research advances in forensic automatic speaker recogni-
tion (FASR), including data-driven tools and related methodology, that provide a
coherent way of quantifying and presenting recorded voice as biometric evidence,
as well as the assessment of its strength (likelihood ratio) in the Bayesian interpreta-
tion framework, compatible with interpretations in other forensic disciplines. Step-
by-step guidelines for the calculation of the biometric evidence and its strength
under operating conditions of the casework are provided in this chapter. It also
reports on the European Network of Forensic Science Institutes (ENFSI) evaluation
campaign through a fake (simulated) case, organized by the Netherlands Forensic
Institute (NFI), as an example, where an automatic method using the Gaussian mix-
ture models (GMMs) and the Bayesian interpretation (BI) framework were imple-
mented for the forensic speaker recognition task.

2.1 Introduction

Speaker recognition is the general term used to include all of the many different
tasks of discriminating one person from another based on the sound of their voices.
Forensics means the use of science or technology in the investigation and establish-
ment of facts or evidence in the court of law. The role of forensic science is the pro-
vision of information (factual or opinion) to help answer questions of importance
to investigators and to courts of law. Forensic speaker recognition (FSR) is the
process of determining if a specific individual (suspected speaker) is the source of a
questioned voice recording (trace). This process involves the comparison of record-
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ings of an unknown voice (questioned recording) with one or more recordings of a
known voice (voice of the suspected speaker) [17, 50].

There are several types of forensic speaker recognition [50, 51]. When the rec-
ognition employs any trained skill or any technologically-supported procedure, the
term technical forensic speaker recognition is often used. In contrast to this, so-
called naive forensic speaker recognition refers to the application of everyday abili-
ties of people to recognize familiar voices.

The approaches commonly used for technical forensic speaker recognition in-
clude the aural-perceptual, auditory-instrumental, and automatic methods [51].
Aural-perceptual methods, based on human auditory perception, rely on the careful
listening of recordings by trained phoneticians, where the perceived differences in
the speech samples are used to estimate the extent of similarity between voices [44,
45]. The use of aural-spectrographic speaker recognition can be considered as an-
other method in this approach. The exclusively visual comparison of spectrograms
in what has been called the “voiceprint” approach has come under considerable
criticism in the recent years [9, 35]. The auditory-instrumental methods involve the
acoustic measurements of various features such as the average fundamental fre-
quency, articulation rate, formant centre-frequencies, etc., and comparisons of their
statistical characteristics [51].

Forensic automatic speaker recognition (FASR) is an established term used
when automatic speaker recognition methods are adapted to forensic applications.
In automatic speaker recognition, the deterministic or statistical models of acoustic
features of the speaker’s voice and the acoustic features of questioned recordings
are compared [17].

2.1.1 Forensic Automatic Speaker Recognition (FASR)

Biometrics is the science of establishing identity of individuals based on their
biological and behavioral characteristics [32]. FASR offers data-driven biometric
methodology for quantitative interpretation of recorded speech as evidence. Despite
the variety of characteristics, the biometric processing chain that measures biomet-
ric differences between people have essentially the same architecture and many fac-
tors are common across several biometric modalities. This generic processing chain
of biometric recognition, in particular automatic speaker recognition, starts from
signal sensing, passes through features extraction and their modeling and ends at the
stage of features against model comparison and interpretation of similarity scores
(Fig. 2.1). Biometrics based FASR, presented in this chapter, is a relatively recent
application of digital speech signal processing and pattern recognition for judicial
purposes and particularly law enforcement.

Results of FASR based case assessment and interpretation may be of pivotal im-
portance at any stage of the course of justice, be it the very first police investigation
or a court trial. In the police investigative mode, abduction, is at the root of inves-
tigation [31]. Abductive reasoning follows a process of generating likely explana-
tions, testing these with new observations and eliminating or re-ranking the expla-
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Fig. 2.1 Generic processing chain of automatic speaker recognition

nations. In this way, the investigator arrives at the best explanation of the observa-
tions, continually refining that view as further observations are made. In the forensic
evaluative mode for a court trial, an opinion of evidential weight, based upon case
specific propositions (hypotheses) and clear conditioning information (framework
of circumstances) should be provided for use as evidence in court [31]. If there are
two, mutually exclusive, competing propositions, exhaustive in the framework of
circumstances of the case, then the odds form of Bayes’ theorem can be used. The
evaluative opinion of the forensic expert should be based around an assessment of a
likelihood ratio of the observations given specific individual propositions (hypoth-
eses) for the scientific findings. In the sequel of this chapter, the FASR application
is limited to the evaluative mode of forensic case assessment and interpretation.

2.1.2 Overview of European Research on FASR in Case
Assessment and Interpretation

The first published proposal that the likelihood-ratio framework be adopted for fo-
rensic voice comparison appears to have been made by Lewis [34]. This clearly had
very little effect on the research community because it was not shown how such an
idea could be implemented in practice. There was then more than decade-long time
period before the idea appeared in publication again, this time showing an imple-
mentation. In April 1998 Meuwly, El-Maliki, and Drygajlo presented the paper en-
titled “Forensic Speaker Recognition Using Gaussian Mixture Models and a Bayes-
ian Framework” at the COST-250 Workshop on Speaker Recognition by Man and
by Machine: Directions for Forensic Applications [40]. They described the rationale
for the use of the likelihood-ratio framework for forensic voice comparison, and de-
scribed the design and results of tests of a Gaussian-Mixture-Model (GMM) system
which calculated likelihood ratios. A substantial forensic opinion argument which
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has had a greater impact on the research community was made by Champod and
Meuwly, initially at the Workshop on Speaker Recognition and its Commercial and
Forensic Applications (RLA2C) in April 1998, with a subsequent journal article pub-
lished in 2000 [15]. This paper drew on the existing literature on the evaluation and
interpretation of forensic evidence in fields such as DNA to make a lucid argument
for its adoption in forensic voice comparison. Meuwly and Drygajlo also described
the application of the likelihood-ratio framework to forensic voice comparison at the
Congres Frangais d’ Acoustique in September 2000 [38]. At the International Speech
Communication Association (ISCA) “A Speaker Odyssey, The Speaker Recogni-
tion Workshop” in June 2001, papers describing forensic automatic speaker recog-
nition systems, using likelihood ratio and GMMs, were presented by Meuwly and
Drygajlo, as well as by Gonzélez-Rodriguez, Ortega-Garcia, and Lucena-Molina
[24, 39]. At ISCA’s Interspeech conference in 2003 Drygajlo organized the first spe-
cial session on forensic speaker recognition in the history of this conference [20, 23,
42]. Then, at Interspeech 2005 a tutorial on forensic automatic speaker recognition
was presented by Drygajlo, and at Interspeech 2008 a keynote address was given by
Gonzélez-Rodriguez in which the likelihood-ratio framework was a central focus.

At two successive Interpol Forensic Science Symposia, in 2001 and 2004, Bro-
eders presented reviews of developments in forensic voice comparison from 1998
to 2001 and 2001 to 2004 respectively [11, 12]. In both reports he discussed the
need for forensic voice comparison evidence to be evaluated using the likelihood-
ratio framework, and noted that a number of automatic systems could output likeli-
hood ratios. At the Interpol Forensic Science Symposium in 2007, in the review on
forensic audio and visual evidence, the following opinion was expressed by Jessen:
“At least since 2004 forensic automatic speaker recognition has outgrown the ini-
tial developmental stages and is now a mature speech technological discipline in
which there is solid knowledge about the ranges of recognition rates that can be
obtained with this method. There also seems to be broad agreement as to which es-
sential components in the three stages feature extraction, feature modelling and the
calculation of distances a speaker recognition system must have as well as how the
evidence is evaluated in a Bayesian approach to forensic decision making” [7, 8].

Important journal articles describing the likelihood-ratio framework and its use
for the calculation of data-based likelihood ratios in forensic automatic speaker rec-
ognition were published by the European research groups in the middle of the last
decade [4, 10, 17, 25, 26], and some important Ph.D. theses in the domain were
completed by Meuwly in 2000 [36], Alexander in 2005 [2] and Ramos in 2007 [46].
A special chapter entitled “Forensic Evidence of Voice” by Drygajlo was introduced
in the Encyclopedia of Biometrics in 2009 [19].

The 20 years, between 1984 and 2004, of pioneering research work allowed
for carrying out a collaborative exercise in the Expert Working Group for Foren-
sic Speech and Audio Analysis (FSAAWG) within the ENFSI (European Network
of Forensic Science Institutes) by the Netherlands Forensic Institute (NFI), which
has shown that there is increasing interest in using the automatic and auditory-
instrumental, approaches to forensic voice comparison within the framework of
Bayesian interpretation of forensic evidence [14, 18]. This chapter reports only on
the automatic approach used for that collaborative exercise.
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2.2 Voice as Biometric Evidence

The ongoing paradigm shift [41, 43, 52] in the evaluation and presentation of evi-
dence in the forensic sciences which deal with the comparison of the quantifiable
properties of samples of known and questioned origin is a shift towards requiring
that evidence be evaluated and presented in a logically correct manner and that the
reliability of the results be demonstrable. This approach needs biometric methods
for recognition of individuals based on their biological and behavioural characteris-
tics, as a common practice [16, 32, 53].

When using forensic automatic speaker recognition (FASR) the goal is to iden-
tify whether an unknown voice of a questioned recording (trace) came from a sus-
pected speaker (source). Consequently, the biometric evidence consists of the quan-
tified degree of similarity between speaker-dependent features extracted from the
trace and speaker-dependent features extracted from recorded speech of a suspect,
represented by his or her model [19, 20, 50] (Fig. 2.2).

To compute the evidence, the processing chain (Fig. 2.2) based on the generic
biometric processing chain of automatic speaker recognition may be employed
[20]. However, the calculated value of evidence does not allow the forensic expert
alone to make an inference on the identity of the speaker.

As no ultimate set of speaker specific features is present or detected in speech,
the recognition process remains in essence a statistical-probabilistic process based
on models of speakers and collected data, which depend on a large number of de-
sign decisions. Information available from the acoustic features and their eviden-
tiary value depend on the speech organs and language used [44]. The various speech
organs have to be flexible to carry out their primary functions such as eating and
breathing as well as their secondary function of speaking. The number and flex-
ibility of the speech organs result in a high number of “degrees of freedom” when
producing speech. These “degrees of freedom” may be manipulated at will or may
be subject to variation due to external factors such as stress, fatigue, health, and so
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on. The result of this plasticity of the vocal organs is that no two utterances from the
same individual are ever identical in a physical sense. Moreover, no two individuals
sound identical because their vocal tract shapes, larynx sizes, and other parts of their
voice production organs are different. In addition to this, the linguistic mechanism
(language) driving the vocal mechanism is itself far from invariant. Each speaker
has his or her characteristic manner of speaking, including the use of a particular
accent, thythm, intonation style, emphasis, choice of vocabulary and so on. Speaker
recognition thus involves a situation where neither the physical basis of a person’s
speech (the vocal organs) nor the language driving it, are constant.

2.2.1 Features

The feature extraction module (Fig. 2.2) transforms the raw speech data into fea-
ture vectors in which speaker-specific properties are emphasized and statistical re-
dundancies suppressed [33]. In the training mode (feature extraction and modeling
modules), a suspected speaker model is created (trained) using the feature vectors.
In the comparative analysis (testing) mode, the feature vectors extracted from the
tested utterance (questioned recording) are compared against the suspected speaker
model to give a similarity score of the evidence ().

From the viewpoint of their physical interpretation, features commonly used for
automatic speaker recognition are based on the various speech production and per-
ception models. The speech signal continuously changes due to articulatory move-
ments, and therefore, the signal must be broken down in short frames. Short-term
spectral features, as the name suggests, are computed from short frames of about
20-30 ms in duration. Within this interval, the signal is assumed to remain station-
ary. These acoustic feature vectors are usually descriptors of the short-term spectral
envelope which is an acoustic correlate of the resonance properties of the supra-
laryngeal vocal tract [6]. Thus some form of spectral envelope based features is
used in most speaker recognition systems even if they are dependent on external
recording conditions, e.g., Mel-Frequency Cepstral Coefficients (MFCCs) or RelA-
tive SpecTrAl Perceptual Linear Prediction (RASTA-PLP) coefficients [22, 28, 29].

2.2.2 Speaker Models

Automatic speaker recognition systems can be text-dependent and text-independent.
By using acoustic feature vectors extracted from a given speaker’s training utterance,
a speaker model is trained and stored into the recognition system as a reference. In
text-dependent systems [27], suited for cooperative users, the model is utterance-spe-
cific and it includes the temporal dependencies between the feature vectors. In text-
independent systems, there are no constraints on the words which the speakers are al-
lowed to use [33]. Thus, the reference (what are spoken in training) and the test (what
are uttered for testing) utterances may have completely different linguistic content,
and the recognition system must take this phonetic mismatch into account. In forensic
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applications, a text-independent automatic speaker recognition system is preferable to
a text-dependent one, since the speakers can be considered non-cooperative as they
do not specifically wish to be recognized. Text-independent recognition is the much
more challenging of the two tasks. In general, phonetic variability represents one ad-
verse factor to accuracy in text-independent speaker recognition.

Classical speaker models can be deterministic or statistical [13], also known as
nonparametric and parametric models, respectively. In deterministic models, train-
ing and test feature vectors are directly compared with each other with the assump-
tion that either one is an imperfect replica of the other. The amount of distortion be-
tween them represents their degree of dissimilarity. Dynamic time warping (DTW)
and vector quantization (VQ) are representative examples of deterministic models
for text-dependent and text-independent recognition, respectively [22].

In statistical models, each speaker is modeled as a probabilistic source with an
unknown but fixed probability density function. The training phase is to estimate
the parameters of the probability density function from a training sample. Compari-
son is usually done by evaluating the likelihood of the test utterance with respect
to the model. The hidden Markov model (HMM) and the Gaussian mixture model
(GMM) are the most popular statistical models for text-dependent and text-indepen-
dent recognition, respectively [48].

In summary, a speaker is characterized by a speaker model such as DTW, VQ,
HMM or GMM. At comparison analysis (testing), an unknown voice is first rep-
resented by a collection of feature vectors, and then evaluated against the speaker
models [33].

Thus, the most persistent real-world challenge in this field is the variability of
speech. There is within-speaker (within-source) variability, between-speakers (be-
tween-sources) variability and differences in recording session conditions for train-
ing and testing. Consequently, using any of the feature extraction techniques and
any of the speaker models (deterministic or statistical), forensic speaker recognition
methods should provide a statistical-probabilistic evaluation, which attempts to give
the court an indication of the strength of the evidence, given the estimated within-
source variability and the between-sources variability [20, 51], and this evaluation
should be compatible with other interpretations in other forensic disciplines [21, 26,
36, 37]. The Bayesian interpretation framework, using a likelihood ratio concept,
offers such interoperability. At a high level of abstraction, Bayesian data analysis is
extremely simple, following the same, basic recipe: via Bayes’ Theorem, we use the
data to update prior beliefs about unknowns [30]. There is much to be said on the
implementation of this procedure in any specific application, e.g., forensic speaker
recognition, and these details are the subject of the present chapter.

2.3 Bayesian Interpretation of Biometric Evidence
to Satisfy Evidentiary Requirements

To address the variability of speech, a probabilistic model [1], Bayesian inference
[15] and data-driven approaches [20] appear to be adequate. In FASR statistical
techniques the distribution of various features extracted from a suspect’s speech is
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compared with the distribution of the same features in a reference population with
respect to the questioned recording. The goal is to infer the identity of a source [1],
since it cannot be known with certainty.

The inference of identity can be seen as a reduction process, from an initial popu-
lation to unity [37]. Recently, an investigation concerning the inference of identity
in forensic speaker recognition has shown the inadequacy of the speaker verifica-
tion and speaker identification (in closed set and in open set) techniques for forensic
applications [15].

Speaker verification and identification are the two main automatic techniques
of speech recognition used in commercial applications. When they are used for
forensic speaker recognition they imply a final discrimination decision based on
a threshold. Speaker verification is the task of deciding, given a sample of speech,
whether a specified speaker is the source of it. Speaker identification is the task of
deciding, given a sample of speech, who among many speakers is the source of it.
Therefore, these techniques are clearly inadequate for forensic purposes, because
they force the forensic expert to make decisions which are devolved upon the court.
Consequently, the state-of-the-art speaker recognition algorithms using dynamic
time warping (DTW) and hidden Markov models (HMMs) for text-dependent tasks,
and vector quantization (VQ), Gaussian mixture models (GMMs), ergodic HMMs
and others for text-independent tasks have to be adapted to the Bayesian interpreta-
tion framework which represents an adequate solution for the interpretation of the
evidence in the judicial process [1, 49].

The court is faced with decision-making under uncertainty. In a case involving
FASR it wants to know how likely it is that the speech samples of questioned re-
cording have come from the suspected speaker. The answer to this question can be
given using the Bayes’ theorem and a data-driven approach to interpret the evidence
[20, 49, 50].

The odds form of Bayes’ theorem shows how new data (questioned recording)
can be combined with prior background knowledge (prior odds) to give posterior
odds for a judicial outcome (Eq. 1.1). This allows the forensic expert to revise the
odds measure of uncertainty based on new information, by calculating the likeli-
hood ratio of the evidence given the pair of competing hypotheses (propositions),
e.g.. H-the suspected speaker is the source of the questioned recording, H,-the
speaker at the origin of the questioned recording is not the suspected speaker.

posterior prior

knowledge new data knowledge

pH|E) _ P(E|Ho) . p(Ho)

p(HL|E) P(E|H)) p(H1) (1.1)
posterior odds likelihood ratio prior odds

(province (province (province

of the court) of the expert) of the court)

This reasoning method, based on the odds form of the Bayes’ theorem, allows eval-
uating the likelihood ratio of the evidence that leads to the statement of the degree



2 Automatic Speaker Recognition for Forensic Case Assessment and Interpretation 29

of support for one hypothesis against the other. As a result, the suspect’s voice can
be recognized as the recorded voice of the trace, to the extent that the evidence
supports the hypothesis that the questioned and the suspect’s recorded voices were
generated by the same person (source) rather than the hypothesis that they were not
the same person.

The value of a likelihood ratio depends critically on the choices one makes for
describing the hypotheses. The hypotheses proposed in this section are not the only
ones possible [3]. The numerator of the likelihood ratio can be considered a similar-
ity term, and the denominator a typicality term [51]. In calculating the strength of
evidence, the forensic scientist must consider not only the degree of similarity of the
evidence with respect to the suspect, but also its degree of typicality with respect to
the relevant population [41, 50].

The ultimate question relies on the evaluation of the probative strength of the
voice evidence provided by an automatic speaker recognition method [25].

In developing an opinion based on Bayesian interpretation of evidence, the fo-
rensic expert has to utilize some form of inference process (from observations to
the source). This evaluative opinion of evidential weight based upon the estimation
of a likelihood ratio, should be based upon case specific propositions (hypotheses)
and clear conditioning information (framework of circumstances) that is provided
for evidential use in court [31].

2.4 Calculating the Strength of Biometric Evidence

The strength of the forensic evidence of voice is the result of the interpretation
of the evidence, expressed in terms of the likelihood ratio given two alternative
hypotheses. The principal processing chain for the interpretation of the evidence is
presented in Figs. 2.3, 2.4 and 2.5 [20].

The methodological approach based on a Bayesian interpretation (BI) frame-
work, presented in this chapter, is independent of the automatic speaker recognition
method chosen, but the practical solution presented here as an example uses text-
independent speaker recognition system based on Gaussian mixture model (GMM)
[39].

The GMM method is not only used to calculate the evidence by comparing the
questioned recording (trace) to the GMM of the suspected speaker (source), but
it is also used to produce data necessary to model the within-source variability of
the suspected speaker (Fig. 2.3) and the between-sources variability of the poten-
tial population of relevant speakers (Fig. 2.4), given the questioned recording. The
Bayesian interpretation of the evidence consists of calculating the likelihood ratio
using the probability density functions (pdfs) of the within-source and between-
sources similarity scores and the single score E representing the value of evidence
(Fig. 2.5).

The information provided by the analysis of the questioned recording (trace)
leads to specify the initial reference population of relevant speakers (potential popu-



30 A. Drygajlo

Modeling of
o e | e || suspecte sposker
extraction features

Training ®

-------------------------------------- Suspected speaker model| -----------

Testing
Suspected speaker Feature Comparative | Within-source
control database (C) extraction analysis similarity scores

|

Il Distribution of
I within-source
—/. ~  similarity scores

Fig. 2.3 Processing chain for calculating within-source similarity scores and their distribution

Potential population Moadeling of potential
databaseF;Pl]J' —* Featutr_e » population speakers’
extraction features
Training l
-------------------------------------- Potential population speaker models
Testing J
Questioned recording | Feature Comparative Between-sources
(Trace) extraction analysis similarity scores

|

Distribution of
between-sources
Rl ~an similarity scores

Fig. 2.4 Processing chain for calculating between-sources similarity scores and their distribution

lation) having voices similar to the trace, and, combined with the police investiga-
tion, to focus on and select a suspected speaker. The methodology presented needs
three databases for the calculation and the interpretation of the evidence: the poten-
tial (relevant) population database (P), the suspected speaker reference database (R)
and the suspected speaker control database (C) [39].

The potential population database (P) is a database for modeling the variabil-
ity of the speech of all the potential relevant sources, using the automatic speaker
recognition method. It allows evaluating the between-sources variability given the
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questioned recording, which means the distribution of the similarity scores that
can be obtained, when the questioned recording is compared to the speaker models
(GMMs) of the potential population database. The calculated between-sources vari-
ability pdf is then used to estimate the denominator of the likelihood ratio p(E|H,).
Ideally, the technical characteristics of the recordings (e.g. signal acquisition and
transmission) should be chosen according to the characteristics analyzed in the trace.

The suspected speaker reference database (R) is recorded with the suspected
speaker to model his/her speech with the automatic speaker recognition method. In
this case, speech utterances should be produced in the same way as those of the P
database. The suspected speaker model obtained is used to calculate the value of the
evidence, by comparing the questioned recording to the model.

The suspected speaker control database (C) is recorded with the suspected
speaker to evaluate her/his within-source variability, when the utterances of this
database are compared to the suspected speaker model (GMM). This calculated
within-source variability pdf is then used to estimate the numerator of the likelihood
ratio p(£|H,)). The recording of the C database should be constituted of utterances as
far as possible equivalent to the trace, according to the technical characteristics, as
well as to the quantity and style of speech.

The basic method proposed has been exhaustively tested in mock forensic cases
corresponding to real caseworks [2, 14, 36]. In an example presented in Fig. 2.5, the
strength of evidence, expressed in terms of likelihood ratio gives LR=9.165 for the
evidence value £=9.94, in this case. This means that it is 9.165 times more likely
to observe the score E given the hypothesis //; than /. The important point to be
made here is that the estimate of the LR is only as good as the modeling techniques
and databases used to derive it. In the example, the kernel density estimation tech-
nique was used to estimate pdfs from the data representing similarity scores [1, 2].

The likelihood ratio (short form—LR) summarizes the statement of the forensic
expert in the casework.
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2.5 ENFSI-NFI Speaker Recognition Evaluation
Through a Fake (Simulated) Case

When the Expert Working Group for Forensic Speech and Audio Analysis within the
European Network of Forensic Science Institutes (ENFSI) was formed in 1997, one
of its main goals was to gain insight into the different methods that are employed
in the field of speaker recognition within these institutes. In 2004, a collaborative
evaluation exercise was constructed at the Netherlands Forensic Institute (NFI) with
English material that was recorded especially for this purpose [14]. Twelve reports
were returned by the start of 2005, together with the results of all measurements
that had been done and a completed questionnaire asking about the experience of
the expert, the time spent on the collaborative exercise, the software that was used,
etc. In this paper, the collaborative evaluation exercise is described, and a summary
of the results using automatic speaker recognition method is presented based on the
case report [5].

2.5.1 Formulation of the Case Key Issue

Twelve audio recordings were provided, by the Netherlands Forensic Institute (NFI)
as part of a fake case evaluation, consisting of two reference recordings R1 and R2,
and ten questioned recordings Q1-010. The ten questioned recordings consisted of
conversations between two speakers, i.e., each containing the speech of a known
speaker and an unknown speaker. The two reference recordings consisted of two
conversations between a known speaker and a suspected speaker.

The aim of the analysis was to determine whether the speech of the unknown
speaker in each of the questioned recordings was produced by the suspected speaker
in the reference recordings. The case key issue was phrased as follows: “The ques-
tion in this case is whether the speaker referred to as “NN-male’ in the questioned
material is the same person as the suspect, the speaker referred to as ‘Peter’ in the
(uncontested) reference material.

2.5.2 The Case Recordings

2.5.2.1 Original Format

1 CD-ROM with 12 recordings in 16 kHz, 16-bit Linear PCM wave files were
provided. According to the accompanying documentation, these recordings were
recorded directly from a phone line onto a Digital Audio Tape (DAT), at 44 kHz and
then down-sampled to 16 kHz and later transferred to a computer using Cool Edit
Pro 2.0.2. Detailed transcriptions of the recordings with the corresponding dates,
time and telephone numbers were also provided.
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2.5.2.2 Preprocessing of the Case Recordings

Preprocessing, consisting of segmentation of the audio into the speech of individual
speakers and removal of non-speech regions, was performed in order to prepare
the recordings for the databases creation. It was ascertained by NFI, that all of the
recordings provided were performed with a fixed telephone network and that there
was no mobile (GSM) channel effect in the recording conditions of all the record-
ings in the case. Because of this, no attempt at compensating for mismatched condi-
tions was made.
The preprocessing chain constituted of the three following steps:

* Acquisition and Down-sampling: Acquisition was unnecessary as the files were
already in digital format. However, in order to maintain consistency with the
other databases used for comparison, it was necessary to down-sample the audio
files to 8 kHz, 16-bit Linear PCM files using Cool Edit Pro 2.0.

» Segmentation: The questioned recordings and the reference recordings were in
the form of conversations between two speakers. In order to compare the speech
of individual speakers it was necessary to segment each of the conversations.
This segmentation was performed aurally, with the help of the transcripts pro-
vided. Zones of overlap, laughs, and other anomalies were discarded.

* Removal of Non-Speech Regions: The recordings were passed through a voice
activity detector (VAD) [47], which separates speech and non-speech regions,
using instantaneous signal to noise ratio (SNR). The non-speech regions of the
recording contain information about the conditions of ambient noise present in
the recording and no speaker-dependent information. Removal of these non-
speech regions better allows for speaker specific characteristics to be considered,
when modeling voice.

2.5.3 Databases

The methodology of Bayesian interpretation of voice as biometric evidence, pre-
sented in previous sections, was used as a means for calculating the value of evi-
dence and its strength. This methodology requires, in addition to the questioned re-
cordings (Q), the use of three databases: a suspected speaker reference database (R),
a suspected speaker control database (C) and a potential population database (P).
The set of recordings obtained, along with their durations, is presented in Table 2.1.
The two recordings R1 and R2, called by NFI reference recordings of the suspected
speaker were divided into reference recordings of database R and control recordings of
database C. The files RO1 Peter.wav and R02 Peter.wav were further segmented into:

» two reference files RO1 Peter Refl.wav (2 m 17 s) and R02 Peter Refl.wav
(2m 19 s) (R database)

» seven control recordings RO1 Peter COl.wav, RO1 Peter C02.wav, RO1
Peter CO3.wav, ROl Peter CO4.wav, R0O2 Peter COl.wav, R0O2 Peter CO02.
wav and R02 Peter C03.wav of 20 s each (C database)
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Table 2.1 Individual speakers segments and their durations

A. Drygajlo

original recording

Speaker segmented
recordings analyzed

Length of segmented
recording (s)

No. Source
1 Ql.wav
2 Ql.wav
3 Q2.wav
4 Q2.wav
5 Q3.wav
6 Q3.wav
7 Q4.wav
8 Q4.wav
9 Q5.wav
10 Q5.wav
11 Q6.wav
12 Q6.wav
13 Q7.wav
14 Q7.wav
15 Q8.wav
16 Q8.wav
17 Q9.wav
18 Q9.wav
19 Q10.wav
20 Q10.wav
21 Rl.wav
22 Rl.wav
23 R2.wav
24 R2.wav

QO01_Eric.wav

Q01 NN_Male.wav
Q02 _Eric.wav
Q02_NN_Male.wav
QO03_FEric.wav
QO03_NN_Male.wav
Q04 Eric.wav

Q04 NN_Male.wav
QO05_Eric.wav
QO05_NN_Male.wav
QO06_Eric.wav

Q06 _NN_Male.wav
QO07_Eric.wav

Q07 _NN_Male.wav
QO08_Eric.wav

Q08 NN_Male.wav
Q09 _Eric.wav

Q09 NN_Male.wav
Q10_Eric.wav
Q10_NN_Male.wav
RO1_Jos.wav
RO1_Peter.wav
RO2 Jos.wav
RO2_Peter.wav

169.46
172.28
20.73
11.51
91.38
57.59
298.23
279.03
25.59
15.86
132.09
88.57
10.23
6.39
26.62
15.86
32.76
16.89
33.53
18.68
109.01
432.29
44.79
197.62

The potential population database (P) used is the PolyCOST 250 database. We have
used 73 speakers from this database. This database was chosen among the avail-
able databases because it was found to be best suited to the case, especially in the
language (English spoken by European speakers) and technical conditions (fixed
European telephone network) under which the reference recordings of the suspect

were made.

2.5.4 Calculation of the Value of Evidence and Its Strength

The following processing was then applied to each questioned recording Qn and the

R, C and P databases:

» Feature extraction and creation of models of the speakers’ voices: Extraction
of 12 RASTA-PLP features for each analysis frame and creation of a statistical
model by means of a 64 component Gaussian mixture model (GMM)

+ Calculation of the evidence score E: Comparison between the questioned record-
ing Qn and GMM of the suspected speaker (created using database R)
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» Within-source similarity scores: Comparison between GMM of the features of
the reference recording (R) and the features of the control recordings of the sus-
pected speaker (C)

* Between-sources similarity scores: Comparison between the features of the
questioned recording Qn and the GMMs of the voices of the speakers from the
database representing the potential population (P)

* Calculation of the strength of evidence: Calculation of the likelihood ratio (LR)
by evaluating the relative likelihood (p(E|H,)/p(E|H,)) of observing the evidence
score (E) given the hypothesis that the source of the questioned recording is the
suspect () and the likelihood of observing the evidence score given hypothesis
that someone else in the potential population was its source (H,). Kernel den-
sity estimation was used to calculate the probability densities of distribution of
scores for each of the hypotheses.

Each of the ten questioned recordings (Q1, Q2, ..., Q10) is considered as a separate
case (Case 1, Case 2, ..., Case 10).

2.5.4.1 Example: Case 3

For Case 3 we consider the question: Is Peter in the reference recordings (R1 and
R2) the same speaker as the unknown speaker in the recording Q3?

In Fig. 2.6 the distribution of scores for /) obtained when comparing the fea-
tures of the suspected speaker control recordings (C database) of the suspected
speaker, Peter, with the two statistical models of his speech (created using files
from the R database) is represented by the red dotted line. The distribution of
scores for H, obtained by comparing the segment of the questioned recording Q3,
corresponding to the unknown speaker (Q03_NN_Male), with the Gaussian mix-
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Table 2.2 Likelihood ratios and conclusions for all ten cases

Questioned Biometric Likelihood Ground Conclusion
Recording Evidence (E) Ratio (LR) Truth Statement
Q1 10.86 6.56 different inconclusive
Q2 11.20 163.41 same inconclusive
Q3 12.15 23723.98 same correct

Q4 12.68 21720.97 same correct

Q5 13.51 11631.8 same correct

Q6 11.63 329.0 same correct

Q7 12.48 38407.33 same rejected

Q8 10.68 0.660 different inconclusive
Q9 12.92 3033.47 same correct

Q10 7.19 4.36x102 different inconclusive

ture models of the speakers of the potential population database (P) is represented
by the green solid line. The average score (E), represented by the point on the log-
likelihood score axis in Fig. 2.6, obtained by comparing the questioned record-
ing with the Gaussian mixture models of the suspected speaker, Peter’s speech
is 12.15. A likelihood ratio of 23,723.98, obtained in Fig. 2.5, means that it is
23,723.98 times more likely to observe this score (£) given the hypothesis H,, (the
suspect is the source of the questioned recording) than given the hypothesis H,
(that another speaker from the relevant population is the source of the questioned
recording).

We also observe that this score of E, is statistically significant (at a 5% statisti-
cal significance level) in the distribution of scores corresponding to hypothesis

H,.

2.5.4.2 Example: All Cases

A summary of the results of the automatic speaker recognition for all ten cases is
presented in Table 2.2. For each case we consider the question “Is the speaker, in
the reference recordings R1 and R2, the same speaker as the unknown speaker in
the questioned recording Qn?”’.

The conclusions with respect to each of the ten questioned recordings Qn have
in each case been placed on the scale of conclusions that the expert uses. In Ta-
ble 2.2, they are designated as correct or incorrect (the strength of the biometric
evidence (E) is given by LR), inconclusive, or rejected. The results for Q3, Q4,
Q5, Q6 and Q9 are correct. The latter category (rejected) includes the results for
recordings that are judged to be too short (Q7), and the category inconclusive in-
cludes results that are not statistically significant (Q1, Q2, QS8, Q10). This means
that the statistical significance analysis does not allow us to progress the case
in any direction. The conclusions of the remaining participants of the ENFSI-
NFI speaker recognition evaluation through a fake case are presented in [14] for
comparison.
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2.6 Summary

We discussed some important aspects of forensic speaker recognition, focusing on
the necessary statistical-probabilistic framework for both quantifying and interpret-
ing recorded voice as biometric evidence. Methodological guidelines for the calcu-
lation of the evidence and its strength under operating conditions of the casework
were presented. As an example, an automatic method using the Gaussian mixture
models (GMMs) and the Bayesian interpretation (BI) framework were implemented
for the forensic speaker recognition task. The BI method represents neither speaker
verification, nor speaker identification. These two recognition techniques cannot be
used for the task, since categorical, absolute and deterministic conclusions about the
identity of source of evidential traces are logically untenable because of the induc-
tive nature of the process of the inference of identity. The method, using a likelihood
ratio to indicate the strength of the biometric evidence of the questioned recording
(trace), measures how this recording scores for the suspected speaker model com-
pared to relevant non-suspect speaker models.

This chapter also reports on the first ENFSI evaluation campaign through a fake
case, organized by the Netherlands Forensic Institute (NFI), as an example, where
the proposed automatic method was applied. The aim of the case assessment and
interpretation was to determine whether the recordings of unknown speakers, in the
ten questioned recordings, were produced by the suspect (suspected speaker) pres-
ent in the reference recordings. Note that the given conclusions take into consid-
eration the likelihood ratios as well as other factors such as the length and content
of the recordings and the statistical significance of the results.These factors may
influence the statement of the conclusions coming from the likelihood ratio only. In
such a case, the forensic expert can change the statement to inconclusive, e.g., if the
statistical significance level is too low.

Statistical evaluation of voice as biometric evidence, and particularly probabi-
listic Bayesian methods such as calculation of likelihood ratios based on automatic
speaker recognition methods, have been criticized, but they are the only demon-
strably rational means of quantifying and evaluating the value of voice evidence
available at the moment.
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