Chapter 2
Face Recognition in Unconstrained Environment

Przemystaw Kocjan and Khalid Saeed

Abstract This chapter addresses the problem of face recognition from images with
lighting problems such as shadows or brightness level. Authors describe face
recognition processing, including major components such as face detection, track-
ing, alignment, and feature extraction. Technical challenges of building a face
recognition system are pointed out. The chapter emphasizes the importance of
subspace analysis and learning, providing not only an understanding of the
challenges therein but also the most successful solutions developed to date. In the
following sections, authors present brief history of face recognition systems, show
problems that affect results of these systems, and present their own approach based
on finding fiducial points in face image and their further use for face recognition.

2.1 Introduction

Face recognition is a task that humans perform routinely and effortlessly in their
daily lives. Our brains perform this task remarkably easily and accurately, although
this apparent simplicity is dangerously misleading. The automatic face recognition
is a problem that is still far from being solved. Wide availability of powerful and
low-cost desktop and embedded computing systems has created an enormous
interest in automatic processing of digital images and videos in a number of
applications, including biometric authentication, surveillance, human-computer
interaction, and multimedia management. In spite of more than 20 years of
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extensive research and large number of papers published in journals and
conferences dedicated to this area, we still cannot claim that artificial systems are
comparable to human performance.

Automatic face recognition is intricate primarily because of differences in
conditions like lighting and viewpoint changes induced by body movement during
image acquisition. Aging, facial expressions, occlusions etc., also make the problem
more difficult. Researchers from the areas of computer vision, image analysis and
processing, pattern recognition, machine learning, and many other are working coop-
eratively, motivated not only by the fundamental challenges this recognition problem
generates but also by numerous practical applications in which human identification
is needed. The interest of scientists is also increased by the fact that with the rising
public concern for security, the need for identity verification such as face recognition
is more apparent. Also, advances in technology, such as in digital cameras and
mobile devices, made face recognition more important and easier to approach.

Face recognition has an important advantage over many other biometric
technologies — it is a nonintrusive, noninvasive, and easy-to-use method. Because
of this, it became one of three identification methods used in e-passports and the
biometric of choice for many other security applications. Hietmeyer [1] considered
six biometric attributes. From all of them, face scored the highest compatibility in a
Machine Readable Travel Documents (MRTD) [2].

A face recognition system is expected to identify faces in images and videos
automatically. This system may operate in either or both of two modes: face
verification (authentication) and face identification (recognition). Face verification
compares a query face image of supposedly known person against this person’s
template face image stored by the system (one-to-one match). Face identification
compares a query face image of unknown identity against all the template images in
the database to determine the identity of the query face (one-to-many matches).
Another face recognition scenario involves a watch-list check, where a query face is
matched to a list of suspects (one-to-few matches).

The performance of face recognition systems has improved significantly since
the first automatic face recognition system developed by Kanade [3]. Currently face
detection, facial feature extraction, and recognition can be performed in real time
for images captured under constrained conditions.

2.2 Early Approaches to the Face Recognition Problem

The need of face recognition rises from the moment when machines become more
“intelligent” and powerful and gained the ability to improve, supplement, or
substitute human abilities and senses.

The subject of face recognition is as old as computer vision because of not only
the practical importance of the topic but also the theoretical interest from cognitive
scientists. Clearly, using a face to recognize people is not the only method of
differentiation between people. Humans also use different senses (e.g., hearing)
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in order to recognize each other. Machines may utilize a wider range of recognition
techniques using, for example, fingerprint images or iris scans. Despite the fact that
other methods of identification can be more accurate, face recognition, because of
its noninvasive nature and because it is human’s primary method of person identi-
fication, remains a major area of research.

Since the beginning of the research in that field of technology, there were two
main approaches to face recognition: feature based (geometrical) and appearance
based (pictorial).

The geometrical approach uses the spatial configuration of facial features. It
means that the main geometrical features of the face such as the positions of eyes,
nose, and mouth are first located and then faces are classified on the basis of various
geometrical distances and angles between these features. On the other hand, the
pictorial approach uses templates of the facial features. That method is using the
templates of the major facial features and entire face to perform recognition on
the frontal views of the faces. Many of the projects based on those two approaches
have some similar common extensions that handle different poses and backgrounds.

Apart from these two techniques, there are other more recent template-based
approaches. In one of the methods, templates are formed from the image gradient.
The other one is principal component analysis approach, which can be interpreted
as a suboptimal template approach. Finally there is the deformable template
approach that combines elements of both the pictorial and feature geometry
approaches and can be applied to faces at varying poses and expressions.

Perhaps the most famous early example of a face recognition system is the one
developed by Kohonen in 1989 [4]. It was demonstrated there that a simple neural
network could perform face recognition for aligned and normalized face images.
The type of network he employed computed face description by approximating the
eigenvectors of the face image autocorrelation matrix. These eigenvectors are now
known as eigenfaces.

Kohonen’s system was, however, not a practical success, because of the need for
precise alignment and normalization. In the following years many researchers tried
face recognition schemes based on edges, inter-feature distances, and other neural
network approaches. While several methods were successful on small databases of
aligned images, none successfully addressed the more realistic problem, where
database is large and the location and scale of the face are unknown.

A year later, Kirby and Sirovich [5] introduced an algebraic manipulation
technique which made it easy to directly calculate the eigenfaces and showed that
less than 100 of them were required to accurately describe carefully aligned and
normalized face images. Turk and Pentland [6] demonstrated in 1991 that the
residual error when coding using the eigenfaces can be used both to detect faces in
cluttered natural imagery and to determine the precise location and scale of faces in
animage. They then proved that by coupling this method for detecting and localizing
faces with the eigenface recognition method, one could achieve reliable real-time
recognition of faces in a minimally constrained environment. This demonstration
that simple, real-time pattern recognition techniques could be combined to create a
useful system sparked an explosion of interest in the topic of face recognition.
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With the rapid evolution of the technology and the commercialization of tech-
nological achievements, face recognition became more and more popular not only
as research subject but also for the use in security systems.

This fact gave the motive to many researchers and also companies to develop
techniques for automatic recognition of faces. These products have many
applications, also in security and human-computer interaction. For instance, a
face-recognizing machine could allow automated access control for buildings or
enable a computer to recognize the person using it at the moment. Most existing
face recognition systems, however, can recognize only frontal or nearly frontal
images of faces. By recognizing faces under varying pose, one would make the
conditions under which face recognition systems operate less rigid.

2.3 Face Recognition in a Changing Environment

The progress in face recognition has been promising over the years. However, the
same task for unconstrained environments — where we have to take into account
changes of viewpoint, illumination, expression, occlusion, accessories, and so on —
is still far from being solved.

2.3.1 Problem

Subspace analysis techniques for face recognition are based on the fact that a class
of patterns of interest, such as the face, resides in a subspace of the input image
space. If we consider a small grayscale image of size 64 x 64 which has 4,096
pixels, this picture can express a large number of pattern classes, such as trees,
houses, and faces. However, among the 2564096, which is more than 10°%%* possible
configurations of pixels, only a few correspond to faces. Because of this, the
original image representation is highly redundant. The dimensionality of this
representation could be greatly reduced when only the face patterns are of interest.

With the eigenface or principal component analysis (PCA) [6, 7] approach, a
small number of eigenfaces [8] are derived from a set of training face images by
using the Karhunen-Loeve transform or PCA. These modeling techniques allowed
to efficiently represent face image as a feature vector of low dimensionality.
The features in such subspace provide more valuable and richer information for
recognition than the raw image.

The manifold or distribution of all faces accounts for variation in face appear-
ance, whereas the nonface manifold accounts for everything else. Closer look into
manifolds in the image space shows that they are highly nonlinear and nonconvex
[9, 10]. Figure 2.1a illustrates face versus nonface manifolds and (b) illustrates the
manifolds of two individuals contained in one face manifold. Distinguishing
between the face and nonface manifolds in the image space is the task of face
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Fig. 2.1 (a) Face versus nonface manifolds, (b) face of different individuals

Fig. 2.2 Sample intrasubject variations in pose, illumination, expression, occlusion, and
brightness [16]

detection. Face recognition, however, is concerned with distinguishing multiple
individuals in the single face manifold.

As shown in Fig. 2.1, the classification problem associated with face detection is
highly nonlinear and nonconvex, even more so for face matching. Face recognition
evaluation reports (e.g., [11, 12]) and other independent studies indicate that the
performance of many state-of-the-art face recognition methods deteriorates with
changes in lighting, pose, and other factors [13—15].

Whereas shape and reflectance are intrinsic properties of a face object, the
appearance (i.e., the texture look) of a face is also subject to several other factors,
including the facial pose (or, equivalently, camera viewpoint), illumination, and
facial expression. Figure 2.2 shows an example of significant intrasubject variations
caused by some of these factors.

To complicate the problem, we could add various imaging parameters, such as
aperture, exposure time, lens aberrations, and sensor spectral response which also
increases intrasubject variations. Face-based person identification is even more
difficult with possible small intersubject variations (Fig. 2.3). All these factors
are present in the image data, so “the variations between the images of the same
face due to illumination and viewing direction are almost always larger than the
image variation due to change in face identity” [17]. This variability makes it
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Fig. 2.3 Similarity of frontal faces between son and father (a) [81, 82], twins (b) [81]

a b

Fig. 2.4 Challenges in face recognition from subspace viewpoints. (a) Euclidean distance is
unable to differentiate between individuals. (b) The learned manifold of classifier is unable to
characterize unseen images of the same individual face

difficult to extract the consistent intrinsic information of the face objects from their
respective images.

As illustrated above, the entire face manifold is highly nonconvex, and so is the
face manifold of any individual under various circumstances. Linear methods such
as PCA [6, 18], independent component analysis (ICA) [19], and linear discrimi-
nant analysis (LDA) [20] project the data linearly from a high-dimensional space
(e.g., the image space) to a low-dimensional subspace. Because of this fact, they are
unable to preserve the nonconvex variations of face manifolds necessary to differ-
entiate among individuals. In a linear subspace, Euclidean and Mahalanobis
distances are normally used for template matching. Unfortunately they do not
perform well for distinction between face and nonface manifolds and between
manifolds of individuals (Fig. 2.4a). This crucial fact limits the possibility of linear
methods to achieve highly accurate face detection and recognition.

Another problem is the ability to generalize, illustrated by Fig. 2.4b. A canonical
face image of 112 x 92 resides in a 10,304-dimensional feature space. The number
of examples per person available for learning the manifold is usually much smaller
than the dimensionality of the image space. A system trained on so few examples
may not generalize well to unseen instances of the face.
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2.3.2 Proposed Solutions

To deal with difficulties mentioned above, it is possible to choose one out of two
strategies. First method is to construct a “good” feature space in which the face
manifolds become simpler, that is, less nonlinear and nonconvex than those in the
other spaces. This method needs two things to be done. First thing is the normali-
zation of face images geometrically and photometrically, such as using morphing
and histogram equalization. Second thing is the extraction of features from the
normalized images which are stable with respect to such variations as ones based on
Gabor wavelets.

The second strategy is to construct classification engines able to solve difficult
nonlinear classification and regression problems in the feature space and to gener-
alize better. Since the first option reduces the nonlinearity and nonconvexity, it does
not solve the problems completely, and classification engines able to deal with such
difficulties are still necessary to achieve high performance. A successful algorithm
should combine both strategies.

When thinking about first strategy, it is necessary to mention the geometric
feature-based approach used in the early days of face recognition [21-24], where
facial features such as eyes, nose, mouth, and chin are detected. Properties of and
relations between these features are used as descriptors for face recognition.
Advantages of this approach include efficiency when achieving data reduction and
insensitivity to variations in illumination and viewpoint. However, facial feature
detection and measurement techniques developed to date are not reliable enough, as
mentioned before, for the geometric feature-based recognition [25]. Such geometric
properties alone are inadequate for face recognition because the rich information
contained in the facial texture or appearance is discarded. These are reasons why early
techniques are not effective. The statistical learning approach learns from training
data, like appearance images or features extracted from appearance, to extract good
features and construct classification engines. During the learning, both prior knowl-
edge about faces and variations seen in the training data are taken into consideration.

The appearance-based approach, such as PCA- [6] and LDA [20]-based
methods, incorporates more advanced face recognition techniques. Such an
approach generally operates directly on an image-based representation. It extracts
features in a subspace derived from training images. Using PCA, a face subspace is
constructed to represent optimally only the face object. Using LDA, a discriminant
subspace is constructed to optimally distinguish faces of different persons. Com-
parative reports (e.g., [20]) show that LDA-based methods generally yield better
results than PCA-based ones.

Although these linear, holistic, appearance-based methods avoid instability of
the early geometric feature-based algorithms, they are not accurate enough to
describe subtleties of original manifolds in the original image space. This is due
to their limitations in handling nonlinearity in face recognition. Fortunately such
linear methods can be extended using nonlinear kernel techniques (kernel PCA [26]
and kernel LDA [27]) to deal with this nonlinearity [28—31]. In these approaches, a
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nonlinear projection (dimension reduction) from the image space to a feature space
is performed. The manifolds in the resulting feature space become simple, yet with
subtleties preserved. The kernel methods may achieve good performance on the
training data; however, it may not be so for unseen data because of their much
greater flexibility than the linear methods and overfitting thereof.

Another approach to handle the nonlinearity is to construct a local appearance-
based feature space using appropriate image filters, so the distributions of faces are
less affected by various changes. Local feature analysis (LFA) [32], Gabor wavelet-
based features (such as elastic graph bunch matching, EGBM) [33-35], and local
binary pattern (LBP) [36] have been used for this purpose.

Some of these algorithms may be considered as combining geometric (or struc-
tural) feature detection and local appearance feature extraction to increase stability
of recognition performance when viewpoint, illumination, or expression changes.
Face recognition algorithms can be divided based on pose dependency into pose
dependent and pose invariant. One can distinguish three types of pose-dependent
algorithms (viewer-centered images). The first are feature based (analytic) which
detect a set of geometrical features on the face such as nose, mouth, chin, and eyes.
The second are appearance based (holistic) such as PCA and LCA, and the third are
hybrid, such as LFA or EGBM, which are the combination of the two previous. In the
pose-invariant algorithms, 3D face models are utilized to reduce the variations in
pose and illumination. Gordon and Lewis [37] proposed an identification system
based on 3D face recognition. The 3D model used by them is represented by a
number of 3D points associated with their corresponding texture features.
This method requires an accurate estimate of the face pose. Lengagne et al. [38]
proposed a 3D face reconstruction scheme using a pair of stereo images for recogni-
tion and modeling. However, they did not implement the recognition module. Atick
et al. [39] proposed a reconstruction method of 3D face surfaces based on the
Karhonen-Loeve (KL) transform and the shape-from-shading approach. They also
discussed the possibility of using eigenhead surface face recognition applications.
Yan and Zhang [40] proposed a 3D reconstruction method to improve the perfor-
mance of face recognition by making reconstruction method, introduced by Atick
et al., rotation invariant. Zhao and Chellappa [41] proposed a method to adapt a 3D
model from a generic range map to the shape obtained from shading for enhancing
face recognition performance in different lighting and viewing conditions.

A large number of local features can be produced with varying parameters in the
position, scale, and orientation of the filters. For example, more than 100,000 local
appearance features can be produced when an image of 100 x 100 is filtered with
Gabor filters of five scales and eight orientations for all pixel positions, causing
increased dimensionality. Some of these features are effective and important for the
classification task, whereas the others may not be so. AdaBoost methods have been
used successfully to tackle the feature selection and nonlinear classification
problems [42-44].

Researchers put much effort in creating recognition system resistant to shadows,
low brightness level, or flashes. Some of these problems can be dealt with using
mathematical tools. One of the difficulties that researchers still deal with is images
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with unusual lighting. In the situation when the intensity variability in input images
changes, we have to deal with different types of variability in the area of the face
and its background. Local shadows change the form of individual parts of the face,
that is, nose, mouth, and eyes, and distort the boundaries of the face area. Global
shadows significantly reduce efficiency of discrimination of various face areas
against general background or completely hide them.

The results of face recognition systems are very sensitive to variability in the
face area. The analysis of the recent literature devoted to face recognition from
images with lighting problems [45-53] leads to the observation that there exist
some methods to solve this problem, such as:

— Processing of images in order to equalize brightness variation (intensity
equalization)

— Reduction of intensity gradient (gamma correction, logarithmic transformation),
invariant (in respect to intensity) image representation using the LBP (local
binary patterns) and LTV (logarithmic total variation)

— Representation of face images with lighting problems using the eigenbase
decompositions and corresponding models based on eigenfaces

— Representation of face images with lighting problems with spectral features
using the wavelets and cosine transformation with elimination of low-frequency
components

— Extension of face recognition system database with new patterns having all
distortions related to lighting problem of face images

The eigenbasis approaches are usually obtained using PCA and LDA [45-47]
and more recently also using CCA (Canonical Correlation Analysis [50]), at the
same time using DCT (Discrete Cosine Transform) as face images with lighting
problems preprocessing step.

For example, in [45] it was shown that in order to solve recognition task using
the PCA and LDA, face images should be transformed into spectral features using
2DDCT. At the same processing step, the low-frequency spectral components are
removed, as corresponding to “shadow” components.

2.3.3 Authors’ Approach

Authors of this chapter also tried to solve the aforementioned problem. We tried to
overcome the difficulties caused by shadows using Toeplitz matrices [54] where
different ways of calculating coefficients in matrices are presented. Attempt to use
this approach in face recognition [55] was performed with 25 points marked on
each face form database.

Also different types of classifiers were used to determine usefulness of proposed
matrices. Although the points could be determined manually, there are many
algorithms which could perform this task automatically, that is, ASM or AAM.
Authors propose a way of determining some of fiducial face points by performing a



30 P. Kocjan and K. Saeed

)
9}
Ll
¥

{___; | ANp | Y “
G A\

Fig. 2.5 Part of the process of determining the second coordinate of the eye [56]

couple of morphological operations like adaptive threshold and binarization in each
of RGB channel (Fig. 2.5). Research shows that Toeplitz matrices perform success-
fully on small databases, although increasing the size of the database causes the
results to deteriorate.

Figure 2.6 represents the scheme of the authors’ algorithm. A process of
selection and extraction of characteristic points is performed step by step. After
successful feature point localization, feature points are used in Toeplitz matrix. The
steps of the algorithm are easy to perform and implement.

The algorithm works with color images. After loading image, the first step that
has to be done is correct face localization.

To detect faces in images, P. Viola and M. Jones algorithm is used. Characteris-
tic feature of this approach is high efficiency. Speed of the algorithm is 15 fps on
Pentium IIT 700 MHz with resolution 384 x 288 pixels. The algorithm works with
grayscale images, so color images have to be transformed. It is estimated that rate of
correct face detection is 93.7%.

After conversion to grayscale, an image is searched for faces. When it is
localized, it is being cut off from image and rescaled to size of 240 x 240 pixels.

An image is transformed into the HSV color space to perform skin color
classification. Acronym HSV stands for hue, saturation, and value. Hue has values
from 0° to 360°, saturation from O to 1, and value from O to 1.

As a result we obtain black and white image with some noise that can be easily
removed using median filter. On computer equipped with Intel Pentium Dual
CPU T3400, processing time from beginning of the program to obtaining black
and white image took less than 200 ms. Medium values from test showed 192 ms.
Result can be further reduced with optimization. Final image with detected skin is
presented in Fig. 2.7b.
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Fig. 2.6 The main stages of the algorithm

B ]

Fig. 2.7 (a) Input image with boundaries, (b) the result of skin detection, (¢) mirror image of the
detected skin

Skin detection does not always give a correct result. It may be caused by not
equally illuminated face or skin color differences caused by makeup or illness. As
can be seen in Fig. 2.7b, the skin was not detected on the whole face. Using the
symmetry of the face, we can approximate that the detected skin is more or less
equally distributed on both sides.

Creating mirror image allows to set boundaries more correctly. Calculating
boundaries that are visible in Fig. 2.7a is relatively simple. To obtain them, we
are using the idea of image moments. We need to calculate the zero moment (M)
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and the first moments for y (M) and x (My;) from binary mask in Fig. 2.7c. Then
using equations below, it is possible to set a center of the object in image:

Mo

Ye = =10 @.1)
Moy
Mo,

Xc=—-, (2.2)
Moy

Calculation of the second moments (M;;, My,, M>() and (2.3), (2.4), allowing for
creation of the ellipse
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When boundaries were successfully set, we are now able to search for the first
coordinate of the eye. In order to do so, we are using Sobel filter in two dimensions
OX and OY.

The face is divided in two parts, left and right. For each side of the face, we are
creating a projection. Obtained function H(y) (see Fig. 2.8a) is multiplied by
function W(y) (see Fig. 2.8b) in order to minimize the influence of the mouth and
nostrils.

After multiplication of the H(y) by W(y), we obtain the function shown in
Fig. 2.8c. Maximum value of this function denotes the eye line and the first
coordinate of the eye.

The second coordinate is calculated by performing adaptive binarization. As a
result, we obtain a binary image with the eyes, nostrils, and mouth remaining on it.
Additionally, the threshold is performed in the color image (RGB) on every
channel. Then logical operation AND is executed for every pixel in the image.
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Fig. 2.8 (a) Projection H(y), (b) function W(y), (c) function F(y)

When the pixel value is “black” in both images, we obtain a “black” pixel.
Otherwise, the pixel is white. The result of this operation is shown in Fig. 2.5.

Vertical projection for eyes is performed in the last step after thresholding and
the AND operation. The maximum value denotes the second coordinate of the eye
position.

The mouth line is calculated in a similar way to the eye line. The projection is
multiplied by the function W(y). This function was modified in a way that
minimizes the influence of the eyes.

The position of the mouth corners and width of the jaw and the nostrils are also
acquired using projection approach. The maximum value of the projection result
denotes the coordinates of features we are looking for.

The obtained feature points will be used for the image description. These points
are used to build Toeplitz matrices and calculate their minimal eigenvalues [54].

This simple algorithm is able to work under different lighting conditions (part of
the shadows is being removed), and it is robust to elements of environment because
feature points are not being searched for outside face area. Skin detection process
works also in case of people with dark skin carnation.

2.4 Examples of Face Recognition Algorithms

A number of face recognition algorithms are based on feature-based methods that
detect a set of geometrical features on the face such as the positions of the eyes,
eyebrows, nose, and mouth [57]. Geometric properties and relations such as areas,
distances, and angles between the features are selected as the descriptors of faces.
Therefore, the geometric attributes provide benefits in data reduction and make the
algorithm less sensitive to variations in illumination, viewpoint, and expressions.
Typically, 3040 feature points per face are generated. The performance of face
recognition based on geometrical features depends on the accuracy of the feature
location algorithm. However, there are no perfect answers to the problem of how



34 P. Kocjan and K. Saeed

many feature points shall be acquired for the best performance, what the important
features are, or how to extract them automatically. Face recognition based on
geometrical feature matching is possible for face images at very low resolution.
However, precision will suffer, and on large databases this method does not satisfy
accuracy demands.

Ivancevic et al. [58] stated that there are about 80 landmark points on a human
face and the number of points chosen is application dependent. However, some
authors used more than 80 facial points in their algorithms. One example of such
work is Cootes et al. [59] where 122 landmark points are used. On the other hand
many authors base their algorithms on much smaller number of points — for
example, Huang and Huang [60] used 90 facial feature points, Kobayashi and
Hara [61] used 30 facial characteristic points, Pantic and Rothkrantz [62] used 19
facial fiducial points, Valstar and Pantic [63] used 20 facial fiducial points, Cohn
et al. [64] used 46 fiducial points, and Zhang et al. [65] used 34 fiducial points.

Also a lot of effort was put in the works describing feature point tracking
[64, 66], action unit recognition for facial expression analysis [62, 63, 67-69],
review papers in facial expression analysis [70—72], and many others.

Appearance-based face recognition algorithms are alternative group of methods
which proceed by projecting an image into the subspace and finding the closest
point in such subspace [73]. Two well-known linear transformation methods that
have been most widely used for dimensionality reduction and feature extraction are
the principal component analysis (PCA) [20] and linear discriminant analysis
(LDA) [73]. Object classes that are closer together in the output space are often
weighted in the input space to reduce potential misclassification. The PCA could be
operated either on the raw face image to extract the fisherface or on the eigenface to
obtain the discriminant eigenfeatures [20]. Feature representation methods that
combine the strengths of different realizations of PCA methods can be found in
[74]. Kernel PCA [75] and the generalized discriminant analysis (GDA) using
Kernel approach [76] have proved they are successful in pattern regression and
classification tasks. Independent component analysis (ICA) provides a set of basis
vectors that possess maximum statistical independence [77]. Face recognition
techniques based on elastic graph matching [34] and support vector machines
(SVMs) [78] also showed successful results. Line edge map approach [57] extracts
lines from a face edge map as features, based on a combination of template
matching and geometrical feature matching. The nearest feature line classifier
[79] attempts to extend the capacity covering variations of pose, illumination, and
expression for a face class by finding the candidate person that has the minimum
distance between the feature point of query face and the feature lines connecting
any two prototype feature points. A modified Hausdorff distance measure was also
used to compare face images for recognition [79].

The environment proposed by the authors in [83] (called FaReS-Mod) only gives
an option to design system based on two algorithms — PCA and LDA. These
algorithms lack robustness to shadows and changing environment. Pictures used
in the environment were all nearly frontal images and were captured under more or
less constrained environment. The system created by this environment is not very
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Fig. 2.9 Seven eigenfaces calculated from input images [6]

robust and cannot be used for images in less rigid environment; however, it does
have an educational aspect. It allows to track every stage of face recognition
process as it works.

We will briefly describe the basic idea of a face recognition algorithm using
eigenface recognition described by Turk and Pentland [6] and face recognition
based on elastic bunch graph matching [34] by Wisskot et al.

The main idea of PCA approach is to extract the relevant information from a face
image, encode it as efficiently as possible, and compare one encoded face with a
database of models encoded similarly. The approach includes extracting the infor-
mation contained in an image of a face to somehow capture the variation in a
collection of face images, independent of any judgment on features, and use this
information to encode and compare individual face images. In mathematical terms,
one has to find the principal components of the distribution of faces or the
eigenvectors of the covariance matrix of the set of face images. These eigenvectors
can be thought of as a set of features which together characterize the variation
between face images. Each image location contributes to each eigenvector so that
we can display the eigenvector as a sort of ghostly face which we call an eigenface.
Some of these faces are shown in Fig. 2.9.

Each face image in the training set can be represented exactly in terms of a linear
combination of the eigenfaces. The number of possible eigenfaces is equal to the
number of face images in the training set. However, the faces can also be
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approximated using only the “best” eigenfaces — those that have the largest
eigenvalues and which therefore account for the most variance within the set of
face images. Computational efficiency is the primary reason for using a smaller
number of eigenfaces.

If we consider the training set of face images I'y, I'p, I's,. . ., I'y, the average face

M
of the set is defined by ¥ = ﬁ >~ TI',. Each face differs from the average by the
n=1

vector ®; = I' — . Set of very large vectors is then subject to principal component
analysis which seeks a set of M orthonormal vectors u, and their associated
eigenvalues x;, which best describes the distribution of the data.

Since a complete algorithm can be found in many publications, we did not find it
necessary to present it here.

Eigenfaces seem adequate for describing face images under controlled
conditions. To perform identification task, new face image (I') is transformed into
eigenface components by simple operation wy = u! (I — W) for k = 1... M'. This
describes a set of point-by-point image multiplications and summations, operations
performed at approximately frame rate on image processing hardware.

Since PCA approach cannot deal with nonlinearity as mentioned earlier, we think
that presenting hybrid approach like EBGM in contrast would be more interesting.

Without going into details how individual faces and general knowledge about
faces are represented by respectively labeled graphs and the face bunch graph
(FBG) [34], we are now going to explain how these graphs are generated. Authors
have used a method to generate initial graphs for the system, one graph for each
pose, together with pointers to indicate which pairs of nodes in graphs for different
poses correspond to each other. Once the system has an FBG (possibly consisting of
only one manually defined model), graphs for new images can be generated
automatically by elastic bunch graph matching. Initially, when the FBG contains
only a few faces, it is necessary to review and correct the resulting matches, but
once the FBG is big enough (approximately 70 graphs), one can rely on the
matching and generate large collections of model graphs automatically.

Manual definition of graphs is done in three steps. At first the authors mark a set
of fiducial points for a given image. Most of these points are positioned at well-
defined features which are easy to locate, such as the left and right pupil, the corners
of the mouth, the tip of the nose, the top and bottom of the ears, the top of the head,
and the tip of the chin. These points were selected to make manual positioning easy
and reliable. Additional fiducial points are positioned at the center of gravity of
certain easy-to-locate fiducial points. This allows an automatic selection of fiducial
points in the regions where well-defined features are missing, for example, at the
cheeks or the forehead. Then, edges are drawn between fiducial points, and edge
labels are automatically computed as the differences between node positions.
Finally, the Gabor wavelet transform provides the jets for the nodes. In general,
the set of fiducial points should cover the face evenly.

A key role in elastic bunch graph matching is played by the function evaluating
the graph similarity between an image graph and the FBG of identical pose.
It depends on the jet similarities and the distortion of the image grid relative to
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. -—-ﬁ-—‘
grids for face finding

grids for face recognition

Fig. 2.10 Object-adapted grids for different poses. The nodes are positioned automatically by
elastic graph matching against the corresponding face bunch graphs [34]

the FBG grid. Since the FBG provides several jets for each fiducial point, the best
one is selected and used for comparison. These best fitting jets serve as local experts
for the image face.

The goal of elastic bunch graph matching on a query image is to find the fiducial
points and thus to extract the graph which maximizes the similarity with the FBG
from the image. In practice, one has to apply a heuristic algorithm to find near-
optimum results within a reasonable time. Authors use a coarse-to-fine approach in
which they introduce the degrees of freedom of the FBG progressively: translation,
scale, aspect ratio, and finally local distortions. Authors introduce phase informa-
tion and increase the focus of displacement estimation in the similar way: no phase,
phase with focus 1, and then phase with focus 1 up to 5. The matching schedule
described here assumes faces of known pose and approximately standard size so
that only one FBG is required.

The resulting graph is called the image graph and is stored as a representation of
the individual face of the image (Fig. 2.10).

To minimize computing effort and to optimize reliability, authors extract a face
representation in two stages. The first stage called the normalization stage is
described in greater detail in [80]. Its purpose is to estimate the position and size
of the face in the original image so that the image can be scaled and cut to standard
size. The second stage takes this standardized image as an input and extracts a
precise image graph appropriate for face recognition purposes. In the experiments
on the face database, original images had a format of 256 x 384 pixels, and the
faces varied in size by a factor of 3. The poses were known and did not need to be
determined. The normalization stage used three FBGs of appropriate pose which
differed in face size. Authors arbitrarily picked approximately 30 images to form
each FBG. More careful selection of images to cover a wider range of variations can
only improve system performance. The grids used in the construction of the FBGs
put little emphasis, that is, few nodes, on the interior of the face and have fewer
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nodes than those used for the second stage (see Fig. 2.10 for two examples). The
smaller number of nodes speeds up the process of face finding. Using a matching
scheme similar to the one described earlier, authors match each of the three FBGs to
the input image. Authors select the graph that matches best, cut a frame of
appropriate size around it from the image, and resize it to 128 x 128 pixels. The
poses could be determined analogously [80], although here they are assumed to be
known. During the experiments, normalization took approximately 20 s on a
SPARCStation 10-512 with a 50 MHz processor, and the system identified face
position and scale correctly in approximately 99% of the images.

The simple algorithm proposed by the authors achieves 90% success recognition
rate. However, this result can be reached only on databases smaller than 30
individuals. This limitation is caused by Toeplitz matrices, since they do not perform
well on large databases. Algorithm such as PCA, ICA, and LDA can achieve 83%
success rate [84], but tests performed with these algorithms were performed on
databases that contained data for more than 1,000 individuals. If we compare PCA
and EBGM algorithms [85] on similar database, we can see that results are quite
similar. These results may vary based on different variables used in algorithms.

Authors’ algorithm based on this size of database performed much worse.
Because of that, further research on Toeplitz matrices must be performed to achieve
good results on large databases.

2.5 Conclusions

Rapid progress and development of new technologies which increased the compu-
tational power of computers created possibility to build systems more complex and
adjusting to the environment. During the past 20 years of constant development of
new algorithms, researchers were able to create systems able to detect faces in
images and recognize them. However, these systems are far from being perfect.
They are still vulnerable to unconstrained environment, changes in facial
expressions, or possibility of stealing a biometric key. These challenges show
direction in which researchers should follow.

The algorithm for feature points detection presented by authors is very simple.
However simple, it is able to work under different lighting conditions and it is
robust to elements of environment because feature points are not being searched for
outside the face area. Unfortunately the efficiency of a face descriptor based on
Toeplitz matrices is not very high, which is not surprising. Based on the results we
can notice that as the number of classes increases, the recognition rate drops.
Currently, research on Toeplitz matrices focuses on maintaining recognition rate
while increasing the size of the database.
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