
Preface

Modern High Energy Physics (HEP), as a science studying the results of accelerator-
driven particle collisions, was born after the Second World War, at the same time
as computers. HEP research has been constantly limited by technology, both in the
accelerator and detector domains as well as that of computing. At the same time
High Energy physicists have greatly contributed to the development of Information
Technology.

During all these years, the Conseil Européen pour la Recherche Nucléaire1

(CERN [1], located in Geneva, Switzerland) has been a privileged place for the
evolution of HEP computing. Several applications conceived for HEP have found
applications well beyond it, the World Wide Web (see Chap. 2) being the most
notable example. During all these years HEP computing has faced the chal-
lenge of software development within distributed communities, and of exploiting
geographically distributed computing resources. HEP computing has been very
successful in fulfilling its mandate, and the quantity and quality of scientific results
produced by High Energy Physics are a direct consequence of this. In this activity,
HEP computing had to face problems and situations that anticipated those that
Information Technology at large would meet years later. In many respects, HEP
computing has been today where computing was going to be tomorrow.

This book describes the evolution of HEP computing, and in particular those
aspects that have been most innovative. These aspects are described by contributions
from different authors. The reader is presumed to be familiar with the field of com-
puting, from software engineering to programming languages. No specific physics
knowledge is required. The subject has been treated in the past mostly in conference
proceedings or in specialised books on physics computing, but, to our knowledge,
no other book has given a complete account of the evolution of HEP computing.

1The Conseil Européen pour la Recherche Nucléaire, or European Council for Nuclear Research
is the name of a provisional body founded in 1952 with the mandate of establishing a world-
class fundamental physics research organisation in Europe. At that time, pure physics research
concentrated on understanding the inside of the atom, hence the word “nuclear”.
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High Energy Physics in a Nutshell

The discovery in 1896 of the natural transmutation of the elements via radioactive
decay by the French scientist Henri Becquerel, while working on phosphorescent
materials, coincided with the discovery of “rays” composed by sub-nuclear particles
of varying energy. These rays were soon used to probe the structure of matter,
and using them the New Zealand scientist Ernest Rutherford discovered in 1909
that matter is composed by atoms with a very dense and small positively charged
nucleus and negatively charged electrons floating in virtual emptiness. In 1912 the
Austrian-American physicist Victor Hess during a hot-air balloon flight discovered
the existence of highly energetic rays coming from outer space and hitting the earth
after having traversed the atmosphere. While the origin and nature of cosmic rays
still poses some of the most formidable puzzles in physics, this discovery was
instrumental in many ways. The history of the universe and the nature of matter
were since then intimately linked; the study of our origin and of the infinitely big
now relies on advances in our understanding of the microscopic nature of matter,
and vice versa.

Cosmic rays and the discovery of antimatter.

In 1936 the American physicist Carl David Anderson, studying cosmic rays,
discovered antimatter, earlier postulated by the British physicist Paul Dirac. Cosmic
rays also provided physicists with probes of energies much higher than those coming
from nuclear transmutation. This was an important step in the investigation of the
nature of matter. In his 1924 doctoral thesis, the French physicist Louis-Victor-
Pierre-Raymond, 7th Duc de Broglie, introduced the successful hypothesis that with
each particle is associated a wave whose length varies as the inverse of the particle
energy. The “resolution power” of an instrument, that is its ability to distinguish
small details, varies with the inverse of the wavelength of the radiation employed.
Highly energetic particles are excellent probes into the sub-nuclear world, as the
associated waves have very short length.

While cosmic rays provided very short length waves, their energy, as well as their
arrival angle, was subject to a wide statistical distribution, making systematic studies
very difficult. Physicists then decided to produce high energy rays in the laboratory
by accelerating charged sub-nuclear particles and nuclei with electromagnetic fields.
In the 1930s the British physicists John D. Cockcroft and Ernest Walton, the
American engineer Robert Van de Graaf and a Soviet team in Kharkov managed
to accelerate nuclei via the creation of an intense electric field. Vacuum tubes were
used to accelerate electrons, and this led to the discovery of the photoelectric effect
in 1887 by the German physicist Heinrich Rudolf Hertz. The explanation of this
effect by Albert Einstein in 1905 led to the formulation of a corpuscular theory of
light and was one of the founding steps towards modern Quantum Mechanics.
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The birth of High Energy Physics

The use of very intense electric fields was however impractical due to the
difficulty to generate and control them. Particles could be accelerated by guiding
them repeatedly through lower intensity electric fields, but this required very long
“linear” machines to achieve high energies. A major breakthrough was achieved in
1929 by Ernest O. Lawrence at the University of California, Berkeley. He managed
to accelerate electrons with a relatively low voltage by passing them several times
through a potential difference. Lawrence’s machine used a magnetic field to keep
the electrons on a circular path, and an alternating voltage gradient to accelerate
them. Lawrence’s first machine, called a cyclotron, was made out of brass, sealed
with wax and had a diameter of ten centimetres; it is said to have cost $25 in all.
It was the first particle accelerator and it opened the way to the creation of sub-
nuclear and nuclear rays of ever-increasing energy (hence the name High Energy
Physics). Almost all high energy particle accelerators today derive from Lawrence’s
machine. Due to fundamental physics laws, the diameter of the accelerator has to
increase with energy, so modern machines have diameters of several kilometres and
are hosted in underground tunnels. Several particle accelerators have been built
since the end of the Second World War. Major laboratories exists in the United
States, Japan, Europe and Russia. The largest of them all is at the European Conseil
Européen pour la Recherche Nucléaire (CERN) in Geneva, Switzerland.

The role of CERN

Built on the Franco-Swiss border, CERN was founded in 1954 and it is currently
funded by 20 European nations. CERN is now operating the Large Hadron Collider
(LHC) which is colliding proton beams at energies up to 7 Tera (1012) electronVolts
(to be increased to 14 Tera electronVolts after 2013), and lead nuclei beams at
energies up to 2.76 Tera electronVolts per nucleon (to be increased to 5.5 Tera
electronVolts after 2013). The LHC is the largest scientific machine ever built.
CERN has financed and built most of the accelerator complex, with important
contributions from the United States, Russia and Japan. Four experiments have
started to analyse the results of particle collisions around the 28 km LHC ring.
Experiments are designed, financed and built by large international collaborations of
hundreds of physics institutes, university departments and laboratories – including
CERN’s own Experimental Physics Division – comprising thousands of physicists
from four continents.

A modern High Energy experiment is typically built at the “intersection point”
of a particle accelerator. It is here that counter-rotating beams of particles cross
each other generating particle collisions. The energy of each collision transforms
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itself into mass, according to Einstein’s famous formula E D mc2, generating a
host of particles not observed on Earth under normal conditions. The “detectors”
are very large scientific instruments that surround the interaction points and detect
the particles. Several million collisions occur each second, and, after discarding the
uninteresting ones, the surviving ones are registered for further processing at data
rates that can reach few Gigabytes per second.

It is perhaps important to note that particle collisions create a very high
temperature and energy density, similar to what is believed to have existed at
the beginning of our universe immediately after the Big Bang. In this sense, a
particle accelerator is also a “time machine” which reproduces the condition of the
universe soon after its birth, even if only for a very tiny amount of matter. Again,
the understanding of our origins is linked with the microscopic composition and
behaviour of matter.

Computing in HEP

Since its beginnings, High Energy Physics has relied heavily upon computers to
extract meaningful physics results from observations. This is due to several reasons,
which have to do with the statistical or probabilistic nature of the underlying theory
and with the large amount of collected data that has to be treated electronically.

Very large computing needs and complexity.

This has taken on very large proportions with the latest generation of experi-
ments, which have produced several hundred TeraBytes of data. The new experi-
ments which came on-line in 2009 at CERN are producing a few PetaBytes (1015)
of data per year. These data need to be pre-processed several times before being
properly analysed. The design and understanding of the experimental apparatus
require the computer simulation of its response, and this is a very demanding task
in terms of computing resources, as it generates an amount of data comparable with
that of the real experiments. However the complexity of computing for High Energy
Physics is not only due to the sheer size of the resources needed, but also to the
way in which the software is developed and maintained. Laboratories that have
an accelerator, such as CERN in Geneva, Fermi National Accelerator Laboratory
in Chicago, the Brookhaven National Laboratory, or Stanford Linear Accelerator
Centre host high energy experiments. As we have mentioned, an experiment is built
by a large international collaboration comprising thousands of scientists coming
from hundreds of institutes in a few tens of countries. These researchers work rather
independently on the same code, meeting only rarely and with little hierarchical
structure between them. Requirements change very frequently and the problems
to be solved often push the boundaries of scientific knowledge, both in physics,
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and also in computer science. It can be said that scientific research in fundamental
physics has its limit not in the creativity of the researchers, but in the current state-
of-the-art of engineering and computer science.

It has happened several times in the past that physicists have been at the origin
of important developments in the field of computing. Notable examples are the
invention of the Web at CERN and, more recently, the CERN-led development
and deployment of the largest Grid (see Chap. 3 for the description of the concept)
in operation in the world for the storage and processing of the data coming from
the LHC experiments. And while the Grid is still developing its full potential, the
attention of the HEP computing world is already moving to computing Clouds and
virtualisation (see Chap. 6) at the boundary of knowledge in distributed computing.
These results have been given considerable attention by the media. However there
is relatively little published material on the general history and development of
computing in High Energy Physics, which presents many other interesting and
innovative aspects. For instance, programme code has always been shared between
physicists, even beyond the boundaries of a single experiment, in a very similar
way to what has now become known as “open source” software development.
The management of the development of a large piece of software driven by very
dynamic requirements has given rise to techniques very similar to those that have
been independently developed by “Agile Software Engineering”technologies.

Most scientific communication between fundamental physicists is centred on
their scientific results, with little attention paid to the discussion of their activity
as Information Technology professionals (see Chap. 5).

IT innovation originated in HEP went often unnoticed outside the field.

The result is that several computing techniques and concepts, developed and applied
in the context of High Energy Physics, have had broader success after being
“reinvented” and developed independently, maybe years later. The main reason for
writing this book is to describe the world of computing in High Energy Physics, not
only through its results, but by describing its challenges and the way in which HEP
is tackling them. The aim is to provide a needed “theoretical” justification for the
techniques and “traditions” of HEP computing with the intention of making them
better known, and possibly promoting dialogue and interdisciplinary collaboration
with other disciplines that use computing either as a research field per se, or as an
important tool in their activity. This seems to be a very appropriate moment to do
it, because a generation of experiments has now come on-line after almost 20 years
of development, and therefore we can now describe a mature and accomplished
situation in computing for HEP. The next generation of experiments will almost
certainly introduce radical changes to this field, or at least we hope so.

A large part of this book talks about the development of HEP computing at
CERN and therefore the reader may question the legitimacy of the claim that it deals
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with the history of HEP computing worldwide. This is indeed a delicate subject,
and CERN has been at times accused of “software imperialism” and of trying to
impose its software choices on the worldwide HEP community, while hindering
or undermining the development of independent software projects elsewhere in
institutions collaborating with its experimental programme.

The special role of CERN in the development of HEP computing.

These criticisms may not be totally unfounded, but we also believe that the
software development process in HEP is essentially a Darwinian process, where the
ideas that eventually prevail have some degree of fitness to the environment. This
does not make them necessarily the best in all possible respects, but it definitely tells
us something about their adaptability to different experimental conditions, size of
collaborations, and computer hardware and operating system diversity.

HEP is a very distributed and collaborative activity, and so is its computing. It
is therefore an undeniable fact that only a fraction of HEP code has been written
at CERN, but it is also true that the fundamental software infrastructure adopted by
all HEP experiments in the 1980s and through the 1990s was the CERN Program
Library, and from the late 1990s the ROOT (see Chap. 1 for a description of the
ROOT genesis and evolution) package, developed at CERN by two of the authors of
this book and their team. While the whole HEP community has largely contributed
to both projects, their design, development, maintenance and distribution has been
centred at CERN.

From the point of view of the subject, this book is largely complementary to
existing literature. However the information contained in this book is original in
the way it is treated and presented. Our objective is not to describe algorithms
and computing techniques, nor do we concentrate only on a few specific aspects
such as programming language or development methods. Our aim is to give a
comprehensive description of the evolution of computing in HEP, with examples.
The closest analogy will be with the material presented at the Computing in
High Energy Physics (CHEP) conference series, but presented in a set of chapters
providing a methodological and historical account and covering the major aspects
and innovations of HEP computing.

A book for education and research.

This book is intended both for education and for research. For students of
physics and other scientific disciplines it provides a description of the environment
and the modalities of the development of HEP software. It often takes young
researchers a relatively long time to become active in HEP computing, due to the
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relative uniqueness of its environment and the fact that it is not documented or
even less taught at university. For physics researchers this book will be a useful
documentation of the history of one of their most important tools, i.e. computing.
For researchers in computing and its history, the book will be an important and
original source of information on the evolution of HEP computing in the last 20
years from a very privileged point of view.

The Structure of the Book

As mentioned above, this book is written by different authors, each one of them
having his or her own style and point of view. As we said, this is yet an untold story,
which spans more than 20 years of intense development, and some of the main actors
often held widely diverging point of views on the course to take. The subject matter
itself is very diverse, ranging from computer hardware to programming languages,
software engineering, large databases, Web, Grid and Clouds (see Chaps. 3 and 4).
It is not surprising that this is reflected in the material of this book. While we
believe that this is one of the main assets of the book, we are also aware that it
may introduce some disuniformity and lack of coherence. To help in alleviating this
danger, we have tried to give some formal coherence to the appearance and structure
of the different chapters. Each chapter starts with a short statement, followed by an
introductory paragraph. It ends with a conclusion section on the lessons learned
and, where appropriate, a look at the future. Grey filled boxes indicate important
concepts developed in the text. We have tried, where possible, to cross-reference the
various chapters, in order to allow the reader to easily recognise related concepts in
material with which he or she may not be familiar.

It is important to mention at this point that the opinions expressed in this book
are those of the authors and may not reflect the official position of their institutes.

Chapter 1 is a broad overview of the evolution of the programmes, the technology
and the languages of HEP computing over the last 20 years. The sheer evolution of
the computing hardware in these years has seen a 10,000 increase in processing
speed and a 100,000 increase in live (RAM) memory. This is probably the largest
technological evolution of any field of technology. The chapter describes how HEP
computing coped with this breathtaking evolution to provide the needed resources
for the scientific endeavours of HEP.

Chapter 2 recalls the story of the invention of the World Wide Web inside the
HEP community. This is one of the best-known, but also one of the most striking
examples of “spin-off” from fundamental research. It was a paradigmatic event that
deserves to be studied in detail. Few inventions have changed the face of our world
so quickly and so deeply as the Web has done, and yet it was invented with the
immediate purpose of helping to share images and information related to HEP. In an
era where there is so much debate on the relations between applied and fundamental
science and on their respective roles and impact on society, this extreme example of
serendipity in fundamental science is certainly worth considering in detail.
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Chapter 3 describes the genesis and evolution of the worldwide LHC Computing
Grid, the largest Grid in operation in the world to date. Extending the Web
paradigm of sharing distributed information to include the sharing of distributed
computational resources, the Grid aims at homogenising the computing infrastruc-
ture, making it ubiquitous and pervasive, and freeing it from the space and time
availability constraints of any single physical instance of computing and storage.
The consequences of this process are yet to be fully understood and appreciated,
but their impact on society at large can be potentially larger than that of the World
Wide Web. While the idea was born in the U.S. academic world, the first large scale
realisation of the Grid paradigm was realised for the needs of the LHC experiments
via a CERN-led international effort.

Chapter 4 describes the Grid in operation. While the middle-ware technology is
extremely complex and still in a state of “frantic” evolution, the deployment of the
Grid in over 50 countries and 300 institutes around the world has opened a whole
new set of opportunities and challenges for international collaborations. Scientists
and system administrators from widely different cultures and time zones are learning
to work together in a decentralised and yet tightly coupled system, where the
global efficiency depends on the efficiency of every single component. Researchers
in economically and digitally challenged countries suddenly find themselves with
the opportunity to access the largest computing infrastructure in the world and to
perform frontier research with it. With the access to data and computing resources
becoming completely democratic and ubiquitous, a new set of rules has to be
invented for this new virtual community to work together.

Chapter 5 describes the software development process in HEP. Software Engi-
neering has been invented, or rather postulated in the 1950s to apply “solid
engineering methods to software development”. Although a staggering amount of
software has been developed, some of which very successfully, the varying degree
of success of software projects is still surprisingly wide. Software Engineering
has offered some very interesting insights in the process of software development,
but has failed to develop “solid engineering methods” that can transform software
development into a predictable process. HEP has developed software for many
years, often very successfully, without ever adopting a specific software engineering
method. Nevertheless it had its own method, although this was never formalised
or described. This chapter describes the software development methodology which
is proper to HEP and discusses its relations with the recent advances in software
engineering.

Chapter 6 describes the impact of virtualisation on Grid computing. The Grid
computing paradigm proposes a conceptual virtualisation of the physical location
and other features of a set of computational resources. It is therefore quite natural
to push virtualisation one step further and virtualise the hardware within computing
centres, in order to increase the uniformity of the Grid components and to help
application developers and end users to cope with the different physical platforms.
Moreover this makes reconfiguration and upgrade of the underlying systems more
transparent for the end users, increasing the overall robustness and resilience of the
Grid infrastructure. Finally, virtualisation techniques offer opportunities to increase
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security of the applications running on the Grid, which is one of the major concerns
for such a widely distributed system. The newly born Cloud concept adds another
level of abstraction, but also of opportunity, to this virtual infrastructure.

Chapter 7 deals with the exploitation of parallel computing. HEP computing
features a kind of parallelism which has been defined as “embarrassing”, as the
workload comes in units of “events” (the result of particle collisions) which are
independent from each other. The result of the processing of each event can be
calculated independently and statistically combined with the other results in any
order. As a consequence of this, parallelisation has been used since a long time in
HEP to reduce the time-to-solution and to allow the interactive optimisation of the
analysis algorithms. However, parallelisation had stopped at the “boundary” of the
code that treats each event. The advent of multi and many-core machines and of
powerful Graphics Processing Units (GPUs) and the large memory requirements
of modern HEP codes make it less efficient to continue assigning an event to every
core, and therefore parallelisation has to happen also within the code that treats each
event.

Chapter 8 deals with the legal aspects of intellectual property law for HEP soft-
ware developers. The question of the intellectual property of the software developed
by large HEP collaborations is technically very complicated. The experimental
collaborations are not legal entities, and the software is produced by tens, at
times hundreds of authors from different institutions who spend some time in the
collaboration and then move on either to other experiments or to a different career.
Questions such as who is the legal copyright holder or what is the legal status of the
software are in fact complex problem of international law that must be understood
and correctly addressed in collaborations that can last several years and involve
thousands of researchers.

Chapter 9 deals with databases. HEP computing is essentially a data-centric
problem. The principal activity is data transformation and data mining. In this
sense HEP computing is similar to other forms of computing that deal with
large data-sets, which are becoming more and more commonplace as sensors and
measurement instruments become inexpensive and ubiquitous. It is therefore natural
that databases occupy a central place in HEP computing. The efficiency of data and
meta-data access is perhaps the most important feature in determining the success
of an experiment’s computing infrastructure. As the focus is put on ordered data
transformation and data mining, the transactional aspect of relational databases
is not particularly critical for HEP computing, and therefore classical or object-
oriented databases occupy a “niche” in HEP computing, while the bulk of the data
is held in custom designed data stores.

Chapter 10 deals with obtaining fast and reliable access to distributed data. Grid
computing proposes a paradigm for transparent and ubiquitous access to distributed
high-end computing resources, but globalised data access is still a very hard problem
to solve. For truly transparent data access, local and remote operation should be
transparent for the applications. Moreover the different features of data access
over Wide Area Networks (WAN’s) and Local Area Networks (LAN’s) should be
optimised and, in some sense, “masked” by the protocol. The systems providing
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data access should also hide the diversity of the data storage technology from
applications and virtualise the data repository, thus eliminating the need for an
application to worry about which storage element holds a given file or whether it
has been moved or not. These are very difficult, and in some sense contradictory
requirements to satisfy, and HEP computing has accumulated very substantial
experience in dealing with these problems over the years.

Chapter 11 attempts to go beyond the technical description of HEP computing
to consider the larger picture of the development of an increasingly interconnected
system of machines and people sharing computing resources and information in
a virtual universe, ubiquitous and largely independent of actual space and time.
This virtual interconnected world resembles more and more the realisation of a
human nervous system on a planetary scale. As already said, HEP computing is
today where everyday computing will be tomorrow, and it is interesting to draw a
parallel between the capacity of the human brain to represent and understand the
universe, and the construction of a world-wide network of connections and nodes
where information is stored, exchanged and processed as in the neurons of our own
brains. This introjection of the universe and projection in the physical (and virtual)
reality of our own brain is intriguing and worth considering at the end of our book.
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