h-Principle and Rigidity for C1>* Isometric
Embeddings
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Abstract In this paper we study the embedding of Riemannian manifolds in low
codimension. The well-known result of Nash and Kuiper (Nash in Ann. Math.
60:383-396, 1954; Kuiper in Proc. Kon. Acad. Wet. Amsterdam A 58:545-556,
1955; Kuiper in Proc. Kon. Acad. Wet. Amsterdam A 58:683-689, 1955) says that
any short embedding in codimension one can be uniformly approximated by C'
isometric embeddings. This statement clearly cannot be true for C? embeddings
in general, due to the classical rigidity in the Weyl problem. In fact Borisov ex-
tended the latter to embeddings of class C'% with o > 2/3 in (Borisov in Vestn.
Leningr. Univ. 14(13):20-26, 1959; Borisov in Vestn. Leningr. Univ. 15(19):127—
129, 1960). On the other hand he announced in (Borisov in Doklady 163:869-871,
1965) that the Nash—Kuiper statement can be extended to local C* embeddings
with o < (1 +n + nz)_l, where n is the dimension of the manifold, provided
the metric is analytic. Subsequently a proof of the 2-dimensional case appeared
in (Borisov in Sib. Mat. Zh. 45(1):25-61, 2004). In this paper we provide analytic
proofs of all these statements, for general dimension and general metric.

1 Introduction

Let M"™ be a smooth compact manifold of dimension n > 2, equipped with a
Riemannian metric g. An isometric immersion of (M",g) into R™ is a map
u € C1(M"; R™) such that the induced metric agrees with g. In local coordinates
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this amounts to the system
Biu~3ju=gij (1)

consisting of n(n + 1)/2 equations in m unknowns. If in addition u is injective, it
is an isometric embedding. Assume for the moment that g € C*°. The two classical
theorems concerning the solvability of this system are:

(A) if m > (n+ 2)(n + 3)/2, then any short embedding can be uniformly approxi-
mated by isometric embeddings of class C*° (Nash [23], Gromov [16]);

(B) if m > n + 1, then any short embedding can be uniformly approximated by
isometric embeddings of class C 1 (Nash [22], Kuiper [20, 21]).

Recall that a short embedding is an injective map u : M"* — R™ such that the metric
induced on M by u is shorter than g. In coordinates this means that (0;u - 9ju) <
(gij) in the sense of quadratic forms. Thus, (A) and (B) are not merely existence
theorems, they show that there exists a huge (essentially C%-dense) set of solutions.
This type of abundance of solutions is a central aspect of Gromov’s A-principle, for
which the isometric embedding problem is a primary example (see [12, 16]).

Naively, this type of flexibility could be expected for high codimension as in (A),
since then there are many more unknowns than equations in (1). The A-principle
for C! isometric embeddings is on the other hand rather striking, especially when
compared to the classical rigidity result concerning the Weyl problem: if (S2, g) is
a compact Riemannian surface with positive Gauss curvature and u € C? is an iso-
metric immersion into R3, then u is uniquely determined up to a rigid motion ([8,
17], see also [31] for a thorough discussion). Thus it is clear that isometric immer-
sions have a completely different qualitative behavior at low and high regularity (i.e.
below and above C 2).

This qualitative difference is further highlighted by the following optimal map-
ping properties in the case when m is allowed to be sufficiently high:

(C) if g € C!'# with [+ B > 2 and m is sufficiently large, then there exists a solution
u € C-B (Nash [23], Jacobowitz [18]);

(D) if g € C!P with 0 <[+ B < 2 and m is sufficiently large, then there exists a
solution u € C1¢ with o < (I 4+ B)/2 (Killen [19]).

These results are optimal in the sense that in both cases there exists g € C-# to
which no solution u has better regularity than stated.

The techniques are also different: whereas the proofs of (A) and (C) rely on the
Nash—Moser implicit function theorem, the proofs of (B) and (D) involve an itera-
tion technique called convex integration. This technique was developed by Gromov
[15, 16] into a very powerful tool to prove the k-principle in a wide variety of geo-
metric problems (see also [12, 33]). In general the regularity of solutions obtained
using convex integration agrees with the highest derivatives appearing in the equa-
tions (see [32]). Thus, an interesting question raised in [16], p. 219 is how one
could extend the methods to produce more regular solutions. Essentially the same
question, in the case of isometric embeddings, is also mentioned in [34] (see Prob-
lem 27). For high codimension this is resolved in (D).
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Our primary aim in this paper is to consider the low codimension case, i.e. when
m = n+ 1. This range was first considered by Borisov. In [6] it was announced that if
g is analytic, then the A-principle holds for local isometric embeddings u € C!¢ for
o< ﬁ A proof for the case n = 2 appeared in [7]. Our main result is to provide
a proof of the h-principle in this range for g which is not necessarily analytic and
general n > 2 (see Sect. 1.1 for precise statements). Moreover, at least for / = 0 and
sufficiently small 8 > 0, we recover the optimal mapping range corresponding to
(D). Thus, there seems to be a direct trade-off between codimension and regularity.

The novelty of our approach, compared to Borisov’s, is that only a finite number
of derivatives need to be controlled. This is achieved by introducing a smoothing
operator in the iteration step, analogous to the device of Nash used to overcome
the loss of derivative problem in [23]. A similar method was used by Killen in [19].
See Sect. 3 for an overview of the iteration procedure. In addition, the errors coming
from the smoothing operator are controlled by using certain commutator estimates
on convolutions. These estimates are in Sect. 2.

Concerning rigidity in the Weyl problem, it is known from the work of Pogorelov
and Sabitov that

1. closed C! surfaces with positive Gauss curvature and bounded extrinsic curva-
ture are convex (see [26]);

2. closed convex surfaces are rigid in the sense that isometric immersions are unique
up to rigid motion [25];

3. a convex surface with metric g € C LB withl>2,0 < B < 1 and positive curva-
ture is of class CH# (see [26, 27]).

Thus, extending the rigidity in the Weyl problem to C¢ isometric immersions can
be reduced to showing that the image of the surface has bounded extrinsic curvature
(for definitions see Sect. 7). Using geometric arguments, in a series of papers [1-5]
Borisov proved that for o > 2/3 the image of surfaces with positive Gauss curvature
has indeed bounded extrinsic curvature. Consequently, rigidity holds in this range
and in particular 2/3 is an upper bound on the range of Holder exponents that can
be reached using convex integration.

Using the commutator estimates from Sect. 2, at the end of this paper (in Sect. 7)
we provide a short and self-consistent analytic proof of this result.

1.1 The h-Principle for Small Exponents

In this subsection we state our main existence results for C'¢ isometric immersions.
One is of local nature, whereas the second is global. Note that for the local result
the exponent matches the one announced in [6]. In what follows, we denote by
sym;’ the cone of positive definite symmetric n x n matrices. Moreover, given an
immersion u : M"* — R™, we denote by u®e the pullback of the standard Euclidean
metric through u, so that in local coordinates

(une)ij = 3,'11 . 8ju.
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Finally, let
_ nn—+1)
= 5 .

Ny

Theorem 1 (Local existence) Let n € N and gy € sym;. There exists r > 0 such
that the following holds for any smooth bounded open set 2 C R" and any Rieman-
nian metric g € CP(2) with B > 0 and ||g — gollco < r. There exists a constant
8o > 0 such that, if u € C2(2; R"*1) and « satisfy

lufe —gllo <83 and 0<a <min ! ,é,
- 14+2n, 2

then there exists a map v € C*(2; R with

1/2

ve=g and |v—ulc <Cllufe— gl

Corollary 1 (Local _h-principle) Let n, go, $2, g, « be as in Theorem 1. Given any
short map u € C L(2: R and any & > 0 there exists an isometric immersion
ve Ch (2, R with |lu — v co <e.

Theorem 2 (Global existence) Let M be a smooth, compact manifold with a Rie-
mannian metric g € CP(M) and let m > n + 1. There is a constant 8y > 0 such that,
ifu e C*(M;R™) and « satisfy

1
||une—g||co§8§ and 0 < o < min 4é ,
14+2(n+ Dn, 2
then there exists a map v € C*(M; R™) with
1/2
vie=g and ||v—u||C1§C||uﬁe—g||C/0.

Corollary 2 (Global k-principle) Let (M", g) and o be as in Theorem 2. Given any
short map u € C 1 (M; R™) withm > n + 1 and any ¢ > 0 there exists an isometric
immersion v e C*(M; R™) with ||u — v||co <é.

Remark 1 In both corollaries, if # is an embedding, then there exists a correspond-
ing v which in addition is an embedding.

1.2 Rigidity for Large Exponents

The following is a crucial estimate on the metric pulled back by standard regular-
izations of a given map.

Proposition 1 (Quadratic estimate) Ler 2 C R" be an open set, v € C1¥(2,R™)
with vie € C? and ¢ € C°(R") a standard symmetric convolution kernel. Then, for
every compact set K C $2,

(v * ge)fe — viellcr gy = 0. 2)
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In particular, fix a map u and a kernel ¢ satisfying the assumptions of the Propo-
sition with o > 1/2. Then the Christoffel symbols of (v % ¢¢)%e converge to those
of vie. This corresponds to the results of Borisov in [1, 2], and hints at the absence
of h-principle for C1: 3+ immersions. Relying mainly on this estimate we can give
a fairly short proof of Borisov’s theorem:

Theorem 3 Let (M2, g) be a surface with C? metric and positive Gauss curvature,
and let u € C14(M?; R3) be an isometric immersion with o > 2/3. Thenu(M) is a
surface of bounded extrinsic curvature.

This leads to the following corollaries, which follow from the work of Pogorelov
and Sabitov.

Corollary 3 Ler (52, g) be a closed surface with g € C* and positive Gauss curva-
ture, and let u € C1%(S%; R?) be an isometric immersion with o > 2/3. Then, u(S?)
is the boundary of a bounded convex set and any two such images are congruent. In
particular if the Gauss curvature is constant, then u(S>) is the boundary of a ball
B, (x).

Corollary 4 Let 2 C R? be open and g € C*P a metric on 2 with positive Gauss
curvature. Let u € CH%(§2; R3) be an isometric immersion with « > 2/3. Then
u(82) is C*P and locally uniformly convex (that is, for every x € 2 there exists
a neighborhood V such that u(§2) NV is the graph of a C*# function with positive
definite second derivative).

1.3 Connections to the Euler Equations

There is an interesting analogy between isometric immersions in low codimension
(in particular the Weyl problem) and the incompressible Euler equations. In [10]
a method, which is very closely related to convex integration, was introduced to
construct highly irregular energy-dissipating solutions of the Euler equations. Being
in conservation form, the “expected” regularity space for convex integration for the
Euler equations should be C°. This is still beyond reach, and in [10] a weak version
of convex integration was applied instead, to produce solutions in L* (see also
[11] for a slightly better space) and, moreover, to show that a weak version of the
h-principle holds.

Nevertheless, just like for isometric immersions, for the Euler equations there
is particular interest to go beyond C: in [24] L. Onsager, motivated by the phe-
nomenon of anomalous dissipation in turbulent flows, conjectured that there exist
weak solutions of the Euler equations of class C* with o < 1/3 which dissipate
energy, whereas for o« > 1/3 the energy is conserved. The latter was proved in [9,
13], but on the construction of energy-dissipating weak solutions nothing is known
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beyond L (for previous work see [28-30]). It should be mentioned that the criti-
cal exponent 1/3 is very natural—it agrees with the scaling of the energy cascade
predicted by Kolmogorov’s theory of turbulence (see for instance [14]).

For the analogous problem for isometric immersions there does not seem to be
a universally accepted critical exponent (cf. Problem 27 of [34]), even though 1/2
seems likely (cf. Sect. 1.2 and the discussion in [7]). In fact, the regularization and
the commutator estimates used in our proof of Proposition 1 and Theorem 3 have
been inspired by (and are closely related to) the arguments of [9].

2 Estimates on Convolutions: Proof of Proposition 1

As usual, we denote the norm on the Holder space CX*(£2) by

a4 —9¢
I fllke:=sup Y_ [0“f()|+ sup 19 £ ) =3 F O

T
xeR la|<k X,yER,x#y lal=k |x — ¥l

Here k =0,1,2,..., a = (ay,...,a,) is a multi-index with |a| =a; + --- + a,
and « € [0, 1[. For simplicity we will also use the abbreviation || f|lx = || fllx.0 and

I flle =1fll0,a-

Recall the following interpolation inequalities for these norms:
1 e < CIFIE, o 1 1R 2y
where C depends on the various parameters, 0 < A < 1 and
k+oa=2xrtk +a)+ (1 =22k +a2).

The following estimates are well known and play a fundamental role in both the
constructions and the proof of rigidity.

Lemma 1 Let ¢ € C°(R") be symmetric and such that [ ¢ = 1. Then for any
r,s > 0and a €10, 1] we have

I f % @ellrts < CE5N F s 3)
If — £ *@elly < CEI fllr+2, )
I(fg) % pe — (f *@e)(g*0)llr < CE* N fllallglla- (5)

Proof For any multi-indices a, b with |a| = r, |b| = s we have 3970 (f @) = 8% f %
8bg05, hence

19T (f % @)l < Co™* || £
This proves (3).
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Next, by considering the Taylor expansion of f at x we see that

fx—y)—fx)=f)y+ry),

where sup, [ry(¥)| < C|y12|| f1l2. Moreover, since ¢ is symmetric,

/w(y)y dy =0.

Thus,
If = f*eel = ‘/W(y)(f(x—y)—f(X))dy’

< C||f||2/e—"

w(%)’mzdy =CO| £l

89

(6)

(7

This proves (4) for the case r = 0. To obtain the estimate for general r, repeat the

same argument for the partial derivatives ¢ f with |a| =r.

For the proof of estimate (5) let a be any multi-index with |a| = r. By the product

rule
3[pe * (f8) — (9 * e x 8)]

=0%ex (f8) =) (Z) @7 x g xg)

b<a

= 0% * (f8) — (3%¢e * f)(@e * &) + (e * [)(3%pe * g)

- (Z) [0%e 5 (f = FONIB™ e % (8 — g ()]

O<b<a

=% [(f = F())(g — 8(x)]
-2 (Z) 0% e x (f = f(0)) -9 Pgpx (g — g(x)),

b<a
where we have used the fact that

fx) ifa=0,

aa‘p‘*'f(x):{o ifa0

Now observe that
0% * [(f — f(x)(g — g
= ‘ /aaw(y)(f(x —¥) = fON(@Egk —y)—gx))dy

®)

€))

(10)

(11)

(12)

13)

(14)

15)
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< f 10%0e Wy dyll fllallglle = Cr2* 11 fllalIglla- (16)

Similarly, all the terms in the sum over b obey the same estimate. This concludes
the proof of (5). O

Proof of Proposition 1 Set g := v?e and g* := (v % @¢)%e. We have
lef; — gijllt < llgi; — &ij * ol + l1gij * e — gij -

The first term can be written as

lgt; — gij * @elli = ]| 90 % @ - v x or — (3jv - iv) * e | ;- (17)

so that (5) applies, to yield the bound ¢2*~! ||v||%,a. For the second term (4) gives
the bound £|| g]|2. Combining these two we obtain

lgf; — gijlle < C@* T, +€lgll).

from which (2) readily follows. O

3 h-Principle: The General Scheme

The general scheme of our construction follows the method of Nash and Kuiper [20-
22]. For convenience of the reader we sketch this scheme in this section. Assume
for simplicity that g is smooth.

The existence theorems are based on an iteration of stages, and each stage con-
sists of several steps. The purpose of a stage is to correct the error g — ue. In order
to achieve this correction, the error is decomposed into a sum of primitive metrics
as

Ny
g— ute = Za,%vk Qv (locally),
k=1

M
g—ule=)" "(Yjajx) vk ®vji (globally).
j k=1
The natural estimates associated with this decomposition are
172
lakllo ~ llg — uellg, (18)
lalln+1 ~ lulln42 for N=0,1,2,.... (19)

A step then involves adding one primitive metric. In other words the goal of a step
is the metric change

uﬁe = uue + a2v X v.
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Nash used spiraling perturbations (also known as the Nash twist) to achieve this;
for the codimension one case Kuiper replaced the spirals by corrugations. Using the
same ansatz (see formula (36)) one easily checks that addition of a primitive metric
is possible with the following estimates (see Proposition 2):

. . 1
C-error in the metric ~ lg — uje||0E,

increase of C'-norm of u ~ lg — uje||(])/2,
increase of C2-norm of u ~ llu|l> K

for any K > 1. Observe that the first two of these estimates is essentially the same as
in [20-22]. Furthermore, the third estimate is only valid modulo a loss of derivative
(see Remark 2).

The low codimension forces the steps to be performed serially. This is in contrast
with the method of Killen in [19], where the whole stage can be performed in one
step due to the high codimension. Thus the number of steps in a stage equals the
number of primitive metrics in the above decomposition which interact. This equals
n, for the local construction and (n + 1)n, for the global construction. To deal with
the loss of derivative problem we mollify the map u at the start of every stage, in
a similar manner as is done in a Nash—Moser iteration. Because of the quadratic
estimate (5) in Lemma 1 there will be no additional error coming from the molli-
fication. Therefore, iterating the estimates for one step over a single stage (that is,
over N, steps) leads to

. . 1
C-error in the metric ~ lg — uje||0E,

increase of C'-norm of u ~ lg — uje||(l)/2,
increase of C?-norm of u ~ [Ju|l K ™V*.

With these estimates, iterating over the stages leads to exponential convergence of
the metric error, leading to a controlled growth of the C!' norm and an exponential
growth of the C2 norm of the map. In particular, interpolating between these two

: Lo
norms leads to convergence in C for o < 17 -

4 h-Principle: Construction Step

The main step of our construction is given by the following proposition.
ProposEion 2 (Construction steg) Let 2 CR", veS" ! and N eN. Let u
CN*2(2; R and a € CNTY(RQ). Assume that y > 1 and £,8 < 1 are constants

such that

1
—I<ufe<yl in$2, (20)
Y
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llallo < é, (21)
lullesz + lalesr < 8¢ fork=0,1,....N. (22)

Then, for any
A= (23)

there exists v e CNH(2; R"YY such that
52
[vie — (uPe +a’v @v)|o < Cﬁ (24)
and
lu—v|; <C8/7" forj=0,1,....,N+1, (25)
where C is a constant depending only onn, N and y .

Remark 2 Observe that if (25) would hold for j = N + 2, then the conclusion of the
proposition would say essentially (with N = 0) that the equation

vue = uue +a2v X v

admits approximate solutions in C? with estimates

1
e — (e +a*v @ v)llo < cszf,
lu —vll2 < Cllull2K.

Here K = A¢ > 1. The fact that (25) holds only for j < N + 1 amounts to a loss of
derivative in the estimate.

In the higher codimension case we need an additional technical assumption in
order to carry on the same result. As usual the oscillation oscu of a vector-valued
map u is defined as sup, , [u(x) —u(y)l.

Proposition 3 (Step in higher codim) Let m,n, N € N with n,N > 1 and m >
n + 1. Then there exist a constant 1o > 0 with the following property. Let $2, g,
a, v and u € C**N(Q2,R™) satisfy the assumptions of Proposition 2 and assume
in addition osc Vu < no. Then there exists a map v € C'tN (2, R™) satisfying the
same conclusion as in Proposition 2.

4.1 Basic Building Block

In order to prove the Proposition we need the following lemma. The function I" will
be our corrugation.
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Lemma 2 There exists 8, > 0 and a function I' € C*([0, 8,] x R; ]R2) with
I',t+2m)=1I(5,t) and having the following properties:

0T (s.0) + 1> =1+57, (26)
050 Ty (s, )|+ [0f T'(s.1)| < Cks for k> 0. 27)

Proof Define H : R? — R? as H(z, 1) = (cos(z sint), sin(t sint)). Then
2 2 b4
Hy(t,t)dt = / sin(t sint) dt = / sin(t sint)dt =0 28)
0 0 -
by the symmetry of the sine function. Set
2

1 1 2
Jo(T) := o Hi(zr,t)dt = g/ cos(t sint) dt. 29)
0 0

Note that Jo € C*°(R) with Jo(0) = 1, Jj(0) =0 and J”(0) < 0. We claim that
there exists § > 0 and a function f € C°°(—4§, §) such that f(0) = 0 and

Jo(f(s)) =

1
. (30)
V1452
This is a consequence of the implicit function theorem. To see this, set

F(s,r) = Jo(r'/?) — (1 4+ s~/

Then F € C°°(R?). Indeed, since the Taylor expansion of cosx contains only even
powers of x, Jo(r!/?) is obviously analytic. Moreover,

1 2 r
JO(rl/z):_/ 1 — —sin’t ) dt + O(?).
21 Jo 2

In particular 9, F (0,0) = —1/4. Since also F (0, 0) = 0, the implicit function theo-
rem yields § > 0 and g € C°°(—34, §) such that g(0) =0 and

F(s,g(s))=0.
Next, observe that d; F (0, 0) = 0 and E)SzF (0,0) = 1. Therefore
2 0)=0 and g"(0)=4.
This implies that f(s) := g(s)l/ 2 is also a smooth function, with
fO=0 and f(0)=v2,

thus proving our claim.



94 S. Conti et al.
Having found f € C*° (-4, §) with f(0) = 0 and (30), we finally set

t
I (s,1) :=/ [VI4+52H(f(s).t") —ei]dr’. (31
0

By construction |0; I (s, t) + e1 |2 =1 + s2. Moreover

42w
/ [\/1 L S2H(f(s),1) —el] dr’
t
2
Y1+ s2/ H(f(s),1)di' —2mey
0

@) 5 e, [\/1 52J0(f(s)) — 1] @,

Thus the function I" is 2w -periodic in the second argument.

We now come to the estimates. Fix 8, < 8. Then I" € C([0, 8,] x R; R?), and
since it is periodic in the second variable, I" and all its partial derivatives are uni-
formly bounded. Straightforward computations show that for any k =0, 1, ...

I'(s,t+2m)—1I(s,t)

3kr©,n=0 and 8;05r(0,1)=0 forallz.
Hence, integrating in s, we conclude that
10F (5. 1)| < 511859 T [lo.
|050f Ty (s, )] < 5119707 T o,

which give the desired estimates. U

4.2 Proof of Proposition 2

Throughout the proof the letter C will denote a constant, whose value might change
from line to line, but otherwise depends only on n, N and y. Fix a choice of or-
thonormal coordinates in R”. In these coordinates the pullback metric can be writ-
ten as (ue);j = d;u - dju or, denoting the matrix differential of u by Vu = (d;u’);;,
as

ute =vulvu.

From now on we will work with this notation.
Let

E=Vu-(Vu'Vu)y™' v, C=0UADUN-Adyu. (32)

Because of (20) the vectorfields &, ¢ are well-defined and satisfy

<IE@LIEx)=C forx e 2 (33)

Q-
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with some C > 1. Now let

sl=&, Ez=|€|§W, W) =6 ()@ el +00) B e,
and
a=|¢a.
Then
VuTtp:iu@)el, q/Ttp:il,
55 HE
and

11 < Cllullj+1,
lallj < Cdlallj + llallollullj+1),
for j =0,1,..., N + 1. Finally, let
1 -
v(x):=ulx)+ XlI/(x)F(a(x), Ax - v),
where I' = I" (s, t) is the function constructed in Lemma 2.
Proof of (24) First we compute Vv Vv. We have

Vo=Vu+¥ -3, F @v+r~w.o,r@va+r~'ve.r.
——

A Eq E

Using the notation sym(A) = (A + A”)/2 one has

Vol vu=AT A+ 2sym(ATE| + AT Ey) + (E1 + E)T (E1 + E»).

Using (34) and (26):
T T 1 2
1
=VuTVu+@&2v®v=VuTVu+a2v®v.

Next we estimate the error terms. First of all

1 1
ATE, = X(WTW)(&YF ® V) + (v ® 0, M)W W), ® Va)

1 3
= W(asrl +8,T -3,V ® Va).

Note that (27) together with (35) implies:

11710 19: I"llo, 195 I llo < Cliallo-

95

(34)

(35)

(36)

(37

(38)

(39)

(40)
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Therefore
C 3 82
I sym(A”Enllo < —llallollalh < €.
and similarly
I sym(A" Ea)llo < < lallollull2 < C(S2 (4D
sym —llallollu —.
y Do =~ oliuliz = €57
Finally,
c . C 8
IE1+ Ezllo < —(lalli + llallollull2) = —(llally + dllull2) = C—. (42)
A A A
In particular || E1 + E2]lo < C§ and hence
T 82
I(E1 + E2) (E1+E2)||0§Cﬁ- (43)
Putting these estimates together we obtain (24) as required. 0
Proof of (25) In fact
I I <C31
u—v —
0="%
is obvious, whereas the estimates for j = 1,..., N will follow by interpolation,

provided the case j = N + 1 holds. Therefore, we now prove this case. A simple
application of the product rule and interpolation yields

C
o —ullnr = Uyl llo + 1 loll I llv+1)
C .
= Ululivs2lalio + I v +1)- (44)

Denoting by DJ any partial derivative in the variables xi, ..., x, of order j, the
chain rule can be written symbolically as

DY r=3" @8/ MY Cijo(Drd)" (D2)7 - (DY Hlayve,
i+j<N+1 o

where the inner sum is over all o with

o1+ Fony =1,

o1+20+---+(N+Doyy1+j=N+1.

These relations can be checked by counting the order of differentiation. Therefore,
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by using (21), (22) and (23)

||D)}cv+1r||0 <C Z ||8;8f1"||0)»j3ig*(1\/+1*j)
i+j<N+1

<c > 8i8;] Illos'AN+! < coaN+!, (45)
i+j<N+1

In particular, since ||I"|jo < 8, we deduce that || I" || y4+1 < CSAYT!. Therefore

C
v — w1 = —@lluln + 8Ny < csal. (46)

This concludes the proof of the proposition. U

4.3 Proof of Proposition 3

The proof of Proposition 2 would carry over to this case if we can choose an ap-
propriate normal vector field ¢ as at the beginning of the proof of Proposition 2,
enjoying the estimate (33) with a fixed constant.

To obtain ¢ (x) let T (x) be the tangent plane to u(R") at the point u(x), i.e. the
plane generated by {d;u, ..., d,u}. Denote by . the orthogonal projection of R™
onto 7 (x). Assuming that Vu has oscillation smaller than 7g, there exists a vector
w € §"! such that |, w| < 1/2 for every x € £2. Hence, we can define

(x) i =w—mew.

It is straightforward to see that this choice of ¢ gives a map enjoying the same
estimates as the ¢ used in the proof of Proposition 2.

5 h-Principle: Stage

Proposition 4 (Stage, local) Forall gg € symi there exists 0 < r < 1 such that the
following holds for any 2 C R" and gEC/3 (£2) with ||g — gollo < r. There exists a
8o > 0 such that, if K > 1 and u € Cz(.Q, R"‘H) satisfies

lufe — gllo < 8% < 53 and ||lul2 <,

then there exists v € C*(2, R"*1) with

1
[vie — gllo < C52<E + a”uﬂ), (47)

vl < Cuk™, (48)
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lu —vl = Cé. (49)
Here C is a constant depending only on n, gg, g and S2.

The Proposition above is the basic stage of the iteration scheme which will prove
Theorem 1. A similar proposition, to be used in the proof of Theorem 2 will be
stated later.

5.1 Decomposing a Metric into Primitive Metrics

Lemma 3 Ler gg € syml‘f. Then there exists r > 0, vectors vy, ..., vy, € S" ! and
linear maps Ly : sym, — R such that

My
g= ZLk(g)vk ®vx forevery g € sym,
k=1

and, moreover, Li(g) > r for every k and every g € sym} with |g — go| <r.

Proof Consider the set S :={(e; +¢;) ® (¢; +¢;),i < j}, where {e;} is the standard
basis of R". Since the span of S contains all matrices of the forme; ® ¢; +¢; ® ¢;,
clearly S generates sym,,. On the other hand S consists of n, matrices with n, =
dim(sym,,). So § is a basis for sym, . Let us relabel the vectors ¢; +e; (i < j) as
f1,..., fn,,and let

Ny

h:ka®fk~

k=1

Then h € sym; and hence there exists an invertible linear transformation L such
that LhLT = g¢. In particular, writing vy = Lfi/|Lfi| € S*~', we have

Ny Ny
g0=Y LA®Lfi=Y |Lfil*vk ®v.
k=1 k=1

Note that the set {vx ® v} is also a basis for sym,, and therefore there exist linear
maps Ly : sym, — R such that > Ly(A)vx ® v is the unique representation of
A € sym,, as linear combination of vy ® vi. In particular, L;(go) = |L fx|? > 0. The
existence of r > 0 satisfying the claim of the lemma follows easily. O
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5.2 Proof of Proposition 4

Choose r > 0 and y > 1 so that the statement of Lemma 3 holds with gg and 2r,
and so that

1
—I1<h<y foranyh esym/ with|h— go| <2r.
Y

Moreover, extend u and g to R” so that

lullc2rny < Cllull 2 (g lgllcsmny = Cligllcs(g)-

The procedure of such an extension is well known, with the constant C depending
on n, B and £2. In what follows, the various constants will be allowed to depend in
addition on r and y.

Step 1. Mollification = We set

and let

U=ux*qq, g=8g*w, (50)

where ¢ € C2°(B;(0)) is a symmetric nonnegative convolution kernel with f p=1.
Lemma 1 implies

lii —ully < Cllull2£ < C8, (51)
I8 —gllo < Cligligt?, (52)
lillk+2 < Cllulle™* < cse=* D, (53)
and
liie — glix < llii*e — (u¥e) x pell + | (ue) x pp — g * pellk
< COMul + cetute — gllo < €827, (54)
where k =0, 1, ..., n,. Moreover, since the set {h € symflr :|h — go| <r}isconvex,

g also satisfies ||g — gollo <.

Step 2. Rescaling  First of all, observe that

~ r

— 5 o _ 7t
h.—g—i-@(g—u e)

satisfies the condition |A(x) — go| < &Hé — ii%e|lo + r < 2r. Therefore, using
Lemma 3 we have

Co . O
(I+Crolodg —ife=——h=) avi @,
i=1
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where ad; (x) = (C‘Sr—zL,- (ﬁ(x)))l/z. In particular g; is smooth and

IL: (R) |l

~ . nl1/2
IL: (il

llllx < C8 < C8|lhlk

- | S .
=< C8<|Igllk+5—2llg—unellk) <cset

for k=0,1,2,...,n, (note that the first inequality is achieved through interpola-
tion). Let

1 1

YT ar et YT et

Then we have

Nx
g— u(ﬁ)e = Zaizvi R v;,
i=1

with
& —uoll < C8, (55)
lla:llo < Cs, (56)
luollksa + llai x4 < C8~* D, (57)
fork=0,1,...,n* Notice that the constants above depend also on k, but since we

will only use these estimates for k < n,, this dependence can be suppressed.
Finally, using (54) we have |lufe — gollo < r + C82, so that y~'I <ube < y1,
provided &y is sufficiently small.

Step 3. Iterating One-Dimensional Oscillations We now apply n, times suc-
cessively Proposition 2, with

—j i+1,—1 .

i =LK T )Lj:K/J'_Z s Nj=n,—j
for j =0, 1,..., ny. In other words we construct a sequence of immersions u ; such
that %I < ug.e <yl and

lujllerz < €8¢, 4D fork=0,1,....N;. (58)

To see that Proposition 2 is applicable, observe that A ; = K K;l . Therefore it suffices
to check inductively the validity of (58). This follows easily from (25). The constants
will depend on j, but this can again be suppressed because j < n.
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In this way we obtain the functions uy, uz, ..., u,, with estimates

lujlla < Cs8C'KY,
2 1
I, e — (Whe + a2, v @ vyl < C—— = C82—,
’ )‘jgj K
and moreover
lujrr —ujlly < C8. (59)
Observe also that ””56 — gollo < r + €82, so that, provided & is sufficiently small,
y < ui»e <yl forall j.

Thus v := u,, satisfies the estimates
IvFe - gllo < 82,
K
vl < CuK™,
lv—uoll = C4.

The estimates (47), (48) and (49) follow from the above combined with (51), (52)
and (55).

5.3 Stage for General Manifolds

Given M as in Theorem 2 we fix a finite atlas of M with charts £2; and a corre-
sponding partition of unity {¢;}, so that ) _¢; = 1 and ¢; € C2°(£2;). Furthermore,
on each £2; we fix a choice of coordinates.

Using the partition of unity we define the space C*(M). In particular, let

luellg ==Y llpielx-
i

Similarly, we define mollification on M via the partition of unity. In other words we
fix ¢ € C2°(B1(0)), and for a function u on M we define

wxgp =y (piu) * . (60)

It is not difficult to check that the estimates in Lemma 1 continue to hold on M with
these definitions.

Next, let g be a metric on M as in Theorem 2. Since M is compact and g is
continuous, there exists y > 0 such that

1
—I<g<yl inM. 61)
14
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Moreover, also by compactness, there exists rog > 0 such that Lemma 3 holds with
r = 2rq for any gg satisfying %I < go < yI. Therefore there exists pyp > 0 so that

U C £2; forsomei and oscy g <rp

whenever U C M with diamU < pg. (62)

Here oscy g is to be evaluated in the coordinates of the chart £2;.
In the following we will need coverings of M with the following property:

Definition 1 (Minimal cover of M) For p > 0 a finite open covering C of M is a
minimal cover of diameter p if:

1. the diameter of each U € C is less than p;
2. C can be subdivided into n 4+ 1 subfamilies F;, each consisting of pairwise dis-
joint sets.

The existence of such coverings is a well-known fact. For the convenience of the
reader we give a short proof at the end of this section.

We are now ready to state the iteration stage needed for the proof of Theorem 2.
Recall that no > 0 is the constant from Proposition 3.

Proposition 5 (Stage, global) Let (M", g) be a smooth, compact Riemannian man-
ifold with g € CP (M), and let C be a minimal cover of M of diameter p < po, where
po is as in (62). There exists 8 > 0 such that, if K > 1 and u € C*(M, R™) satisfies

lube — gllo < 8% < 83, (63)
lullz < u, (64)
oscy Vu <no/2 forallU eC, (65)

then there exists v € C2(M, R™) with

1
mﬂe—gnoscw2<if+sﬂ4ufﬂ>, (66)
vl < CpK D (67)
lu — vl < C8. (68)

The constants C depend only (M", g) and C.

5.4 Proof of Proposition 5

We proceed as in the proof of Proposition 4. Enumerate the covering as C =
{U;}jes, and for each j choose a matrix g; € sym;” such that

lg(x) —gjl<ro forxeUj.
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Furthermore, fix a partition of unity {v;} for C in the sense that ¢; € C2°(U;) and
Y ¥i=1onM.

Step 1. Mollification The mollification step is precisely as in Proposition 4. We
set

! =

)
o
and let

U=u*@e,  §=g*epu, (69)

where now the convolution is defined in (60) above. Then, as before,

llii —ully < C8, (70)
18— gllo < Cliglgl?, (71)

i lese < €8 KD, (72)
life — gl < C827F, (73)

fork=0,1,..., (n+ 1)ny. In particular, for any j € J and any x € U
- 8 g _3
[g(x) —gjl <ro+ CtF <rg+ C§, 5570

provided &g > O is sufficiently small.

Step 2. Rescaling We rescale the map analogously to Step 2 in Proposition 4.
Accordingly,

=g+ oo (§ — iie)
2C82
satisfies
() — gj1 < —>— 1 — iiello + 2ro<2r inU;.
1T =2cs? 27~ J

Therefore, using Lemma 3 for each g; and introducing

1

uog = ——lﬁ
(14 Cryls2)1/2

we obtain (as in Proposition 4)

"
~ ot 2 .
§ —uge= E ai’jvi,j®v,-,j inU;

i=1

for some functions a; ; € C*°(U}) satisfying the estimates

lai, jlcxsi ;) < cse~ %D for jeJandk=0,1,...,(n+ Dn,.
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In particular, using the partition of unity {/;} we obtain

Nx
§—Mg€=22(1ﬁjai,j)2vi,j Vi j, (74)
jed i=1
with
lu —uolly < C8, (75)
IVjai jllo < C8, (76)
ol + I1vrjai jllk1 < €3¢~ *HD (77)

fork=0,1,...,(n 4+ n,.

Step 3. Iterating One-Dimensional Oscillations We now argue as in the Step 3
of the proof of Proposition 4. However, there are two differences. First of all we
apply Proposition 3 in place of Proposition 2. This requires an additional control of
the oscillation of Vu in each U;. Second, the number of steps is (n + 1)n,. Indeed,
observe that (74) can be written as

n+1l ny

g-uge =3 0 > (jai ) vi; @i, (78)

o=1i=1 jel,

where the index set J is decomposed as J = J; U --- U J,41 so that U; € Fy if
and only if j € J,. The point is that the sum in j consists of functions with disjoint
supports, and hence for this sum Proposition 3 can be performed in parallel, in one
step. Thus, the number of steps to be performed serially is the number of summands
in ¢ and i, which is precisely (n + 1)n..

To deal with the restriction on the oscillation of u; in each step, observe that
oscy; Vu < no/2 by assumption, and clearly the same holds for uo. Also, at each
step we have the estimate ||ux4+1 — ur|l1 < Cé < Cép. Therefore, choosing §o > 0
sufficiently small (only depending on the constants and on 7), we ensure that the
condition remains satisfied inductively (n + 1)n, times.

Thus, proceeding as in the proof of Proposition 4 we apply Proposition 3 suc-
cessively with £ = LK% = K11 and Ny = (n + Dny — k. In this way we
obtain a final map v := u(,41),, such that

1
i ~ 2
vie — <Cé —,
I gllo = C8*
vl < CpK D
lv—uoll1 < Cé.

The above inequalities combined with (70), (71) and (75) imply the estimates (66),
(67) and (68). This concludes the proof.
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Fig. 1 The triangulation T
and the covering for a
2-dimensional manifold

5.5 Existence of Minimal Covers

We fix a triangulation 7" of M with simplices having diameter smaller than p /3. We
let Sp be the vertices of the triangulation, S7 be the edges, Si be the k-faces. Fy is
made by pairwise disjoint balls centered on the elements of Sy, with radius smaller
than p/2. We let My be the union of these balls. Next, for any element o € S;, we
consider 6’ = o \ My. The o’ are therefore pairwise disjoint compact sets and we
let F be a collection of pairwise disjoint neighborhoods of ¢’, each with diameter
less than p. We define M to be the union of the elements of ] and Fy. We proceed
inductively. At the step k, for every k-dim. face F € S; we define F/ = F \ A;_;.
Clearly, the F' are pairwise disjoint compact sets and hence we can find pairwise
disjoint neighborhoods of the F’ with diameter smaller than p. Figure 1 shows the
elements of F; for a 2-d triangulation.

Clearly, the collection Fo U --- U F, covers any simplex of 7', and hence is a
covering of M.

6 h-Principle: Iteration

6.1 Proof of Theorem 1

Let g, 6o > 0 be such that
lufe — gllo < 85,
llullz < wo.

Let also K > 1. Later on we are going to adjust the parameters po and K in order
to achieve the required convergence in C:%. Applying Proposition 4 successively,
we obtain a sequence of maps uy € C%($2, R"+1) such that
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ft 2
luze —gllo < 8,
luill2 < g,

lugs1 — uglly < Céyg,

where

1

2 2 -2 -

8H1=C%<?4wf Wﬁ) (79)
M1 = CuiK"™. (80)

Substituting K with max{C I/n« K 'K} we can absorb the constant in (80) to achieve

Wi+1 = i K™, at the price of getting a possibly worse constant in (79). In particular
wr = o K*™ . Next, we show by induction that for any

‘< min{— pn. } (81)

2’28
there exists a suitable initial choice of K and g so that
8k < 8ok k.
The case k = 0 is obvious. Assuming the inequality to hold for k, we have
8]%+1 < CS%K—Zak—l + Caguaﬁ[(—ﬂk(a-ﬁ—n*).
Therefore 8,1 < 80K ~**+D provided
2C < K]72a and 2C < /LgSS_ﬁ Kk[ﬂ(a+n*)72a]72a.

By choosing first K and then uo > ||u|; sufficiently large, these two inequalities
can be satisfied for any given a in the range prescribed in (81). This proves our
claim.

Next we show that for any

. I B
o <miny ——, — (82)
14+2n, 2

the parameters pop and K can be chosen so that the sequence u; converges in
CLo(2; R™1). To this end observe that to any « satisfying (82) there exists an
a satisfying (81) such that

a
o<

a—+ny

Then, choosing o and K sufficiently large as above, we obtain a sequence u; such
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that

kst —urlly < CSoK ~%,

k+1)n,

k1 — ukllo < pisr + pi < 2p0K *FD,

Therefore, by interpolation
1—
Nkt — uill,e < Nugpr — wrlly”* Nugr — uglly
< éK—[(l—Ol)a—Oln*]k. (83)

Thus the sequence converges in C'* to some limit map v € C1%(2; R"*!). Since
8r — 0, the limit satisfies vfe = g in £2.
Finally, choosing K so large that K~ < 1/2, we have

lv—ulli < C8 ) K~ <2Cs.
k

6.2 Proof of Theorem 2

Recall from Sect. 5.3 that for the whole construction we work with a fixed atlas {£2;}
of the manifold M, and that to the given metric g € C B(M) there exist constants
y > 1 and pg > 0 such that (61) and (62) hold.

Since u € C 2(M ; R™) and there are a finite number of charts £2;, there exists
p < po such that

oscy Vu < no/4 whenever U C M with diamU < p.
Fix a minimal cover C of M with diameter p and let wg, 89 > 0 be such that
lu*e — gllo < &5,
lullz < wo.

The iteration now proceeds with respect to this fixed cover, parallel to the proof
of Theorem 1. More precisely, arguing as in Theorem 1, Proposition 5 yields a
sequence uy € C2(M; R™) with

# 2
||uk€ —gllo <6,
luglla < poK*+Dms
g1 —uklly < Céy,

where

1 _
87y, = c5,3<? +of 21(*”“”“’”*). (84)
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The proof that o and K can be chosen so that u; converges in C for
. 1 B
o <ming ————, = (85)
1+2(n+ Dn, 2
follows entirely analogously. Recall that this argument yields in particular

S < 80K .

The only difference is that the estimates (63) and (65) need to be fulfilled at each
stage. To this end note that 6 < §¢, so that (63) will hold at stage k if it holds at the
initial stage. Moreover,

k-1
oscy Vuy <oscy Vu +ZZ||uj+1 —ujl1 < % +2C802K*“" < % +4Céy,
Jj=0 J

so that (65) is fulfilled by u; provided & is sufficiently small (depending only on
the various constants).

6.3 Proof of Corollaries 1 and 2

The corollaries are a direct consequence of the Nash—Kuiper theorem combined
with Theorems 1 and 2 respectively. For simplicity, we allow M to be either £2 for
a smooth bounded open set £2 C R” or a compact Riemannian manifold of dimen-
sion n, and assume that g € C#(M) is satisfying either the assumptions of Theo-
rem 1 or those of Theorem 2. We then set g = min{(2n, + n-1 B/2} in the first
case, and ag = min{(2(n + Dny + )7L, B/2} in the second.

Let u € C'(M;R™) be a short map and ¢ > 0. We may assume without loss
of generality that ¢ < §g. Using the Nash—Kuiper theorem together with a standard
regularization, there exists ug € C%(M; R™) such that

lu —uollh <e/2,

2
g, < (&
lluge — gllo < <2C) :

where C is the constant in Theorems 1 and 2 respectively. Then the theorem, applied
to ug, yields an isometric immersion v € C1*(M; R™) for any a < «, such that
lv—ugll1 <e&/2,sothat |[v—ul|; <e. This proves the corollaries.

We now come to Remark 1. This follows immediately from the fact that the
Nash—Kuiper theorem also works for embeddings, and that the set of embeddings of
a compact manifold is an open set in C 1 (M; R™). Indeed, if u is an embedding, the
Nash—Kuiper theorem gives the existence of an embedding u¢ with the estimates
above. Ensuring in addition that ¢ is so small that any map v € C'(M; R"™) with
lv —ull; < e is an embedding, we reach the required conclusion.
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7 Rigidity: Proof of Theorem 3

7.1 Curvature and Brouwer Degree

Let (M, g) be as in Theorem 3. As usual, we denote by d A the area element in M
and by « the Gauss curvature of (M, g). Consider next a C? isometric embedding
v: M — R3. The unit normal N (p) to v(M) is the unique vector of RR? such that,
given a positively oriented basis ey, e for T),(M), the triple (dvp(er),dvp(e2),
N(p)) is an orthonormal positively oriented frame of R3.

As it is well known, if do denotes the area element in S2, then N¥do = k dA.
Therefore, for every open set V € M and for every f € C!(S?), the usual change of
variable formula yields

/Vf(N(X))K(X)dA(X) = /sz f(y)deg(y, V, N)do(y), (86)

where deg(y, V, N) denotes the Brouwer degree of the map N. Though the differ-
ential definition of deg makes sense only for regular values of N, it is a classical
observation that deg is constant on connected components of S?> \ N(dV). Thus it
has a unique continuous extension to S* \ N (9 V'), which will be denoted as well by
deg.

Consider next an isometric embedding v € C'. In this case N € C°. The Brouwer
degree deg(y, V, N) can still be defined and we recall the following well-known
theorem.

Theorem 4 Let N € C(V,S?) and {N;} C C®(V,S?) be a sequence converging
uniformly to N. Let K C S* \ N(dV) be a closed set. For any k sufficiently large,
deg(-, V, Ny) =deg(-,V,N) on K.

Thus deg(-, V, N) € L| (S*\ N(3V)). A key step to the proof of Theorem 3 is

loc

to show that formula (86) holds for v € C1-¢ with o > 2/3.

Proposition 6 Let v e C1%(M, R3) be an isometric embedding with o > 2/3. Then
(86) holds for every open set V.€ M diffeomorphic to a subset of R* and every
f € L™ with supp(f) C S\ N(@V).

In order to deal with N(9V') we recall the following elementary fact.

Lemma 4 Let M and M be 2-dimensional Riemannian manifolds, B > % and N €
c%f(m, M). If E C M has Hausdorff dimension 1, then the area of N(E) is 0.

The following is then a corollary of Proposition 6 and Lemma 4.
Corollary 5 Let (M, g) and v be as in Proposition 6, with k > 0. For any open

V € M, deg(-, V, N) is a nonnegative L' function and (86) holds for every f e
L®(S*\ N(V)).
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7.2 Proof of Proposition 6

By a standard approximation argument, it suffices to prove the statement when f
is smooth. Under this additional assumption the proof is a direct consequence of
Theorem 4 and of the convergence result below, which is a consequence of Propo-
sition 1. Since V is diffeomorphic to an open set of the euclidean plane, we can
consider global coordinates xj, x5 on it. Fix a symmetric kernel ¢ € C2° (Rz), set
0s(x) = e 2¢(x/e) and let v¢ := (v1y) % @, (we consider here the convolution of
the two functions in R? using the coordinates x1, x, and the corresponding Lebesgue
measure).

Proposition 7 Let v and v® be defined as above and denote by N, g°, A® and «*®

respectively, the normal to v¢ (M), the pull-back of the metric on v¢ (M), and the
corresponding area element and Gauss curvature. Then,

lifr(}/ F(N*®dA® =/ f(N)xdA Yf eCfo(Sz\N(aV)). 87)
£ 1% v
Proof In coordinates, our aim is to show that
liﬁ}/ f(Ng(X))Ks(X)(detge(X))%dx=/ f(N(X))K(X)(detg(X))%dX- (88)
el0 Jy 1%

We recall the formulas for the Christoffel symbols, the Riemann tensor and the
Gauss curvature in V, in the system of coordinates already fixed:

rj = %g"m(akg,-m + 9 8mk — Imgkj)- (89)
Ritjic= gim (I} = ;T3¢ + T I = T ). (90)

After obvious computations we conclude that
e = (detg) ™" (cijrrdhugij + dijkimn(8)98ij O gmn) 92)

where c;ji; are constant coefficients and the functions d;x/m, are smooth.

Proposit.ion 1 implies that 9y gfj and gfj converge 'locally uniformly to Ok gij ?lnd
gij respectively. Moreover, N® converges locally uniformly to N. Since there is a
compact set containing f(N?) and f(N), we only need to show that

lim / F(N® () (det g (6)) ™2 g5, (x) dlx
el0 Jy

= /v f(N(X))(detg(X))*%3k1gij(X)dX- (93)
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Denote by ¢ the function f(N?(x))(detg® (x))_%. Since f(N¥?) is smooth and
compactly supported in V we can integrate by parts to get

/ Vg =/ WVrorg;;- (94)
1% : 1%
Note that [|9x¢]| < Ce*~! by obvious estimates on convolutions. Hence, (2) gives

‘A&w%wﬁ—a&»=0@”4) ©5)

which converges to 0 because « > 3/2. Integrating again by parts, we get

mqfw%mwfmﬁw@mw
el0 Jy

=lim/ f(Ng(x))(detgs(x))_%8k1gl~j(x)dx.
el0 Jy

Using the uniform convergence of N° to N and of g° to g we then conclude (93)
and hence the proof of the Proposition. g

7.3 Proof of Lemma 4 and Corollary 5

Proof of Lemma 4 By the definition of Hausdorff dimension, for every ¢ > 0 and
n > 1 there exists a covering of E with closed sets E; such that

Z(diam(Ei))” <e. (96)

1

On the other hand, diam(g(E;)) < C(diam(E;))? and hence the area |g(E;)| can
be estimated with C(diam(E;))?#. Since g > 1/2, we can pick n = 28 to conclude
that

I9(E)| < C Y (diam(E)))" < Ce.

The arbitrariness of ¢ implies |g(E)| =0. O

Proof of Corollary 5 First of all, we know from Proposition 6 that the formula (86)
is valid for any open set V which is diffeomorphic to an open set of R?, and any f €
L compactly supported in S> \ N(3V). Since « is nonnegative, we conclude that
deg(-, N, V) > 0. Testing (86) with a sequence of compactly supported functions
Ji 1 1g2\ y(ov) We derive that

/deg(y’Ns V)da(y):/KdA<OO,
\%4

which implies deg(-, N, V) € L!.
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Next, consider a V with smooth boundary. We decompose it into the union of
finitely many nonoverlapping Lipschitz open sets V; diffeomorphic to open sets of
the euclidean plane. Then

deg(y, N, V)= "deg(y,N,V;) foreveryy¢| JN@V).

1

On the other hand, by Lemma 4, Ui N(9V;) is a negligible set, and hence we con-
clude the formula for V from the previous step.

Finally, fix a generic V and an f € L® with supp(f) C S* \ N(dV). Choose an
open set V’ with smooth boundary 8V’ sufficiently close to V. Then deg(-, V, N)
and deg(-, V', N) coincide on the support of f, whereas the support of f(N(-)) is
contained in V’. From the formula for V' and f we conclude then the validity of
the formula for V and f. Arguing again as above, we conclude that deg(-, N, V)
is summable and nonnegative and that the formula (86) holds for any V and any
feL®ES*\N@V)). O

7.4 Bounded Extrinsic Curvature. The Proof of Theorem 3

We recall the notion of bounded extrinsic curvature for a C! immersed surface (see
p- 590 of [26]).

Definition 2 Let 2 C R? be open and u € C 1(£2,R?) an immersion. The surface
u(82) has bounded extrinsic curvature if there is a C such that

N
D IN(ED=C (97)

i=1

for any finite collection {E;} of pairwise disjoint closed subsets of £2.
The proof of Theorem 3 follows now from Corollary 5.

Proof of Theorem 3 The theorem follows easily from the claim:
deg(-, V,N) > 1nwy)ne@v) foreveryopenV C £2. (98)

In fact, given disjoint closed sets E1, ..., Exn, we can cover them with disjoint open
sets V1, ... Vy with smooth boundaries. By (98) and Corollary 5,

Z|N<Ei>\N<av,»)|sZW(%)\N(aVinsZ/V‘Ks/QK. ©9)

On the other hand, by Lemma 4, |N(dV;)| = 0. Thus, (99) shows (97).
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We now come to the proof of (98). Obviously deg(y, V,N) =0 if y ¢ N(V).
Moreover, by Corollary 5, deg(-, V, N) > 0. Therefore, fix yp € N(V) \ N(@V)
and assume, by contradiction, that deg(yo, V, N) = 0. Consider a small open disk
D centered at yp such that N-YD)N3V =0 and let W := N~ (D) N V. Then
N@W) C oD and N(W) C D. So, deg(-, W, N) vanishes on S?\ D and is a con-
stant integer kK on D. On the other hand k = deg(yg, W, N) = deg(yo, V,N) —
deg(yo, V. \ W, N) = —deg(yo, V \ W, N). Since yo ¢ N(V \ W), we conclude
k = 0 and hence

0=/deg(y, W,N)dy:/ KkdA
w

which is a contradiction because W # @ and « > 0. d

Corollary 3 follows from Theorem 3 and the results of Pogorelov cited in the
introduction. More precisely, by Theorem 9 on p. 650 [26], u(S?) is a closed convex
surface, which by [25] is rigid.

Corollary 4 also follows from the results in [26] and [27]. However, we were
unable to find an exact reference for open surfaces, and therefore, for the reader’s
convenience, we have included a proof in the Appendix.

Acknowledgements Camillo De Lellis has been supported by the SFB grant TR 71.

Appendix

Proof of Corollary 4 First of all, since the theorem is local, without loss of general-
ity we can assume that:

1. 2 =B,(0),ucC"*(B,(x), g C>(B,(x)) and u is an embedding;
2. u($2) has bounded extrinsic curvature.

Step 1. Density of Regular Points  For any point z € S? we let n(z) be the cardi-
nality of N -1 (z). It is easy to see that, for a surface of bounded extrinsic curvature,
sz n < oo (cf. with Theorem 3 of p. 590 in [26]). Therefore, the set E := {n = oo}
has measure zero. Let §2, := N1 (S? \ E). Observe that

§2, 1isdensein £2. (100)

Otherwise there is a nontrivial smooth open set V such that N(V) C E. But then,
deg(-, V, N) =0 for every y ¢ N(V), and since |[N(V)| = |N(dV)| =0, it follows
that deg(-, V, N) =0 a.e. By Corollary 5, fv x = 0, which contradicts « > 0.

Step 2. Convexity Around Regular Points Note next that, for every x € £2,
there is a neighborhood U of x such that N(y) # N(x) forall y € U \ {x}, i.e. x is
regular in the sense of [26] p. 582. Recalling (98), deg(-, V, N) > 1y\3v for every
V' therefore the index of the map N at every point x € £2, is at least 1. So, by the
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Fig. 2 The convex sets of X b
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Lemma of page 594 in [26], any point x € £2, is an elliptic point relative to the
mapping N (that is, there is a neighborhood U of x such that the tangent plane 7 to
u(£2) in x intersects U N u(£2) only in u(x); cf. with page 593 of [26]).

By the discussion of page 650 in [26], #(§2) has nonnegative extrinsic curvature
as defined in IX.5 of [26]. Then, Lemma 2 of page 612 shows that, for every elliptic
point y € u(£2) there is a neighborhood where u(£2) is convex. This conclusion
applies, therefore, to any y € £2,,. We next claim the existence of a constant C with
the following property. Set p(y) := C~'min{1, dist(u(y), u(052))}. Then

u(82) N By(y)(y) is convex forall y € £2,. (101)

Recall that u is an embedding and hence dist(u(y), u(9£2)) > 0 for every y € 2.
By (100), (101) gives for any y € §2 there is a neighborhood where u(£2) is convex.
This would complete the proof.

Step 3. Proof of (101)  First of all, since u is an embedding and ||u|| 1.« is finite,
there is a constant c¢o such that, for any point x, B, (x) Nu(£2) is the graph of a
C* function with || - llc1.« norm smaller than 1. In order to prove (101) we assume,
without loss of generality, that y = 0 and that the tangent plane to u(£2) at y is
{x3 = 0}. Denote by r the projection on {x3 = 0}. By [27] there is a constant A > 0
(depending only on ||gllc26, |k || co and i~ ! | co) with the following property.

(Est) Let U be an open convex set such that U Nu(952) = @, diam(U) < ¢p and
U Nu($2) is locally convex. Then U N u($2) is the graph of a function
finu2)NU) — R with || f]lc212 < A~Vand D? f > Ald.

We now look for sets U as in (Est) with the additional property that U =
V x ]—a,al and f|sv = a (see Fig. 2). Let U, be the maximal set of this form
for which the assumptions of (Est) hold. We claim that, either dU,, N u(352) # @,
or diam(U,,) = cg. By (Est), this claim easily implies (101). To prove the claim,
assume by contradiction that it is wrong and let U, = W,,, x ]—a,,, an, [ be the max-
imal set. Let y = dU,, N u(£§2). By the choice of ¢y, y is necessarily the curve
oWy, x {a}. On the other hand, by the estimates of (Est), it follows that every tan-
gent plane to u(£2) at a point of y is transversal to {x3 = 0}. So, for a sufficiently
small ¢ > 0, the intersection {x3 = a,, + &} N u(§2) contains a curve ¥’ bounding a
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connected region D C u(§2) which contains u(§2) N U,,. By Theorem 8 of page 650

in [26], D is a convex set. This easily shows that U,, was not maximal. O
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