Chapter 4
SUSY Statistical Mechanics and Random Band
Matrices

Thomas Spencer

4.1 An Overview

The study of large random matrices in physics originated with the work of Eugene
Wigner who used them to predict the energy level statistics of a large nucleus.
He argued that because of the complex interactions taking place in the nucleus
there should be a random matrix model with appropriate symmetries, whose
eigenvalues would describe the energy level spacing statistics. Recent developments
summarized in [19], give a rather complete description of the universality of
eigenvalue spacings for the mean field Wigner matrices. Today, random matrices
are studied in connection with many aspects of theoretical and mathematical
physics. These include Anderson localization, number theory, generating functions
for combinatorial enumeration, and low energy models of QCD. See [6] for an
explanation of how random matrix theory is related to these topics and others.

The goal of these lectures is to present the basic ideas of supersymmetric (SUSY)
statistical mechanics and its applications to the spectral theory of large Hermitian
random matrices—especially random band matrices. There are many excellent
reviews of SUSY and random matrices in the theoretical physics literature starting
with the fundamental work of Efetov [17]. See for example [15,18,28,31,36,49,51].
This review will emphasize mathematical aspects of SUSY statistical mechanics
and will try to explain ideas in their simplest form. We shall begin by first studying
the average Green’s function of N x N GUE matrices—Gaussian matrices whose
distribution is invariant under unitary transformations. In this case the SUSY models
can be expressed as integrals in just two real variables. The size of the matrix N
appears only as a parameter. See Sects. 4.3—4.5.

The simple methods for GUE are then generalized to treat the more interesting
case of random band matrices, RBM, for which much less is rigorously proved.
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Random band matrices Hj; are indexed by vertices i, j of a lattice 7.4 . Their matrix
elements are random variables which are 0 or small for |i — j| > W and hence
these matrices reflect the geometry of the lattice. The parameter W will be referred
to as the width of the band. As we vary W, random band matrices approximately
interpolate between mean field N x N GUE or Wigner type matrix models where
W =N and random Schrodinger matrices, H = —A + v; on the lattice in which
the randomness only appears in the potential v. Following Anderson, random
Schrodinger matrices are used to model the dynamics of a quantum particle scattered
by random impurities on a crystalline lattice. In Sect.4.3 precise definitions of
random band and random Schrddinger matrices are given and a qualitative relation
between them is explained.

The key to learning about spectral properties of random matrices H lies in the
study of averages of its Green’s functions, (E. — H)™'(j, k) where j, k belong to
a lattice. We use the notation A(j, k) to denote the matrix elements of the matrix
A. The energy E typically lies inside the spectrum of H and E, = E — i€ with
€ > 0. Efetov [17] showed that averages of products of Green’s functions can
be exactly expressed in terms of correlations of certain supersymmetric (SUSY)
statistical mechanics ensembles. In SUSY statistical mechanics models, the spin or
field at each lattice site has both real and Grassmann (anticommuting) components.
See (4.20) below for the basic identity. These components appear symmetrically
and thus the theory is called supersymmetric. Efetov’s formalism builds on the
foundational work of Wegner and Schifer [41, 50] which used replicas instead of
Grassmann variables. A brief review of Gaussian and Grassmann integration is
given in Appendix 4.10. Although Grassmann variables are a key element of SUSY
models, we shall frequently integrate them out so that the statistical mechanics
involves only real integrals.

The first step in the SUSY approach to random band matrices is to define a
SUSY statistical mechanics model whose correlations equal the averaged Green’s
functions. This is basically an algebraic step, but some analysis is needed to
justify certain analytic continuations and changes of coordinates. This gives us a
dual representation of the averaged Green’s function in terms of SUSY statistical
mechanics. In the case of Gaussian randomness, the average of the Green’s function
can be explicitly computed and produces a quartic action in the fields. The advantage
of this dual representation is that many of the concepts of statistical mechanics such
as phase transitions, saddle point analysis, cluster expansions and renormalization
group methods [40], can then be used to analyze the behavior of Green’s functions of
random band matrices. Section 4.6 will review some results about phase transitions
and symmetry breaking for classical statistical mechanics. This may help to give
some perspective of how SUSY statistical mechanics is related to its classical
counterpart.

The second step is to analyze correlations of the resulting SUSY statistical me-
chanics model. Typically these models have a formal non-compact symmetry. For
large W, the functional integral is expected to be governed by a finite dimensional
saddle manifold. This manifold is the orbit of a critical point under the symmetry
group. The main mathematical challenge is to estimate the fluctuations about the
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manifold. Most (SUSY) lattice models are difficult to analyze rigorously due to the
lack of a spectral gap and the absence of a positive integrand. These lectures will
focus on some special cases for which the analysis can be rigorously carried out.

4.1.1 Green’s Functions

Let H be a random matrix indexed by vertices j € Z¢. We can think of H as a
random Schrodinger matrix or an infinite random band matrix of fixed width acting
on {,(Z?). To obtain information about time evolution and eigenvectors of H we
define the average of the square modulus of the Green’s function

<|G(Ec:0,j)* >=<|(E —ie—H)™'(0, j)|* >= I'(E.. j) (4.1)

where j € Z%, ¢ > 0, and < - > denotes the average over the random variables of
H. We wish to study I"(E, j) for very small € > 0. If for all small € > 0 we have

I'(E.,j) < Cele b/t (4.2)

then the eigenstates with eigenvalues near E are localized. This means the eigenstate
Y decays exponentially fast |; [> ~ e~/ =<l/t about some point ¢ of the lattice with
probability one. The length £ = {(E) is called the localization length.

Quantum diffusion near energy E corresponds to

[(Ec,j) ~ (=D(E)A+¢)7'(0,j) or [(E.p)~ (DE)p’+e)~" (43)

where D(E) is the diffusion constant and A is the discrete lattice Laplacian and
|p | is small. Note that the right side is the Laplace transform of the heat kernel.
When (4.3) holds with D(E) > § > 0, particles with energy near E are mobile and
can conduct. The eigenstates v/; at these energies are extended. This means that if
H is restricted to a large volume A, an £,(A) normalized eigenfunction v satisfies
|¥;|* ~ | Al forall j € A. A brief perturbative discussion of quantum diffusion is
presented in Appendix 4.11. In the infinite volume limit, quantum diffusion implies
absolutely continuous spectrum near E, whereas localization corresponds to dense
point spectrum and the absence of conduction. Although the quantum diffusion in
3D is well studied in the physics literature, it remains a major open problem to
establish it at a rigorous mathematical level.
The basic identity

Im < G(E;;0,0) >=¢€ Y < |G(E:0, j)|* > (4.4)
J

is easily proved by applying the resolvent identity to G — G. It reflects conservation
of probability or unitarity and is some times referred to as a Ward identity. In
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Sect.4.5 we shall see that the left side of (4.4) is proportional to the density of
states, p(E). Thus the identity Zj I'(E., j) o € ! p(E) always holds and explains
the factor e ! in (4.2).

In the language of SUSY statistical mechanics, localization roughly corresponds
to high temperature in which distant spins become exponentially decorrelated,
whereas quantum diffusion corresponds to an ordered phase in which spins are
aligned over long distances. For random band matrices, the inverse temperature is

B ~ W?p(E)? (4.5)

where p(E) is the density of states, and W is the band width.
For a more intuitive time dependent picture, let U(j,?) be the solution to the
Schrodinger equation on the lattice

id, U(j,t) = HU(j,1). (4.6)

Suppose that at time 0, U(j,0) is supported near the origin. For any unitary
evolution we have conservation of probability: ) j |U(j,t)|? is constant in ¢. To
measure the spread of U we define the average mean-square displacement by

R(1) =< Y _|UGLOPII>> . (4.7)
J

Quantum diffusion corresponds to R”~ Dt, whereas if all states are uniformly
localized then the wave packet U does not spread as time gets large, R? < Const £°.
The Green’s function at energy E, essentially projects the initial wave function U
onto a spectral subspace about E. Time is roughly proportional to ¢ ~ ¢~!.

Note that if H = — A is the lattice Laplacian on 74, and there no disorder, the
motion is ballistic: R? o« t2. The presence of disorder, i.e. randomness, should
change the character of the motion through multiple scatterings. It is expected
that in the presence of spatially uniform disorder, the motion is never more than
diffusive, R?(t) < C** with 0 < a < 1/2 with possible logarithmic corrections
in the presence of spin-orbit coupling. However, in two or more dimensions, this
is still a conjecture, even for o« < 1. It is easy to show that for the lattice random
Schrodinger operator we have R?(t) < Ct? for any potential.

4.1.2 Symmetry and the 1D SUSY Sigma Model

Symmetries of statistical mechanics models play a key role in the macroscopic
behavior of correlations. In Sect.4.6 we present a review of phase transitions,
symmetry breaking and Goldstone modes (slow modes) in classical statistical
mechanics. The SUSY lattice field action which arises in the study of (4.1) is
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invariant under a global hyperbolic SU(1, 1]2) symmetry. As mentioned earlier, the
spin or field has both real and Grassmann components. The symmetry SU(1, 1]2)
means that for the real components there exists a hyperbolic symmetry U(1, 1)
preserving |z|> — |z2|? as discussed in Sect. 4.7. On the other hand, the Grassmann
variables (reviewed in Appendix 4.10) are invariant under a compact SU(2)
symmetry. More details about these symmetries are in Sect. 4.9.

In both physics and mathematics, many statistical mechanics systems are studied
in the sigma model approximation. In this approximation, spins take values in a
symmetric space. The underlying symmetries and spatial structure of the original
interaction are respected. The Ising model, the rotator, and the classical Heisenberg
model are well known sigma models where the spin s; lies in R!, R?, R,
respectively with the constraint |s12| = 1. Thus they take values in the groups Z,,
S'! and the symmetric space S2. One can also consider the case where the spin is
matrix valued. In the Efetov sigma models, the fields are 4 x 4 matrices with both
real and Grassmann entries. It is expected that sigma models capture the qualitative
physics of more complicated models with the same symmetry, see Sect. 4.6.

In a one dimensional chain of length L, the SUSY sigma model governing
conductance has a simple expression first found in [16]. The Grassmann variables
can be traced out and the resulting model is a nearest neighbor spin model with
positive weights given as follows. Let S; = (h;, 0;) denote spin vector with /;
and o; taking values in a hyperboloid and the sphere S? respectively. The Gibbs
weight is then proportional to

L
l—[(h/ g1+ 00y 4) €PCRTR D (4.8)
j=0

As in classical statistical mechanics, the parameter > 0 is referred to as the inverse
temperature. The hyperbolic components 4; = (x;,y;,z;) satisfy the constraint
z; —x7 — y; = 1. The Heisenberg spins o are in R? with 0 - ¢ = 1 and the dot
product is Euclidean. On the other hand the dot product for the h spins is hyperbolic:
h-h =z — xx’ — yy’. Ttis very convenient to parameterize this hyperboloid with

horospherical coordinates s, € R:
z=cosht +s%¢'/2, x =sinht —s%e'/2, y =se'. 4.9)

The reader can easily check that z% - x? - y]z = 1 is satisfied for all values of s
and t. This parametrization plays an important role in later analysis of hyperbolic
sigma models [14,47]. The integration measure in ¢ is the uniform measure over
the sphere and the measure over /; has the density [ [ e”/ ds; dt;. At the end points
of the chain we have set 5o = s;, = 7o = f; = 0. Thus we have nearest neighbor
hyperbolic spins (Boson—Boson sector) and Heisenberg spins (Fermion—Fermion
sector) coupled via the Fermion—Boson determinant. In general, this coupling quite
complicated. However in 1D it is given by [];(h; - hj4+1 + 0; - 0;41). Asin (4.5),
the inverse temperature 8 ~ W2p(E)? where p(E) is the density of states, and W
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is the band width. When 8 > 1, (4.8) shows that the spins tend to align over long
distances.

By adapting the recent work of [12] it can be proved that the model given by (4.8)
has a localization length proportional to 8 for all large 8. More precisely it is shown
that the conductance goes to zero exponentially fast in L, for L > B.

4.1.3 SUSY Sigma Models in 3D

Although the SUSY sigma models are widely used in physics to make detailed
predictions about eigenfunctions, energy spacings and quantum transport, for
disordered quantum systems, there is as yet no rigorous analysis of the SU(1, 1]|2)
Efetov models in 2 or more dimensions. Even in one dimension, where the problem
can be reduced to a transfer matrix, rigorous results are restricted to the sigma
model mentioned above. A key difficulty arises from the fact that SUSY lattice field
models cannot usually be treated using probabilistic methods due to the presence of
Grassmann variables and strongly oscillatory factors.

In recent work with Disertori and Zirnbauer [12, 14] we have established a phase
transition for a simpler SUSY hyperbolic sigma model in three dimensions. We
shall call this model the H>? model. The notation refers to the fact that the field
takes values in hyperbolic 2 space augmented with 2 Grassmann variables to make
it supersymmetric. This model, introduced by Zirnbauer [52], is expected to reflect
the qualitative behavior, such as localization or diffusion, of random band matrices
in any dimension. The great advantage of the H2? model is that the Grassmann
variables can be traced out producing a statistical mechanics model with positive
but nonlocal weights. (The non locality arises from a determinant produced by
integrating out the Grassmann fields.) This means that probabilistic tools can be
applied. In fact we shall see that quantum localization and diffusion is closely related
to a random walk in a random environment. This environment is highly correlated
and has strong fluctuations in 1 and 2D.

In Sect.4.8 we will describe the H?? model and sketch a proof of a phase
transition as B(E) > 0 goes from small to large values. Small values of f, high
temperature, will correspond to localization—exponential decay of correlations
and lack of conductance. In three dimensions, we shall see that large values of
B correspond to quantum diffusion and extended states. Standard techniques for
proving the existence of phase transitions, such as reflection positivity, do not seem
to apply in this case. Instead, the proof of this transition relies crucially on Ward
identities arising from SUSY symmetries of the model combined with estimates
on random walk in a random environment. The simplest expression of these Ward
identities is reflected by the fact that the partition function is identically one for
all parameter values which appear in a SUSY fashion. Thus derivatives in these
parameters vanish and yield identities. The SUSY H 2> model is nevertheless highly
non trivial because physical observables are not SUSY and produce interesting and
complicated correlations. Classical Ward identities will be discussed in Sects. 4.6
and 4.7. In Sect. 4.9 we give a very brief description of Efetov’s sigma model.
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4.2 Classical Models of Quantum Dynamics

In this section we digress to describe two classical models which have some
connection with quantum dynamics. The first is called linearly edge reinforced
random walk, ERRW. This history dependent walk favors moving along edges it has
visited in the past. Diaconis [10] introduced this model and discovered that ERRW
can be expressed as random walk in a highly correlated random environment. The
statistical description of the random environment appears to be closely related
but not identical to that of the SUSY, H 22 model described in Sect.4.8. In both
cases it is important to observe that the generator for the walk is not uniformly
elliptic, making it possible to get non-diffusive dynamics. The second model, called
the Manhattan model, arises from network models developed to understand the
Quantum Hall transition. This model is equivalent to the behavior of a particle
undergoing a random unitary evolution. The remarkable feature of this model is that
after the randomness is integrated out, the complex phases along paths are canceled.
Thus paths have positive weights and the motion has a probabilistic interpretation.
To define linearly edge reinforced random walk (ERRW), consider a discrete
time walk on Z starting at the origin and let (e, t) denote the number of times the
walk has visited the edge e up to time t. Then the probability P(v, V', t + 1) that the
walk at vertex v will visit a neighboring edge ¢ = (v,V') at time ¢ + 1 is given by

PVt +1)= (B +nlet)/Sp(v1) (4.10)

where Sg is the sum of B + n(e’, t) over all the edges e’ touching v. The parameter
B is analogous to 8 in (4.8) or to the B in the H?? model defined later. Note that
if B is large, the reinforcement is weak and in the limit 8 — oo, (4.10) describes
simple random walk.

In 1D and 1D strips, ERRW is localized for any value of 8 > 0 [35]. This means
that the probability of finding an ERRW, w(t), at a distance r from its initial position
is exponentially small in r, thus

Prob [|w(t) —w(0)| = r] < Ce™"/". (4.11)

Merkl and Rolles [34] established this result by proving that conductance across an
edge goes to zero exponentially fast with the distance of the edge to the origin.
Note that in this model, (and in the H @2 model with € ; = &), the random
environment is not translation invariant and the distribution of the local conductance
depends on starting point of the walk. Localization is proved, using a variant of the
Mermin—Wagner type argument and the localization length £ is proportional to 8|S |
where | S| is the width of the strip. Using similar methods, Merkl and Rolles also
show that in 2D the local conductance goes to zero slowly away from 0. In 3D,
there are no rigorous theorems for ERRW. Localization probably occurs for strong
reinforcement, i.e., for 8 small. It is natural to conjecture that in 2D, ERRW is
always exponentially localized for all values of reinforcement. On the Bethe lattice,



132 T. Spencer

Fig. 4.1 Manhattan lattice A
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Pemantle [38] proved that ERRW has a phase transition. For 8 >> 1 the walk is
transient whereas for 0 < 8 <« 1 the walk is recurrent. See [34, 38] for reviews of
this subject. It is unknown whether ERRW has a phase transition in 3D.

4.2.1 Manhattan Model

Another classical model which is closely related to quantum dynamics, is defined
on the oriented Manhattan lattice. This model was analyzed by Beamond et al. [3]
following related work of Gruzberg et al. [30]. In this model disorder occurs by
placing obstructions at each vertex, independently with probability 0 < p < 1.
A particle moves straight along the oriented lattice lines according to the orientation
of the edges until it meets an obstruction. The particle must turn at obstruction in
the direction of the orientation. Note that orbits can traverse an edge at most once.
See Fig. 4.1. This model is closely related to a disordered quantum network model
(class C). It can also be expressed as a history dependent walk. If p > 1/2 all
paths form closed loops with finite expected length. This follows (J. Chalker) by
comparing the model to classical bond percolation. For p small (weak disorder)
the particle is expected to exhibit diffusion for long time scales. Nevertheless, the
renormalization group analysis of [3], indicates that for all p > 0, every path of this
walk is closed with probability one and has a finite expected diameter. The average
diameter is predicted to be huge ~exp Cp~2 when p is small. This prediction is
consistent with those for the crossover from diffusion to Anderson localization in
two dimensions. At a mathematical level, little is known when 0 < p < 1/2.

Note that the Manhattan model is quite different from the Ruijgrok—Cohen mirror
model on the unoriented square lattice. In this case one randomly places mirrors
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with probability p at the vertices, angled at £45° with respect to the x axis. Orbits
are obtained by imagining that a light beam light travels along lattice lines until
it is reflected by a mirror. If p = 1 and the choice of angles is independent with
probability 1/2, the model is equivalent to critical bond percolation. Although the
loops have finite length with probability one, their average length is infinite. For
0 < p < 1 little is known rigorously but one expects that the average loop length to
still be infinite.

Remark. Although the two models described above are quite special, they share
one of the essential difficulties of the random Schrodinger models and RBM—they
are highly non-Markovian. It is this feature that makes these models challenging
to analyze. On the other hand, it is the memory or non-Markovian character which
is partly responsible for localization. The problem of proving strictly subballistic
dynamics, Rz(t) o 12 with @ < 1, is also unresolved for these classical systems in
dimension two or more.

4.3 Introduction Random Matrix Ensembles and SUSY

In this section we shall define various Gaussian matrix ensembles. The simplest of
these is GUE—Gaussian Unitary ensemble. In this case the matrix entries H;; are
mean zero, complex, independent random variables fori < jand1 <1i,j < N.
Since H has a Gaussian distribution it suffices to specify its covariance:

<HjHy ;> = <HjH ;> = 8(ii')8(jj')/ N. 4.12)

The average over the randomness or disorder is denoted by < - > and H denotes
the complex conjugate of H. The density for this ensemble is given by

1/ZN e—NtrHZ/Z l_[dHul_[derdHJm

i<j

The factor of 1/Z y ensures that the integral is 1. It is clear that H and U* H U have
identical distributions for any fixed unitary matrix U. This invariance is a crucial
feature in the classical analysis of such matrices via orthogonal polynomials. It
also holds when  H? above is replaced by tr V(H) for polynomials V, which
are bounded from below [8,9,37]. However, Wigner matrices, and random band
matrices do not have unitarily invariant distributions and new methods are needed
to obtain the desired spectral information. See [19,46] for recent reviews of Wigner
matrices and random band matrices.

To define random band matrices, RBM, with a Gaussian distribution, let i and j
range over a periodic box A C Z< of volume | A| and set

<HjHyj> = <HjH;p> = 8(ii")8(jj') J;. (4.13)
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Here J;; is a symmetric function which is small for large |i — j|. We shall assume
that for fixed i, ) i Jij = 1. With this normalization, it is known that most of the
spectrum of H is concentrated in the interval [—2,2] with high probability. One
especially convenient choice of J is given by the lattice Green’s function

Jix = (=W?A+ D)7, k) (4.14)

where A is the lattice Laplacian on A with periodic boundary conditions

AfGY="Y, (G = 13U

lj'=jl=1

Note that with this choice of J, Y ; Jij = 1 and the variance of the matrix
elements is exponentially small when |[i — j| > W. In fact, in one dimension
Jij ~ e l=/l/W /W Here |i — j|is the natural distance in the periodic box. Hence
W will be referred to as the width of the band. The advantage of (4.14) is that its
inverse, which appears by duality in certain SUSY formulations, has only nearest
neighbor matrix elements and W? is just a parameter, see (4.31) below.

The density for the Gaussian orthogonal ensemble, GOE, is also proportional to
exp(—N trH?/2) but the matrix H is real symmetric. The covariance is given by
< Hj >=1/N and

< HjHq >= 2N) 188 1) + 8GDS(K)}. i # ).

The symmetric RBM are defined by introducing J;; as in (4.13). Although the SUSY
formalism can also be applied to the symmetric case, the formulas are a bit more
complicated and we shall not discuss them.

4.3.1 Some Conjectures About RBM and Random Schrodinger

Let us now compare lattice random Schrodinger matrices (RS) on Z¢ given by
H RS — —A+ Av fi

and RBM (4.13) of width W on Z?. Above, v ; are assumed to be independent iden-
tically distributed Gaussian random variables of mean 0 and variance < v% > =1.
The parameter A > 0 measures the strength of the disorder. See [22,45] for recent
reviews of mathematical aspects of Anderson localization. Although RBM and RS
look quite different, they are both local, that is their matrix elements j, k are small
(or zero) if |j — k| is large. The models are expected to have the same qualitative
properties when A ~ W~!. For example, eigenvectors for RS are known to decay

exponentially fast in one dimension with a localization length proportional to A2
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On the other hand for 1D, RBM the localization length is known to be less than
W8 by work of Schenker [42], and is expected to be approximately W?2. From the
point of view of perturbation theory, if we compute the bare diffusion constant Dy,
obtained by summing ladder diagrams, then we have Dy o< A2, W? for the RS
and RBM respectively. See Appendix 4.11 for a review of perturbation theory for
RS and RBM.

Localization is reasonably well understood for RS in one dimension for any
disorder. Localization has also been proved on Z¢ for strong disorder or at energies
where the density of states p(E) is very small. See [45] for references to the
mathematical literature. On the other hand a mathematical proof of quantum
diffusion in 3D, as defined by (4.3) as € | 0 for RS or RBM for fixed W, remains
a major open problem. In 2D it is conjectured that all states are localized with a
localization length growing exponentially fast in W2 or A~2 for real symmetric
matrices. Note the similarity of this conjecture with that for the Manhattan model
defined in Sect. 4.2.

4.3.2 Conjectured Universality of GUE and GOE Models

GUE or GOE matrices are mean field and have no spatial or geometric structure.
Nevertheless, the local eigenvalue statistics of these models are expected to
match those of certain RBM for large N. For example, in 1D the RBM of the
form (4.13), (4.14) should have the same local energy level statistics as GUE as
N — oo, (modulo a simple rescaling), provided that W? > N and energies lie
in the bulk, |E| < 2 — §. In 3D universality is expected to hold for E in the bulk,
and for fixed W >> 1 independent of N = |A| — oo. A. Sodin [43] recently
proved universality of local energy spacing about the spectral edge, E ~ 2 provided
W > N°/° His result is sharp in the sense that for smaller values of W another
distribution appears. Universality has been established for Wigner matrices at all
energies [19].

In terms of SUSY statistical mechanics, universality of local energy correlations
for Hermitian band matrices, can be intuitively understood as follows. For appro-
priate values of E, W and dimension, energy correlations are essentially governed
by the saddle manifold which is the orbit of a single saddle point under the action
of SU(1, 1]|2). This manifold only depends on the symmetry of the ensemble. See
Sect. 4.3 of [36] for a more detailed (but not rigorous) explanation of universality
and explicit corrections to it arising from finite volume effects. Universality fails
when the fluctuations about the saddle manifold are too pronounced. This can
happen if W is not large enough or when d < 2. In such cases localization may occur
and the eigenvalue spacing will be Poisson. Note that in 1D localization effects
should not appear unless N > W?2.

The local eigenvalue spacing statistics for a random Schrodinger matrix in a large
box is expected to match those of GOE after simple rescaling, provided that one
looks in a region of energies where diffusion should appear, i.e., (4.3) holds. RS
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corresponds to GOE rather than GUE because it is real symmetric matrix and the
corresponding saddle manifold is different from GUE. See [48] for some interesting
results showing that in some special, limiting cases the local eigenvalue spacings for
the random Schrodinger matrix has GOE statistics.

Remark. The local eigenvalue statistics of GUE appear to be mysteriously con-
nected to the statistics of the spacings of zeros of the Riemann zeta function. See
[39] and Keating’s article in [6] for reviews of this conjecture and others concerning
the relation of random matrix theory and number theory.

4.3.3 Green’s Functions and Gaussian Integrals

For an N x N Hermitian matrix H, define the inverse matrix:
G(E)=(E.—H)™"  where E.=E—ie. (4.15)

This a bounded matrix provided that E is real and € > 0. The Green’s matrix is
denoted G(E.), and G(E.;k, j), its matrix elements, will be called the Green’s
function.

Letz = (z1,22,...,2n) With z; = x; 4+ iy; denote an element of CV and define
the quadratic form

[c: Hz) =Y % Hyj 2. (4.16)
i.J

Then we can calculate the following Gaussian integrals:

N
/e_i[z;(Ef_H)z]Dz = (=i)V det(E. — H)™' where Dz = l—[dxjdyj/n
J
(4.17)
and

/ e BECAy 7, D = ()"t det(Ec — H) ™' G(Ec:k. j).  (4.18)

It is important to note that the integrals above are convergent provided that € > 0.
The quadratic form [z; (E — H)z] is real so its contribution only oscillates. The
factor of i = +/—1 in the exponent is needed because the matrix £ — H has an
indefinite signature when E is in the spectrum of H.

There is a similar identity in which the complex commuting variables z are
replaced by anticommuting Grassmann variables v/, v j»J=1,2...N.Let A be
an N x N matrix and as in (4.16) define

[W:iAy] =) v A v;.
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Then we have
N -
/e—W?AWz)w =detA where Dy = ]_[dwjdw,». (4.19)
J

See Appendix 4.10 for a brief review of Gaussian and Grassmann integration. The
Grassmann integral is introduced so that we can cancel the unwanted determinant
in (4.18) and so that we can perform the average over the randomness in H. Thus
we obtain a SUSY representation for the Green’s function:

G(Ek.j) =i /e—i[z;(Ee—H)z]e—iW;(Ee—H)W]Zkzj Dz DY, (4.20)

Equation (4.20) is the starting point for all SUSY formulas. Notice that if H has
a Gaussian distribution, the expectation of (4.20) can be explicitly performed since
H appears linearly. We obtain:

<G(Esk, j)>=i /e—iEe([z;z]+[¢§1ﬁ])e—%<{[z;Hz]+[W;HW]}2> 2z Dz Dy

(4.21)
The resulting lattice field model will be quartic in the z and y fields. Notice that if
the observable i z; z; were absent from (4.21), then the determinants would cancel
and the integral would be equal to 1 for all parameters. Thus in SUSY systems, the
partition function is identically 1.
In a similar fashion we can obtain more complicated formulas for

T'(E.,j) =< G(E;0, j)G(E:;0,j) > .

To do this we must introduce additional variables w € CV and independent

Grassmann variables y, y to obtain the second factor, G, which is the complex
conjugate of G. See Sects. 4.7 and 4.9 below.

4.4 Averaging Det(E. — H)™!

Before working with Grassmann variables we shall first show how to calculate
the average of the inverse determinant over the Gaussian disorder using only the
complex variables z;. Although this average has no physical significance, it will
illustrate some basic mathematical ideas.

First consider the simplest case: His an N x N, GUE matrix. Let us apply (4.17)
to calculate

(i)™ <det(Ec — H)™' >=< /e‘”ﬁ E—H2l Dz > (4.22)
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Since the expectation is Gaussian and the covariance is given by (4.12), the average
over H can be expressed as follows:

<o BHI 5 o T 2< HIP> _ gyl (4.23)

The most direct way to estimate the remaining integral over the z variables is to
introduce a new coordinate r = [z,z] = _ |z;|>. Then we have

0o
< det(E, — H)_l >= CN/ e—ﬁl‘z—iEgrrN—l dr
0

where Cy is an explicit constant related to the volume of the sphere in 2N
dimensions. It is convenient to rescale ¥ — Nr and obtain an integral of the form

[ ) )
/ e—N(r /2—lnr—1EEr)dr/ r.
0

The method of steepest descent can now be applied. We deform the contour of
integration over r so that it passes through the saddle point. The saddle point r;
is obtained by setting the derivative of the exponentto 0: r—1/r;—iE. = 0 This is
a quadratic equation with a solution ry, = iE/2 + /1 — (E/2)2. The contour must
be chosen so that the absolute value of the integrand is dominated by the saddle
point.

Exercise. Stirling’s formula:
o0
N!= / e tNdt ~ NVe ™V V2N
0

To derive this let # = Ns and expand to quadratic order about the saddle point
s = 1. The square root arises from the identity N [ e N2ds = /2N 7. We shall
see many SUSY calculations are related to generalizations of the gamma function.

Remark. For other ensembles, radial coordinates do not suffice and one must
compute the Jacobian for the new collective variables. See the section on matrix
polar coordinates in Appendix 4.10. Collective coordinates can also be set up with
the help of the coarea formula.

An alternate way to compute < det(E.—H)™' > uses the Hubbard—Stratonovich
transform. In its simplest form, introduce a real auxiliary variable a to unravel the
quartic expression in z as follows:

e W = /Njox / e N2z g g, (4.24)
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If we apply (4.24) to (4.22) and (4.23), the z variables now appear quadratically
and we can integrate over them. Since there are N independent z; to integrate, we
get a factor (E. —a)~", hence:

<det(E.—H) '>=i"\/N/2n / e N2 (E, —a)Nda, (4.25)

Let
f@) = N [d*/2+ In(E. - a)].

The saddle point a, is obtained by setting f'(a;) = 0. This gives a quadratic
equation whose solution is

ay = E.J2+ i1~ (E./2). (4.26)

We shift our contour of integration by @ — a + a,. Note |a;| & 1 and that we have
chosen the + sign in (4.26) so that the pole of (E —ie —a)™" has not been crossed.
Along this contour one checks that for E satisfying |E| < 1.8, the maximum
modulus of the integrand occurs at the saddle a,. In particular, this deformation of
contour avoids the small denominator £, — a occurring when a &~ E. For energies
such that 1.8 < |E| < 2 another contour must be used [11]. Note that the Hessian
at the saddle is

f"as) = N(—aj) = N{2(1 = (E/2)*) —iE\/1 - (E/2)*} (4.27)

has a positive real part for | E| < 2. To complete our estimate of (4.25) for large N
we calculate the quadratic correction to the saddle point:

<det(Ec— H) ' >~ iV /N/2mge N / e NS gg

Higher order corrections to the saddle point are suppressed by powers of N !,

Remark. The imaginary part of right hand side of (4.25), (N even), is proportional

to
e E’2PHy(E/NJ2)

where Hy is the N’th Hermite polynomial. This can be seen by integrating by parts
N — 1 times. Thus such identities point to a connection between the method of
orthogonal polynomials and SUSY statistical mechanics. See [11] for more details.

4.4.1 Gaussian Band Matrices and Statistical Mechanics

Now let us consider the more general case when H is a finite Gaussian random band
matrix indexed by lattice sites in a periodic box A C Z¢ with covariance given
by (4.13) and (4.14): Jjx = (—=W?2A + 1)7'(j, k). Then we have
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< o iBHZ] S _ p=1/2<lHzP> _ ,=1/28 [P Uyl (4.28)

In order to average over the z variables we introduce real Gaussian auxiliary fields
a; with 0 mean and covariance J;;. Let < - > be the corresponding expectation so
that < ajaj >j= J,'j and

_ N2 Tl 2 i zi |2
e V2 ylailfylzj 1 — i Xajlzl >7. (4.29)

This is again the Hubbard—Stratonovich trick. We can now average over the z’s since
they appear quadratically. By combining (4.22), (4.28) and (4.29)

<det(E.—H) ' > =< / e BESII 7 s (4.30)

=< /e_i[z;(Ee_a)Z]DZ >j=< H(Ee—aj)_l >7.
jeA

Since by (4.14), the Gaussian a; fields have covariance (—W?2A + 1)1, it follows
that (4.30) is proportional to:

/ AT V04 [(E, - a;) daj. 31)
jeA

The expression (Va)? is the square of finite difference gradient at j. The large
parameter W tends to make the a; fields constant over a large range of lattice
sites. The saddle point can be calculated as it was for GUE and we find that it is
independent of the lattice site j and is again given by (4.26). We deform the contour
of integration a; — a; + a;. We must restrict | E| < 1.8 as in the case of GUE so
that the norm of the integrand along the shifted contour is maximized at the saddle.
The Hessian at the saddle is given by

H! = -W?A+1-ad’. (4.32)

Since Re(1 —a?) > 0, [H"]7'(j, k) decays exponentially fast for separations |j —
k> W.

Since (4.31) is an integral over many variables a;, j € A, its behavior is not
so easy to estimate as (4.25). To control fluctuations away from the saddle one uses
the exponential decay of [H”]~! and techniques of statistical mechanics such as
the cluster or polymer expansion [40], about blocks of side W. This will show that
the integral can be approximated by a product of nearly independent integrals over
boxes of size W. It enables one to justify the asymptotic expansion for

|A| ' log < det(E. — H)™! >
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in powers of W~!. Moreover, one can prove that with respect to the expectation
defined using (4.31), a;,a, are exponentially independent for [j — k| > W
uniformly in € > 0. The main reason this works is that the inverse of the Hessian at
a; has exponential decay and the corrections to the Hessian contribution are small
when W is large. As in (4.25), corrections beyond quadratic order are small for
large N. See [7, 13] for the SUSY version of these statements.

Remark. In one dimension, (4.31) shows that we can calculate the < det(E. —
H)~! > using a nearest neighbor transfer matrix. In particular if the lattice sites j
belong to a circular chain of length L, there is an integral operator T = T'(a,a’)
such that < det(E, — H)™! >=Tr T"L.

Remark. For the lattice random Schrédinger matrix, H = —A + Av, in a finite box,
with a Gaussian potential v of mean 0 and variance 1, it is easy to show that

< det(E. — H)—l >= /e—i [z;(EE+A)z]—% ¥, [z ‘ZDZ-

The complex variables z; are indexed by vertices in a finite box contained in VA
For small A this is a highly oscillatory integral which is more difficult than (4.31)
to analyze. Rigorous methods for controlling such integrals are still missing when A
is small and d > 2. Note that for RBM, the oscillations are much less pronounced
because the off diagonal terms are also random. In this case the factor

1
exp _E(Z W*(Va)} +a%)
J

dominates our integral for large W.

4.5 The Density of States for GUE and RBM

The integrated density of states for an N x N Hermitian matrix H is denoted n(E) =

/ E dp(E') is the fraction of eigenvalues less than E and p(E) denotes the density
of states. The average of the density of states is given by the expression

1 1
< p(E)y>=—tr<d8.,(H—E)>= —1trim <G(E,) > (4.33)
N Nr

as € |, 0. Here we are using the well known fact that

1 €

B = e e

1
= —Im(E.—x)"!
s

is an approximate delta functionat Ease — 0.
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Remarks. The Wigner semicircle distribution asserts that the density of states
of a GUE matrix is given by 7'/l — (E/2)2. Such results can be proved
for many ensembles including RBM by first fixing € in (4.33) and then letting
N, and W — oco. Appendix 4.11 gives a simple formal derivation of this law using
self-consistent perturbation theory. Note that the parameter € is the scale at which we
can resolve different energies. For a system of size N we would like to understand
the number of eigenvalues in an energy window of width N ™ with o ~ 1. Thus we
would like to get estimates for € ~ N ~*. Such estimates are difficult to obtain when
o ~ 1 but have recently been established for Wigner ensembles, see [20]. Using
SUSY [7,13] estimates on the density of states for a special class of Gaussian band
matrices indexed by Z3 are proved uniformly in € and the size of the box for fixed
W > W,. See the theorem in this section.

Note that the density of states is not a universal quantity. At the end of Appendix
4.11 we show that 2 coupled GUE N x N matrices has a density of states given by
a cubic rather than quadratic equation.

We now present an identity for the average Green’s function for GUE starting
from (4.21). Note that by (4.12)

5 < (e H + 3 HYD? >gur

= el — YR — 2y v (434

Let us introduce another real auxiliary variable » € R and apply the Hubbard—
Stratonovich transform to decouple the Grassmann variables. As in (4.24) we use
the identity

e[w;w]Z/zN — /N/Zﬁ/db e—sz/Ze—b[‘//;W]' (435)

Now by combining (4.24) and (4.35) we see that the expressions are quadratic in
z and . Note that

/e_ZN %wj(b-f—iEé) Dw DZ — l-N (Es —lb)N

The exponential series for the cross terms appearing in (4.34), [{; z][z; ¥], termi-
nates after one step because [/; z]*> = 0. We compute its expectation with respect to
the normalized Gaussian measure in ¥, z and get

<[ dlzy] > = <Y avizv; >= Y < ¥;vZ,z >

ij J

—N(E.—ib)y " (E.—a)™".
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Thus after integrating over both the z and y fields and obtain the expression:
- %trG(Ee) >— NI /[Z; Z]e—ﬁ{[z;zlz—[lﬁ;wlz—Z[W;z][z;lﬁ]} Dz Dy
= N/2x / dadb (E. —a) " e N@+0/2(E__ip)N (E,—a)™N
X |:1—%(E5—a)_l(E€ - ib)_li| ~< (Ec—a)™! >susy .
(4.36)

The first factor of (E. —a)~" on the right hand side roughly corresponds to the trace
of the Green’s function. The partition function is

N/2x / dadb e V@I 2(E _ipW(E, —a) ™M [1 — (E. —a) W(E. —i b)™]

1 (4.37)

for all values of E, € and N. This is due to the fact that if there is no observable
the determinants cancel. The last factor in (4.37) arises from the cross terms and is
called the Fermion—Boson (FB) contribution. It represents the coupling between the
determinants. For band matrices it is useful to introduce auxiliary dual Grassmann
variables (analogous to a and b) to treat this contribution. See [11,13,36].

The study of p(E) reduces to the analysis about the saddle points of the
integrand. As we have explained earlier, there is precisely one saddle point

as(E) = E./2+i+1—(E./2)? (4.38)
in the a field. However, the b field has two saddle points
iby =ay;, and ibs/ = E. —a; = d,.

Hence, both saddle points (ay, by) and (ay, bs/) contribute to (4.36).

Let us briefly analyze the fluctuations about the saddles as we did in (4.26), (4.27).
The first saddle gives the Wigner semicircle law. To see this note that the action at
dy, b, takes the value 1 since af +b3 = 0and (E.—iby)/(E.—ay) = 1. The integral
of quadratic fluctuations about the saddle,

N / o~ NU=a)@+D) g, (4.39)

is exactly canceled by the FB contribution at (ay, bs). Thus to a high level of
accuracy we can simply replace the observable in the SUSY expectation (4.36) by
its value at the saddle. This gives us Wigner’s semicircle law:
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1
p(E) = ﬁlm tr < G(Ee) >R .7t_l Im < (EE —(,l)_l >suUsy

~a m(Ee —ay)™ = 71— (E/2)2. (4.40)

It is easy to check that the second saddle vanishes when inserted into the FB
factor because (E — a;)(E — ib]) = asa; = 1. Thus to leading order it does
not contribute to the density of states and hence (4.40) holds. However, the second
saddle will contribute a highly oscillatory contribution to the action proportional to

1 (Ec—a\" -
N(E _Z) e~ N/2ai =3, (4.41)
€ i)

If we take derivatives in E, this contribution is no longer suppressed when € &~ 1/N.
This result is not easily seen in perturbation theory. I believe this is a compelling
example of the nonperturbative power of the SUSY method.

Remarks. 1f € = 0, then (4.41) has modulus 1/N. We implicitly assume that the
energy E is inside the bulk ie |E| < 2. Near the edge of the spectrum the Hessian
at the saddle point vanishes and a more delicate analysis is called for. The density
of states near £ = =2 then governed by an Airy function. We refer to Disertori’s
review of GUE [11], for more details.

4.5.1 Density of States for RBM

We conclude this section with a brief discussion of the average Green’s function for
RBM in 3D with the covariance J given by (4.14). The SUSY statistical mechanics
for RBM is expressed in terms of @, b; and Grassmann fields 7;, n; with j € A C
Z4 and it has a local (nearest neighbor) weight

1 2 2 2 2 2 2 E€ _ibj
J J
xexp— » AW?Vil;Vn; +7;n; (1 — (Ec —a;) " (Ec —ib;)™")}.
J

After the Grassmann variables have been integrated out we get:

E.—ib;

1
expl— D WA (Va;)* + WA(Vb;)* + a5 + b ] T
. . € J

J

x det{—W?A +1—8;(E. —a;) " (E. —ib;)”"} DaDb. (4.42)
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Note the similarity of the above weight with (4.31) and (4.37). The determinant is
called the Fermion—Boson contribution. In one dimension, the DOS can be reduced
to the analysis of a nearest neighbor transfer matrix. Large W keeps the fields a;, b;
nearly constant. This helps to control fluctuations about saddle point.

Theorem ([13]). Let d =3, J be given by (4.14) and |E| < 1.8. For W > W,
the average < G(E., j, j) > for RBM is uniformly bounded in € and A. It is
approximately given by the Wigner distribution with corrections of order 1/ W2,
Moreover, we have

[ (G(E.;0,x) G(Ec; x,0)) | < e (4.43)

form o« W1,

The proof of this theorem follows the discussion after (4.31). We deform our
contour of integration and prove that for |E| < 1.8, the dominant contribution
comes from the saddle point a, by which is independent of j. However, as in GUE
one must take into account the second saddle which complicates the analysis. Note
that the Hessian at the saddle is still given by (4.32). Its inverse governs the decay
in (4.43).

Remark. The first rigorous results of this type appear in [7] for the Wegner N orbital
model. Their SUSY analysis is similar to that presented in [13].

Remark. As explained at the end of the previous section, one can derive a formula
analogous to (4.42) for the random Schrédinger matrix in 2D or 3D, but we do
not have good control over the SUSY statistical mechanics for small A. A formal
perturbative analysis of the average Green’s function for the random Schrodinger
matrix with small A is given in Appendix 4.11. Note that for large A, it is relatively
easy to control the SUSY integral since in this case the SUSY measure is dominated
by the product measure ]_[j exp[-A*(Zz; + 1/_/j ¥;)?]. As a final remark note that in
the product of Green’s functions appearing in (4.43), energies lie on the same side
of the real axis. The expectation < |G(E,:0, j)|> > is quite different and for such
cases hyperbolic symmetry emerges, see Sect. 4.7, and gapless modes may appear.

4.6 Statistical Mechanics, Sigma Models, and Goldstone
Modes

In this section we shall review some classical sigma models and their lattice field
theory counterparts. This may help to see how classical statistical mechanics is
related to the SUSY sigma models which will be described later. The symmetry
groups described in this section are compact whereas those of related the Efetov
models are noncompact as we shall see in Sects. 4.7—4.9.
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Consider a lattice model with a field ¢(j) = (¢'(j).....¢"T(j)) taking
values in R”*! and whose quartic action in given by

Ax@) =Y AUVSIIP + A1) —a)’ +e- '}, (4.44)

jeA

As before V denotes the nearest neighbor finite difference gradient and A is a large
periodic box contained in Z?. The partition function takes the form

ZA :/e_ﬂA"(d’) l_ldd)l

jeA

To define its sigma model approximation, consider spins, S; € S where j € A.
More precisely §; = (S](.l), .. S](.mH)) with §;2 = §;-S; = 1. Form =0, the spin
takes values 1 and this is the Ising spin. The energy or action of a configuration
{S;} is given by

Ag () =B Y (S;—8)—e> S (4.45)

j~j’eA J

The Gibbs weight is proportional to e~4(5), the parameters B, € > 0 are propor-
tional to the inverse temperature and the applied field respectively and j ~ j'
denote adjacent lattice sites. If € > 0 then the minimum energy configuration is
unique and the all the spins point in the direction (1,0, . ..0).

If ¢ = 0, A is invariant under a global rotation of the spins. The energy
is minimized when all the spins are pointing in the same direction. This is the
ground state of the system. When m =1 we have O(2) symmetry and for m =2
the symmetry is O(3) corresponding to the classical rotator (or X-Y) model and
classical Heisenberg model respectively. When € > 0 the full symmetry is broken
but in the case of O(3) is broken to O(2). The parameter € in (4.45) also appears in
SUSY models and is related to the imaginary part of E. in the Green’s function.

Consider the classical scalar |¢|* model, (4.44), with ¢; € C with a U(1)
symmetry. The idea behind the sigma approximation is that the complex field ¢; can
be expressed in polar coordinates r; S; where |S;| = 1. The radial variables r are
“fast” variables fluctuating about some effective radius rx*. If the quartic interaction
has the form A(|¢;|>—1)*and A >> 1, r* a 1.1f we freeze r; = r+* we obtain (4.45)
with B & (r%)2B. The |$|* model is expected to have the same qualitative properties
as the O(2) sigma models. Moreover, at their respective phase transitions, the long
distance asymptotics of correlations should be identical. This means that the two
models have the same critical exponents although their critical temperatures will
typically be different. This is a reflection of the principle universality for second
order transitions. Its proof is a major mathematical challenge.



4 SUSY Statistical Mechanics and Random Band Matrices 147

Remark. Therole of large A above will roughly be played by W in the SUSY models
for random band matrices.

Now let us discuss properties of the sigma models with Gibbs expectation:
<->4(B.0= ZsB. o / e O TTd(s).  (4.46)
J

The measure d4(S;) is the uniform measure on the sphere. The partition function Z
is defined so that this defines a probability measure. Basic correlations are the spin—
spin correlations < Sy - S, > and the magnetization < Sj >. Let us assume that we
have taken the limit in which A 1 Z ¢. First consider the case in which here is no
applied field € = 0. In one dimension there is no phase transition and the spin—spin
correlations decay exponentially fast for all non zero temperatures, (f finite),

0<< Sy Sy >< Ce ™It (4.47)

where £ is the correlation length. For the models with continuous symmetry, m =
1,2, ¢ is proportional to . However, for the Ising model £ is exponentially large in
B. At high temperature, 8 small, it is easy to show that in any dimension the spins
are independent at long distances and (4.47) holds.

In dimension d > 2, the low temperature phase is interesting and more difficult to
analyze. In 2D we know that the Ising model has long range order and a spontaneous
magnetization M for B > .. This means that for large x

< So- Sy > (B,e=0)— M*B)>0 and 113(} <S\V> (B.e) =M. (4.48)

Thus at low temperature spins align even at long distances. Note that the order of
limits here is crucial. In (4.48) we have taken the infinite volume limit first and then
sent € — 0. For any finite box it is easy to show that second the limit is 0 because the
symmetry of the spins is present. For this reason (4.48) is called symmetry breaking.

In two dimensions, the Mermin—Wagner Theorem states that a continuous
symmetry cannot be broken. Hence, M = 0 for the O(2) and O(3) models. In
classical XY model with O(2) symmetry there is a Kosterlitz—Thouless transition
[25,32]: the magnetization, M, vanishes but the spin—spin correlation with ¢ = 0
goes from an exponential decay for small 8 to a slow power law decay ~ |x|~¢/#
for large B.

A major conjecture of mathematical physics, first formulated by Polyakov, states
that for the classical Heisenberg model in 2D, the spin—spin correlation always
decays exponentially fast with correlation length £ ~ e?. This conjecture is related
to Anderson localization expected in 2D. It is a remote cousin of confinement
for non-Abelian gauge theory. The conjecture, can partly be understood by a
renormalization group argument showing that the effective temperature increases
under as we scale up distances. The positive curvature of sphere play a key role in
this analysis.
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In three dimensions it is known through the methods of reflection positivity [27],
that there is long range order and continuous symmetry breaking at low temperature.
These methods are rather special and do not apply to the SUSY models described
here.

Continuous symmetry breaking is accompanied by Goldstone Bosons. This
means that there is a very slow decay of correlations. This is most easily seen in
the Fourier transform of the pair correlation. Consider a classical XY or Heisenberg
model on Z?. The following theorem is a special case of the Goldstone-Nambu—
Mermin—Wagner Theorem. Let M be defined as in (4.48).

Theorem. Let correlations be defined as above and suppose that the spontaneous
magnetization M > 0. Then

S <SP SO > (Boe) = CMABP> + M) (449)

Thus for p = 0 the sum diverges as € |, 0. This theorem applies to the case m = 1,2
but not the Ising model. It is also established for lattice field theories with continuous
symmetry.

Remark. In 2D, if the spontaneous magnetization were positive, then the integral
over p of the right side of (4.49) diverges for small €. On the other hand, the integral
over p of the left side equals 1, since Sp - Sop = 1. Thus M must vanish in 2D. In
higher dimensions there is no contradiction since the integral of |p| ™2, |p| < 7 is
finite.

We shall derive a simple Ward identity for the O(2) sigma model in d dimensions.
In angular coordinates we have

A@B) ==Y Bcos(0; — ;1) —e Y _cos()). (4.50)

i~i’ J

Consider the integral in a finite volume: | sin(0p)e O[] jead0;. Make a simple
change of variables §; — 6, + «. The integral is of course independent of «. If we
take the derivative in « and then set o« = 0 the resulting expression must vanish.
This yields a simple Ward identity

M =< cos(fp) >=€ Y _ < sin(6) sin(6;) > . (4.51)
J

After dividing by € we obtain the theorem for p = 0. Ward identities are often just
infinitesimal reflections of symmetries in our system. In principle we can apply this
procedure to any one parameter change of variables.

Remark. Note the similarity of (4.51) with the Ward identity (4.4). The density
of states p(E) plays the role of the spontaneous magnetization M. Moreover, the
right side of (4.49) is analogous to (4.3). However, there is an important distinction:
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p(E) does not vanish in the high temperature or localized regions. Unlike the
magnetization in classical models, p(E) is not an order parameter. Indeed, p(E)
is not expected to reflect the transition between localized and extended states. So
in this respect classical and SUSY models differ. For SUSY or RBM, the localized
phase is reflected in a vanishing of the diffusion constant in (4.3), D(E,€)  e.
Thus in regions of localization < |G(E.,0,0)|> > diverges as € — 0 as we see
in (4.1).

Proof of Theorem. Let |A| denote the volume of the periodic box and set
D =|A|7V/? > e_"”'j% and S(p)=|A|7"/? >, et/ sin(6;). By translation
invariance, integration by parts, and the Schwarz inequality we have

M =< cos(by) >4 =< DS(p) >4=< S(p)D(A) >4 (4.52)

<<8(p)? >’< DA D) >

Since < |§ (p)|? > equals the left side of (4.49) the theorem follows by integrating
by parts once again,

< D(A)D(A) >4 = < DD(4) >4
lAl_l Z < 2,Bcos(9j _ Qj,)(l —cos(j — ] /)P)

i~i’

+ecos(8;) >4

< C(Bp* + € < cos(by) >4) (4.53)

which holds for small p. Here we have followed the exposition in [26].

4.7 Hyperbolic Symmetry

Let us analyze the average of |det(E. — H)|™> with H a GUE matrix. We
study this average because it is the simplest way to illustrate the emergence of
hyperbolic symmetry. This section analyses the so called Boson—Boson sector in the
sigma model approximation. More complicated expressions involving Grassmann
variables appear when analyzing the average of |G(E; j, k)|*. This is touched upon
in Sect. 4.9.

To begin, let us contrast < G > and < |G|?> > for the trivial scalar case N = 1.
In the first case we see that fe'_HZ(E6 — H)7'dH is finite as € — 0 by shifting
the contour of integration off the real axis H — H + i§ with § > 0 so that the pole
is not crossed. On the other hand, if one considers the average of |(E. — H)|™2,
we cannot deform the contour integral near E and the integral will diverge like €.
This divergence will be reflected in the hyperbolic symmetry. Later in this section
we shall see that in 3D this symmetry will be associated with gapless Goldstone
modes. These modes were absent in Sects. 4.3-4.5.
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Letz,w € CV. As in (4.17) we can write:
|det(E. — H)| ™2 = det(E. — H) x det(E_. — H)

_ /e—i [z3(Ec—H)zZ] DZX/ei[w;(E—E—H)W] Dw. (4.54)

Note that the two factors are complex conjugates of each other. The factor of i has
been reversed in the w integral to guarantee its convergence. This sign change is
responsible for the hyperbolic symmetry. The Gaussian average over H is

< i GHA—WwHW) o _ ,=1/2<(cHo)~[w.H)?> (4.55)
Note that
< ([z. H3 = [w. HW])> >=<[Y_ Hi; @z — wez)))* > . (4.56)
For GUE the right side is computed using (4.12)
<([z. Hg) = [w, HW])* >=1/N([z. 2> + [w.w]* = 2[z.wllw.2]).  (4.57)

Note that the hyperbolic signature is already evident in (4.55). Following Fyodorov
[29], introduce the 2 x 2 non negative matrix:

Mz, w) = ([Z’ 4 [ W]) (4.58)
[w,z] [w, w]
and let
L = diag(1,—1). (4.59)
Then we see that
< |det(E5 _ H)|—2 >— /e—ﬁtr(ML)z—iEtr(ML)-i-etrMDZDW' (460)

For a positive 2 x2 matrix P, consider the delta function 6 (P — M (z, w)) and integrate
over z and w. It can be shown [29,47], also see (4.116) in Appendix 4.10, that

/ 8(P — M(z,w))DzDw = (detP)" 2. (4.61)

Assuming this holds we can now write the right side in terms of the new collective
coordinate P

< |det(E€ _ H)|—2 >=Cy / e—ﬁrr(PL)Ze_iEl‘r(PL)—strPdetPN—ZdP'
P>0
i (4.62)
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After rescaling P — NP we have

< Idet(E6 _ H)|—2 >=C ?V/ e—N{tl'(PL)2/2+iEtr(PL)+etrP}detPN—2 dP.

e (4.63)
In order to compute the integral we shall again change variables and integrate
over PL. First note that for P > 0, PL has two real eigenvalues of opposite sign.
This is because PL has the same eigenvalues as P!/2LP!/? which is self adjoint
with a negative determinant. Moreover, it can be shown that

PL =TDT™! (4.64)

where D =diag(pi,—p2) with pi, po positive and T belongs to U(1,1). By
definition 7" € U(1, 1) when

T*LT =L —>TeSU(1,1). (4.65)

The proof is similar to that for Hermitian matrices. We shall regard PL as our new
integration variable.

Note that (4.63) can be written in terms of p;, p» except for € fr P which will
involve the integral over SU(1, 1). The p;, p, are analogous to the radial variable
r introduced in Sect.4.6. Converting to the new coordinate system our measure
becomes

(p1 + p2)*dpidprdj(T) (4.66)

where du(T) the Haar measure on U(1,1). For large N, the p variables are
approximately given by the complex saddle point

p1=—iE/24+ p(E), —p»=—iE/2—p(E), p(E)=1-(E/2).
(4.67)

The p variables fluctuate only slightly about (4.67) while the T matrix ranges
over the symmetric space SU(1,1)/U(1) and produces a singularity for small e.
With the py, p; fixed the only remaining integral is over SU(1, 1). Thus from (4.64)
we have:

O = PL~p(E) TLT™' +iE/2.

If we set € = €/ N and take the limit of large N we see that (4.63) is given by

/ e~ PEVILS) g (T,  where S =TLT™". (4.68)

This is the basis for the sigma model. The second term i E above is independent of
T so it is dropped in (4.68).
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4.7.1 Random Band Case

The band version or Wegner’s N orbital [41] version of such hyperbolic sigma
models was studied in [47]. The physical justification of this sigma model and also
the Efetov SUSY sigma model comes from a granular picture of matter. The idea
is that a metal consists of grains (of size N > 1). Within the grains there is mean
field type interaction and there is a weak coupling across the neighboring grains. As
in (4.68) if the grain interactions are scaled properly and N — oo we will obtain a
sigma model.
For each lattice site j € A C Z¢ we define a new spin variable given by

S; =T;7'LT; and P;L~ p(E)S,.

Note that Sf = land §; naturally belongs to SU(1, 1)/ U(1). This symmetric space
is isomorphic to the hyperbolic upper half plane. In the last equation we have used
the form of the p; given as above. The imaginary part of the p; and —p, are equal
at the saddle so that T and 7! cancel producing only a trivial contribution. The
explicit dependence on E only appears through p(E).

There is a similar picture for the square of the average determinant using
Grassmann integration. We can integrate out the Grassmann fields and in the sigma
model approximation obtain an integral over the symmetric space SU((2)/U(1) =
S2—this gives the classical Heisenberg model.

The action of the hyperbolic sigma model, see [47], on the lattice is

AS)=B > 1rS;S; +ey irLS;. (4.69)
j~i j

The notation j ~ j’ denotes nearest neighbor vertices on the lattice. The Gibbs
weight is proportional to e~4(5)d(T). The integration over SU(1, 1) is divergent
unless € > 0. The last term above is a symmetry breaking term analogous to a
magnetic field . For RBM, 8 ~ W2p(E)>.

To parametrize the integral over SU(1,1) we use horospherical coordinates
(sj.1;) € R? given by (4.9). In this coordinate system, the action takes the form:

1 s 1 ,
A(s,t) = B Z [cosh(t; —tj/)+§(sj —s;)2e 0] e Z [cosh(tj)+§szetf].
J~i’ jea
(4.70)
Equivalently, if /; are the hyperbolic spins appearing in (4.8) note that we have

1 _
hjhyr=zjzp = xjxje =y = cosh(ty = tj) + S (sj —s5;) e,

The symmetry breaking term is just € ) z;. There is a symmetry t; — ¢; + y
and s; — s, 7 which leaves the action invariant when ¢ = 0. Note that A(s, t)
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is quadratic in s;. Let us define the quadratic form associated to the s variables in
(4.70):
v:Dg(t)vla =B Z(i~j) ety —v;) +e Z e'ky? 4.71)

keA
where v is a real vector, v;, j € A. Integration over the s fields produces det™!/2
(Dge(t)). The determinant is positive but non local in t. Thus the total effective
action is given by

At) = Z {Bcosh(t; —t;)} + %ln det(Dge(1)) + € Z cosh(t;). (4.72)
J

i~i’

The quadratic form Dg.(t) will also appear in the SUSY sigma model defined
later. Note thatift = 0, Dg.(t) = —BA+e€.Fort # 0, Dg.(¢) is a finite difference
elliptic operator which is the generator of a random walk in a random environment.
The factor e/ j") is the conductance across the edge (/, j /). Note that since ¢ j are
not bounded, Dg,(t) is not uniformly elliptic.

Lemma. Det(Dg.(t)) is alog convex function of the t variables.

Following D. Brydges, this a consequence of the matrix tree theorem which
expresses the determinant of as a sum:

Z 1_[ 'Bet,-+rj/ l_[ eelj

FR jjeF JEZ

where the sum above ranges over spanning rooted forests on A. See [1] for a proof
of such identities.

Thus the effective action A (4.72) is convex and in fact its Hessian A”(¢) >
—BA + €. The sigma model can now be analyzed using Brascamp-Lieb inequalities
and a Ward identity. Its convexity will imply that this model does not have a phase
transition in three dimensions.

Theorem (Brascamp-Lieb [5]). Let A(t) be a real convex function of ¢;, j € A
and v; be a real vector. If the Hessian of the action A is convex A”(t) > K > 0 then

< estl=<lst>) o < 3K (4.73)

Here K is a positive matrix independent of # and <> 4 denotes the expectation with
respect to the normalized measure Z;'e™4®) D ¢. Note if A is quadratic in 7, (4.73)
is an identity.

Note that in 3D the Brascamp-Lieb inequality only gives us estimates on
functions of ([v; t]— < [v;t] >). Below we obtain estimates on < [v; ¢] >
by using Ward identities and translation invariance. Then the above theorem will
yield a bound on moments of the local conductance et These bounds on the
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conductance imply that in three dimensions we have “diffusion” with respect to the
measure defined via (4.70). See the discussion following (4.87).

Theorem ([47]). In the 3D hyperbolic sigma model described by (4.72), all
moments of the form < cosh?(ty) > are bounded for all 8. The estimates are
uniform in € provided we first take the limit A — Z>.

Proof. First note that if we let v; = pdo(j) then in three dimensions since K =
—BA + € we have [v; K~'v] < Const uniformly as € — 0. To estimate the average
< tp > we apply the Ward identity:

2 < sinh(tg) >=< sge" >=< Dy 1(0,0)e" > . (4.74)

To obtain this identity we apply 1; — #; + y and s; — s;e”7 to (4.70) then
differentiate in y and set y = 0. We have also assumed translation invariance. Since
the right side of (4.74) is positive, if we multiply the above identity by e~ <0~ we
have

< e(t0—<t0>) S e—t0—<t0> > +e—<t0> < séet" >> e—2<t0>

where the last bound follows from Jensen’s inequality. The left side is bounded by
Brascamp-Lieb by taking v; = 6o(j). Thus we get an upper bound on — < £y >
and on < e~ > . To get the upper bound on < f, > we use the inequality

e"Dy1(0,0) <e®B Y eI (Go(0, j) — Go(0, j 1))’ + Ofe)

J~i’

where Gy = (—BA+¢€)7!. See (4.121) in Appendix 4.12 for a precise statement and
proof of this inequality. The sum is convergent in 3D since the gradient of G¢(0, j)
decays like |j |72. Multiplying (4.74) by e<"*> we get

< pltot=<to>) o <B Z < e il o ltoh<to>) o (Go(0, j) — Go(O,j/))z

i~i’

+ < e 07<0>) 5 L O(e).

By translation invariance < #; >=< fp >, the exponent on the right side has the
form ([v; t]— < [v; t] >) and thus the Brascamp-Lieb inequality gives us a bound
on the right side and a bound on < f, > by Jensen’s inequality. Above we have
ignored the O(¢) term. If we include it then we obtain an inequality of the form
eX<1> < C + ee<"> and the bound for e<> still follows. Since we now have
estimates on < |f;| >, the desired estimate on < cosh?(t;) > follows from the
Brascamp-Lieb inequality.

Remark. The effective action for the SUSY hyperbolic sigma model, H 212 de-
scribed in Sect.4.8, looks very much like the formula above except that the
coefficient of In det is replaced by —1/2. For this case the action is not convex and
so phase transitions are not excluded. In fact in 3D for small g there is localization
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and < e~ > will diverge as ¢ — 0. Note that the above results and those described
in Sect. 4.8 rely heavily on the use of horospherical coordinates.

4.8 Phase Transition for a SUSY Hyperbolic Sigma Model

In this section we study a simpler version of the Efetov sigma models introduced by
Zirnbauer [52]. This model is the H22 model mentioned in the introduction. This
model is expected to qualitatively reflect the phenomenology of Anderson’s tight
binding model. The great advantage of this model is that the Grassmann degrees of
freedom can be explicitly integrated out to produce a real effective action in bosonic
variables. Thus probabilistic methods can be applied. In 3D we shall sketch the proof
[12, 14] that this model has the analog of the Anderson transition. The analysis of
the phase transition relies heavily on Ward identities and on the study of a random
walk in a strongly correlated random environment.

In order to define the H2? sigma model, let u ; be a vector at each lattice point
j € A C Z4 with three bosonic components and two fermionic components

u; = (Zj,xjayj7é§j’nj) ’

where &, n are odd elements and z, x, y are even elements of a real Grassmann
algebra. The scalar product is defined by

(o) =—zZ +xx' +yy' + &0 —n€' . (wu)=—-2+x>+ y> + 26

and the action is obtained by summing over nearest neighbors j, j’

1
Aul =7 D B —ujup—up) + Y ez 1) (4.75)
(J.jeA JeA
The sigma model constraint, (#;,u;) = —1, is imposed so that the field lies on a

SUSY hyperboloid, H2?.
We choose the branch of the hyperboloid so that z; > 1 for each j. It is very
useful to parametrize this manifold in horospherical coordinates:

x:sinht—e’(%sz—klﬁlﬁ), y=se', E=1vye, n=ye,

and B
z=cosht +e¢' (3> + ¥ y)

where 7 and s are even elements and ¥, ¥ are odd elements of a real Grassmann
algebra.
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In these coordinates, the sigma model action is given by

5,9, 9] = Y Blcosh(t; —1;) — 1)

(ij)eA

—i—%[s; Dges] + [¥: Dpo¥] + Z gj(cosht; —1). (4.76)
jea

We define the corresponding expectation by < - >=< - >4 g..

Note that the action is quadratic in the Grassmann and s variables. Here Dg, =
Dg.(t) is the generator of a random walk in random environment, given by the
quadratic form

[v:Dpe(t)v]s = B Z(j " eI (v; — v+ ZkeA gre™v?  (477)

as it is in (4.71). The weights, e’/ 7'i’, are the local conductances across a nearest
neighbor edge j, j'. The ¢; e’/ term is a killing rate for the walk at j. For the
random walk starting at 0 without killing, we take €g = 1 and €; = 0 otherwise.
For the random band matrices if we set €; = € then € may be thought of as the
imaginary part of the energy.

After integrating over the Grassmann variables v/, ¥ and the variables s ; €R
in (4.76) we get the effective bosonic field theory with action &3 .(¢) and partition
function

, dt;
Za(B,€) = /e—é’ﬁ.e(t) l_[e—fjdtj = /e—ﬂiﬂ(t) - [det Dﬁ,s(l)]l/z l_[e—tj il
J

V2
(4.78)
where
L) =Y [cosh(t; —t;) = 1]+ Y %[(cosh(tj) —1]. (4.79)
j~i’ j

Note that the determinant is a positive but nonlocal functional of the #; hence the
effective action, & = .2 — 1/2 In DetDg, is also nonlocal. The additional factor
of e7% in (4.78) arises from a Jacobian. Because of the internal supersymmetry, we
know that for all values of §, ¢ the partition function

Z(B.e) = 1. (4.80)
This identity holds even if § is edge dependent.

The analog of the Green’s function < |G(E,;0, x)|*> > of the Anderson model is
the average of the Green’s function of Dgg,

< spe0s e > (B.e) =< e(t[)+tX)Dﬁ,g(Z)_l(0,x) > (B, &) = gﬁqs(o’ x)  (4.81)
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where the expectation is with respect to the SUSY statistical mechanics weight
defined above. The parameter 8 = B(E) is roughly the bare conductance across an
edge and we shall usually set ¢ = ¢; for all j. In addition to the identity Z(B, &) = 1,
there are additional Ward identities

<ell >=1, & Z%,a((),x) =1 (4.82)

which hold for all values of B and ¢. The second identity above corresponds to the
Ward identity (4.4).

Note that if |#;| < Const, then the conductances e
from above and below and

111" are uniformly bounded

Dgo(t)71(0,x) ~ (—BA +&)7(0,x)

is the diffusion propagator. Thus localization can only occur due to large deviations
of the t field.
An alternative Schrodinger like representation of (4.81) is given by

%3.(0.x) =< Dy 1(1)(0.x) > (4.83)

where 5
e_’D,g,s(t)e_’ = Dg.(t) = —BA+ BV() + ge’, (4.84)

and V(¢) is a diagonal matrix (or “potential”’) given by

Vi)=Y (@ —1).

itli—jl=1

In this representation, the potential is highly correlated and D>0asa quadratic
form.

Some insight into the transition for the H2? model can be obtained by finding
the configuration ¢; = ¢* which minimizes the effective action &3 () appearing
in (4.78). It is shown in [14] that this configuration is unique and does not depend
on j. For large B, it is given by

ID: se' ~ g, 2D: ge ! ~e 7P, 3D: t* ~0. (4.85)

Note that in one and two dimensions, t* depends sensitively on € and that
negative values of ¢; are favored as ¢ — 0. This means that at £* a mass ge™""
in (4.84) appears even as ¢ — 0. Another interpretation is that the classical
conductance e/ '/ should be small in some sense. This is a somewhat subtle
point. Due to large deviations of the t field in 1D and 2D, <e' ™i’> is expected
to diverge, whereas < e’//> > should become small as ¢ — 0. One way to adapt
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the saddle approximation so that it is sensitive to different observables is to include
the observable when computing the saddle point. For example, when taking the
expectation of e?", the saddle is only slightly changed when p = 1/2 but for
p = 2 it will give a divergent contribution when there is localization.

When § is small, e~ ~ 1in any dimension. Thus the saddle point #* suggests
localization occurs in both 1D and 2D for all 8 and in 3D for small 8. In 2D, this
agrees with the predictions of localization by Abrahams, Anderson, Licciardello and
Ramakrishnan [2] at any nonzero disorder. Although the saddle point analysis has
some appeal, it is not easy to estimate large deviations away from 7* in one and two
dimensions. In 3D, large deviations away from t* = 0 are controlled for large S.
See the discussion below.

The main theorem established in [14] states that in 3D, fluctuations around t* =0
are rare. Let Gy = (—BA + €)~! be the Green’s function for the Laplacian.

Theogem 14 If d > 3, and the volume A — 74, there is a ,3_ > 0 such that for
B > B then forall j,

< cosh®(t;) >< Const (4.86)

where the constant is uniform in €. This implies diffusion in a quadratic form sense:
Let & be given by (4.81) or (4.83). There is a constant C so that we have the
quadratic form bound

SGf1 = Y e ) FO ) < CLGof). @87)

x.y
where f(x) is nonnegative function.

Remarks. A weaker version of the lower bound in (4.87) appears in [14]. Yves
Capdeboscq (private communication) showed (4.87) follows directly from
the (4.86). This proof is explained in Appendix 4.12. The power 8 can be increased
by making 8 larger. One expects pointwise diffusive bounds on %5 .(x, y) to hold.
However, in order to prove this one needs to show that the set (j : |¢t;| < M)
percolates in a strong sense for some large M. This is expected to be true but has not
yet been mathematically established partly because of the strong correlations in the
t field.

The next theorem establishes localization for small § in any dimension. See [12].

Theorem 12 Let e > 0,6, > 0and Y ;. 6; < 1. Then forall 0 < B < B (Bc
defined below) the correlation function 9 .(x, y), (4.83), decays exponentially with
the distance |x — y|. More precisely:

Gao(x ) = (DL ) = Co (67 +671) [1peP e @a88)
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where cq = 2d — 1, Cy is a constant and

—00 21
Finally B, is defined so that:
[1/3 ePlea=h) Cd] < [Ilgceﬂ"(cd_l)cd] =1 VB <§8..

These estimates hold uniformly in the volume. Compare (4.88) with (4.2).

Remarks. The first proof of localization for the H2? model in 1D was given by
Zirnbauer in [52]. Note that in 1D, ¢4 — 1 = 0 and exponential decay holds for all
B < oo and the localization length is bounded by B when B is large. One expects
that for 1D strips of width |.S| and S large, the localization length is proportional to
B|S|. However, this has not yet been proved. The divergence in ™! is compatible
with the Ward identity (4.4) and is a signal of localization.

4.8.1 Role of Ward Identities in the Proof

The proof of Theorems 3 and 4 by rely heavily on Ward identities arising from
internal SUSY. These are described below. For Theorem 14 we use Ward identities
to bound fluctuations of the t field by getting bounds in 3D on < cosh™ (t; —t;) >.
This is done by induction on the distance |i — j|. Once these bounds are established
we use € to get bounds for < cosh?t >. For Theorem 12 we use the fact that for
any region A, the partition function Z,4 = 1.

If an integrable function S of the variables x, y, z, ¥, ¥ is supersymmetric, i.e., it
is invariant under transformations preserving

Xixj +yiyi + Uiy — Vi
then [ S = S(0). In horospherical coordinates the function S;; given by
Sij = By + " (i =¥ ) (Wi — ¥)) (4.89)

where |
B = cosh(t; —t;) + Ee”'+’f (si —s;)° (4.90)

is supersymmetric. If i and j are nearest neighbors, S;; — 1 is a term in the action
o/ given in (4.76) and it follows that the partition function Z(8,¢) = 1. More
generally for each m we have

<SP >pe=< Bl [l —mB; ' " (Y — ) (i — Y] >pe=1. (491
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Here we have used that Sg’e_d- is integrable for € > 0. The integration over the

Grassmann variables in (4.91) is explicitly given by

et,'+tj

Gy = B; [(8i —8;): Dpe(t)™' (8 = 8], (4.92)

since the action is quadratic in ¥, ¥. Thus we have the identity
< B;j’?(l —mGy) >= 1. (4.93)

Note that 0 < cosh™(t; —t;) < B;” From the definition of Dg, given in (4.77)
we see that for large 8, G in (4.92) is typically proportional to 1/ in 3D. However,
there are rare configurations of #; < —1 with k on a surface separating i and j for
which Gj; can diverge as € — 0.In 2D, G;; grows logarithmically in |/ — j| as€ — O
even in the ideal case t = 0.

Our induction starts with the fact that if i, j are nearest neighbors then it is easy
to show that Gy is less than B! for all t configurations. This is because of the factor
et in (4.92).

If |i — j| > 1 and m G;; < 1/2, then (4.93) implies that

0 < <cosh™(t; —t;) > << B}/ ><2.

It is not difficult to show that one can get bounds on G;; depending only on the t
fields in a double cone with vertices at i and j. In fact for k far way from i, j, the
dependence of G;; on f; is mild. Nevertheless, there is still no uniform bound on
G; due of t fluctuations. We must use induction on |i — j| and SUSY characteristic
functions of the form x{S; < r}, to prove that configurations with 1/2 < m Gy,
with B > m > 1, are rare for large 8 in 3D. We combine these estimates with the
elementary inequality By Bx; > 2B;; fori, j, k € 7 to go to the next scale. See
[14] for details.

The proof of the localized phase is technically simpler than the proof of
Theorem 14. Nevertheless, it is of some interest because it shows that H212 sigma
model reflects the localized as well as the extended states phase in 3D. The main
idea relies on the following lemma. Let M be an invertible matrix indexed by sites
of A and let y denote a self avoiding path starting at i and ending at j. Let M !
be matrix elements of the inverse and let M. be the matrix obtained from M by
striking out all rows and columns indexed by the vertices covered by y.

Lemma. Let M and M, be as above, then

M detM = Y [(=Mi;) (=M, j,) -+ (=M, ;)] detMye

Yij

where the sum ranges over all self-avoiding paths y connecting i and j, y;; =
(i, J1sev- JmsJ), withm > 0.
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Apply this lemma to
M =e"'Dge(t)e = Dgo(t) = —BA+V(t) +ee” (4.94)

and notice that for this M, for all non-zero contributions, y are nearest neighbor
self-avoiding paths and that each step contributes a factor of . To prove the lemma,
write the determinant of M as a sum over permutations of j € A indexing M.
Each permutation can be expressed as a product of disjoint cycles covering A. Let
Ej; denote the elementary matrix which is O except at ij place where it is 1. The
derivative in s of det(M + sE;;) at s = 0 equals Mii_ldetM and selects the self-
avoiding path in the cycle containing j and i. The other loops contribute to det M, «.
By (4.83) and (4.94) we have

dt;
Gpo(x,y) =< M >= / e PLOM! [detM]'/? ]_[ ﬁ (4.95)
J

Note the factors of e appearing in (4.78) have been absorbed into the
determinant. Now write

M [det M2 = \[MG /M) detM.
The first factor on the right hand side is bounded by €5 /> ¢'/2 + ¢, ~!/2¢!+/2, For

the second factor, we use the lemma. Let ¥ = £, + £, + £, c where .Z,
denotes the restriction of .Z to y. Then by supersymmetry,

dt;
—BZ,c 1/2 J

e P=ri[detM, « | | =1
/ [ vl f V2

we can bound

- dt;
0 < G (x. 7)< Z \/E\Y.}|/e—ﬁ$y+ﬁ$y_yc [€1/2 /2 e, 712012 l—[ 2]
Vxy J T

where |y.,| is the length of the self-avoiding path from x to y. The proof of
Theorem 12 follows from the fact that the integral along y is one dimensional and
can be estimated as a product. See [12] for further details.

4.9 Efetov’s Sigma Model

In this final section we present a very brief description of the Efetov sigma model
for Hermitian matrices, following [17, 18, 36, 51]. This sigma model is the basis
for most random band matrix calculations in theoretical physics. Unfortunately, the
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mathematical analysis of this model is still limited to 1D. Even in this case our
analysis is far from complete. The ideas of this section are quite similar to those
in Sect.4.7 leading to (4.68) and (4.69) except that we now include Grassmann
variables.

In order to obtain information about averages of the form (4.1) we introduce a
field with four components

D = (zj.wj Yj. X)) (4.96)

where z, w are complex fields and ¥, y are Grassmann fields. Let L = diag(1, —1,
1,1),and A = diag(1,—1, 1, —1). For a Hermitian matrix H, define the action

A(E,€) = @* - L{i(H—E) +€cA} &. (4.97)

Note that the signature of L is chosen so that the z and w variables appear as complex
conjugates of each other as they do in (7.1). Then we have the identity:

(E —ie — H)7'0, ))]> = /zozjwow, e EI) D (4.98)

where
D® =DzDwDy Dy.

Without the observable zoZjwow;, [ e~ = 1. The integral over Gaussian H can be

calculated as in (4.55) and will produce a quartic interaction in ¢. However, now the

Hubbard-Stratonovich transformation, which is usually used in the Bosonic sector,

involves a subtle analytic continuation first worked out in [41], see also [28,51].
Now let us define a matrix of the form

_ (1BB] [BF]
M= ([FB] [FF]) (499

where each block is a 2 x 2 matrix. M will be called a supermatrix if the diagonal
blocks, BB and FF are made of commuting (even elements) variables while the
off diagonal blocks FB and BF consist of odd elements in the Grassmann algebra.
Define the supertrace

Str(M) = Tr([BB] — [FF)).

Note that for supermatrices A and B we have Str(AB) = Str(BA). We define the
adjoint of a supermatrix M by

(BB [FB)*
M= (—[BF]* [FF]*)‘

The symbol * denotes the usual transpose followed by conjugation. For Grassmann
variables we have ¥, ¥, = ¥, V. But ¥ = — so that t is an involution and
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O/ (M) = (MTd)) @,

For € = 0 the action is invariant under the action of matrices 7" in SU(1; 1|2) which
satisfy:
TTLT = L. (4.100)

As in (4.68) and (4.69) the spin or field of the sigma model is given by matrices
S; =T; ' AT, (4.101)

as T ranges over SU(1; 1]2). It is the orbit of a critical point, which is proportional to
A under the action of SU(1, 1|2). Thus the matrix S ranges over a supersymmetric
space U(1,1]2)/(U(1|1)xU(1, 1)). A general discussion of more general supersym-
metric spaces appears in [53]. The SUSY sigma model has a Gibbs density defined
by

exp{—BStr > (S; —S;1)? —eStry_ AS;}. (4.102)

J~i’ J

In a one dimensional chain of length L with ¢ = 0 except at the end points, the
Grassmann variables can be explicitly integrated over producing the formula (4.8).
In higher dimensions the action (4.102) is harder to analyze because of the Fermion—
Boson coupling of the BB sector (hyperbolic sigma model) and the FF sector
(Heisenberg model). An explicit parametrization of the 4 x 4 matrices S; and
integration measure is given in [17, 18, 36]. Fluctuations about the saddle should
produce massless modes—Goldsone Bosons in 3D.

4.10 Appendix A: Gaussian and Grassmann Integration

Letz = x + iy with x,y € R. Let dz = dxdy /7 and suppose Rea > 0, a € C.

Then
/ e dz=n! /f e rdrdf = a—. (4.103)

—axz/de — a—l/Z

Also
=/
— | e
21
In the multi-dimensional case let z = (z1, 22, .. . 24), 2* = Z'. For an n x n matrix
A with Re A > 0 as a quadratic form

n
/e_[z; 4Apz = (detA)™" where Dz= l_[dxidyi/n. (4.104)
1

Recall the notation [z; Az] = Y z;A;z; = z*Az. To prove the formula, first note
that it holds in the Hermitian case by diagonalization. Since both sides of the
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equation are analytic in the matrix entries, and agree for the Hermitian case, the
result follows by uniqueness of analytic continuation. The expectation with respect
to A is defined by

<->4= det(A) /e_Z*AZ - Dz
and from integration by parts, the pair correlation is given by
<ZjZk >a= A;k‘. (4.105)

Note that < z;zx >4=< z;Zx >4= 0. This is because the integral is invariant under
the global transform z — e'?z, 7 — e~'%Z. The generating function is given by

Zv+w*z

41 g1
>, = ev A7y e[w,A v]‘

<e

This identity follows by changing variables: z — z — A~'vand 7 — 7 — (4")"'w.
For real variables x = (x1, ... X,) if A is symmetric and positive

n
/ e A2 Dy = (detA)™'?  where Dx = l—[dx,- /2. (4.106)
i

Its generating function < e >, = el A=ty 2, is obtained by completing the
square.
There are similar formulas for integration over N X N matrices:

/e—NTer/ZeiTrMH DH — e—Ter/zN/e—NTer/zDH_ (4.107)

For the case of band matrices the generating function is

< eiTrHM >= e—<(frHM)2)/2> — e_l/zz-liijiMij. (4108)

4.10.1 Grassmann Integration

Grassmann variables I_Pi, Iﬁj are ant_i-commuting variables 1 < i, j < N satisfying

Vi =97 =0 and y;y; = —y;V;. Also
ViV ==y, VY = =iy (4.109)

The ¥ ; 1s simply convenient notation for another independent family of Grassmann
variables which anti-commute with 1. Even monomials in the Grassmann variables
and complex numbers commute with Grassmann variables. The polynomials in
these variables form a Z, graded algebra, with the even and odd monomials
belonging to the even and odd gradings respectively. One way to think about the
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Grassmann variables is to let ; = dx; and ¥; = dy; and consider the product as
the wedge product in the theory of differential forms.

The Grassmann integral, defined below, plays an important role in many parts of
physics. It is an extremely efficient and useful notation for the analysis of interacting
Fermi systems, Ising models (Free Fermions), and SUSY. Although most of the
time we shall eliminate the Grassmann variables by integrating them out, they are
nevertheless an essential tool for obtaining the identities we shall analyze. See [1,4,
24,36,40] for more details about Grassmann integration.

We define integration with respect to

N
Dy =[]dy;dy, (4.110)
j
as follows. For N =1

/(mﬂll/_fl + by + ¢ +d) DY = a.

The general rule is that the integral of a polynomial in 2N variables with respect to
D+ equals the coefficient of the top monomial of degree 2N ordered as ]_[N v v ;.
Note that since the factors in the product are even, their order does not matter. Any
element of the Grassmann algebra can be expressed as a polynomial and the top
monomial can always be rearranged using the anti-commutation rules so that it
coincides with [TV v v

To differentiate a Grassmann monomial, use the rule - 5 1// Y =& k. The derivative
anti-commutes with other Grassmann variables. We have

%Hw—ﬂm
k#j k#j

To differentiate a general monomial in ¥, use linearity and the anti-commutation
relations so that it is of the above form. If v; is not a factor then the derivative is 0.
For any N x N matrix A we have the following analog of Gaussian integration

/e‘["’;A‘”]Dw =detA where [Y;AY] = Zlﬁl GV (4.111)

Moreover,

<Yy >=detA™ / Vil e VWIDy = 457 (4.112)
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More generally for a polynomial F in ¥, 1 we can integrate by parts to obtain

. 0 .

Y FeWWVIpy =N 41 /{—_F}e_["”A‘“Dw. (4.113)
To prove this formula we use
N R Y
oA | — (VP Dy =0.
7 Iy

Let us establish (4.111) in the simplest case:

[evipy = [a-ahmpy =a [winDy =a

Exercise. Show that if A is a 2 x 2 matrix, (4.111) holds.
To prove the general case note that the exponential can be written as a product
[1;(1 =2, Ayyiy;) and we look at the terms:

D Ay, Ay, Ay /151%’1 VoW, . Uy DY

The j; are distinct and hence are a permutation of 1... N. The integral then is the
sign of the permutation and thus we obtain the determinant. The generating function
is given by

< ePVHVP 5 = detA™! /e—[\”;f“ﬂ PV Dy = P AT (4.114)

where p, p are independent Grassmann variables.

4.10.2 Polar Coordinates for Grassmann and Bosonic Matrices

Grassmann integrals can also be expressed as integrals over unitary matrices. Let
di(U) denote the Haar measure on U(m). Given a family of Grassman variables
_;?‘, w;?f with ] <o < N and 1 < j < m, define the matrix M;; = v; -&j, where
the dot product is the sum over «. Then for a smooth function F of M we have

/F(M) Dy = Cym / F(U) det(U)™ du(U) (4.115)

where U € U(m). For example form = 1

_ N! . :
/e‘“ﬁ"”Dw =ad" = Z—/exp(ae’e)e_’NedQ.
big
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It suffices to check (4.115) when F =e'"2M fora general matrix Q since any func-
tion can be approximated by linear combinations of such exponentials. From (4.111)
the left side is equal to det(Q)" . These expressions agree since

/ eV det(U)™ du(U) o det(Q)N.

To prove this statement first suppose that Q = e/’ is a unitary matrix. Our identity
now follows by the invariance of Haar measure. Since both sides are analytic in t
and agree for t real, they agree for all matrices Q by taking t complex.

For bosonic fields the analog of the above relation is given by the generalized

gamma function or Ingham-Siegel identity, see [29]:

/ e"CPdet(PYNT" AP o det(Q) V.
P>0

Here P and Q denote positive Hermitian m x m matrices and dP denotes the flat
measure restricted positive matrices. We must assume that N > m. Hence, if we set
M,:,' = Zi, Zj We have

/F(M)Dz = C]’\,’m/ F(P) det(P)N™" dP. (4.116)
P>0

Note that det(P)™™dP is proportional to the measure du(P) which is invariant
under the transformation P — g*Pg, for g € GL,,(C). For example d¢/t is
invariant under ¢t — at fora > 0.

We may think of U and P as the polar or collective variable for the Grassmann
and Bosonic variables respectively and their eigenvalues could be referred to as the
radial coordinates.

Let @ = (z, ¥) denote a column vector of with n bosonic components, z;, and
Grassmann components, ¥;. Define @* to be the transpose conjugate of @. If M
denotes a supermatrix with n x n blocks of the form (4.99), then the standard SUSY
integration formula

/e—d’*szDyf = SDet™ (M)
holds, where the superdeterminant is given by
SDet(M) = det ' ([FF)) det([BB] — [BF|[FF]|"'[FB]).

This formula may be derived by first integrating out the i variables using (4.114)
and then integrating the z variables. An equivalent formula given by

SDet(M) = det([BB])det”"([FF] — [FB][BB] ' [BF])
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is obtained by reversing the order of integration. If A and B are supermatrices then
SDet(AB) = SDet(A) SDet(B) andIn SDetA = StrA.
Now consider a supermatrix with both Grassmann and bosonic components. For
example, in the simplest case, (m = 1):
vy

M=%
(.

then for suitably regular F, the SUSY generalization of the above formulas is given
by

IS TRl

/F(M) DzDvy oc/F(Q) SDet(Q)Y DO.

Here Q is a 2 x 2 supermatrix and m = 1. For m > 1 of Q has the form
_(Px
0= (x U)

DO = dP du(U)det"(U) D5Dy

with blocks of size m x m and

where dp Haar measure on U(m), and dP is the flat measure on positive Hermitian
matrices. As a concrete example let us evaluate the integral using the above formula
for m =1 in the special case

/e_“z'“'bWDz Dy =ba™N = /e‘“”“’emSDetN(Q) dp d@eied)_( dy

where ' '
Sdet™ (0) = pNe N1 - Np~ze7y).
Note that in the contribution to the integral, only the second term of SDet above

contributes. It is of top degree equal to N pN ~le " (V+10y 57,

Remarks. The above integral identity is a simple example of superbozonization, See
[33] for a more precise formulation and proof as well as references.

4.11 Appendix B: Formal Perturbation Theory

In this appendix we will explain some formal perturbation calculations for the
average Green’s function of the random Schrédinger matrix when the strength of
the disorder A is small. For a rigorous treatment of perturbation theory, see for
example [22]. At present it is not known how to rigorously justify this perturbation
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theory when the imaginary part of the energy, € is smaller than A* . In fact the best
rigorous estimates require € > A?, p <246, § > 0. We shall explain some of the
challenges in justifying the perturbation theory. Similar perturbative calculations
can be done for random band matrices and in special cases these can be justified
using SUSY as explained in Sect. 4.5.

Let us write the Green’s function for the random Schrodinger matrix as

G(Ec: j.k) = [Ec + A= A*0(Ec) — v + A0 (Eo)] 7' (. k).

We assume that the potential v; are independent Gaussian random variables of 0
mean and variance 1. Note that we have added and subtracted a constant A*0 (E,)
and we shall now expand around

Go(Ec; j. k) = [Ec + A— Ao (E)]™".

The first order term in A vanishes since v has mean 0. The basic idea is to choose
the constant o (E¢) so that after averaging, the second order term in A vanishes:

A2 < GGGy — GooGy >=0 hence Go(Ec;j,j) =0(E)  (4.117)

holds for all j. This gives us an equation for o (E¢) which is the leading contribution
to the self-energy. In field theory this is just self-consistent Wick ordering. When
E lies in the spectrum of —A, the imaginary part of o(E.) does not vanish even
as € — 0. In fact, to leading order I/mo(E) is proportional to the density of
states for —A. See (4.33). Thus to second order in perturbation theory we have
< G(Eg j, k) >~ Go(E.; j, k). Note that since the imaginary part of 6 (E.) > 0,
Go(E.; j, k) will decay exponentially fast in A%|j — k| uniformly for € > 0.

Exponential decay is also believed to hold for < G(E.; j, k) > in all dimensions
but has only been proved in one dimension. This decay is not related to localization
and should also hold at energies where extended states are expected to occur. If
A is large and if v has a Gaussian distribution then it is easy to show that in any
dimension the average Green’s function decays exponentially fast. One way to see
this is to make a shift in the contour of integration v; — v; + 8. Since A is large
it will produce a large diagonal term. We get a convergent random walk expansion
for < G > by expanding in the off diagonal matrix elements.

Remark. Note that by the Ward identity (4.4) and (4.117) we have

D IGo(E:0. j)P (A Imo(Eo) + €) = Imo(Ey). (4.118)

J

We now explain a problem in justifying perturbation theory. First note that one
could proceed by defining higher order corrections to the self-energy, Aoy (E,, p),
where p is the Fourier dual of the variable j so that the fourth order perturbation
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contribution vanishes. In this case o acts as a convolution. However, this perturba-
tive scheme is not convergent and must terminate at some order. We wish to estimate
the remainder. This is where the real difficulty appears to lie. Consider the remainder
term written in operator form:

<[Go(E) W]"G(E() > .

For brevity of notation we have omitted the contributions of the self-energy Ao
which should also appear in this expression. Suppose we use the Schwarz inequality
to separate [Go(E.) Av]" from G. Then we have to estimate the expression:

< [Go(E) MW" - [Go(Ee) Av]" > .

Here G, denotes the complex conjugate of Go. The high powers of A may suggest
that this is a small term. However, this is not so. If we write the above in matrix form
we have

A< Z[GO(EG; 0, jOvj Go(Ee: i, J2)Vjs - - - Vjuoy GolEes ju—1, )V,
J.k

X Go(Ee; 0, k)i, Go(Ec: ki, ko)vi, ... vie, Go(Eci kn—1, ju)vi,] > .
(4.119)

When computing the average over v the indices {j, k} must be paired otherwise
the expectation vanishes since < v; >= 0 for each j. There are n! such pairings,
each of which gives rise to a graph. The pairing of any adjacent j;, ji+; or k;, ki 41
is canceled by the self-energy contributions which we have omitted. We shall next
discuss some other simple pairings.

After canceling the self-energy, the leading contribution to (4.119) should be
given by ladder graphs of order n. These are a special class of graphs obtained by
setting j; = k; and summing over the vertices. Assuming Gy is translation invariant,
this sum is approximately given by:

AImo(E,) €

2 . NV n __ —n
[ ]Z|GO(E€,0,1)|] —[—Azlma(&)“] _[1+—A21mo(E€)] :

The right hand side of this equation is obtained using (4.118). Note that the right
hand side of this equation is not small if € < A” unless n > A~(7=2, Although
contributions obtained from other pairings give smaller contributions, there are
about n! terms of size A>". Hence we must require n < A~2 so that the number
of graphs is offset by their size n!A?" < 1. Thus, p < 4 and this naive method of
estimating G(E,) can only work for € > A*.
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4.11.1 Leading Contribution to Diffusion

In three dimensions, the leading contribution to < |G(E.;0, x)|> > is expected to
be given by the sum of ladder graphs described above - denoted L. Let

K(E:p) =Y e /7|Go(Ec;0, j)I.
J

Note that K(p) is analytic for small values of p? since /mo > 0. Then the sum of
the ladders is given for p ~ 0 by

K(0)

N 92 -1
L(p) = K(p)(1 —A"K(p))~ ~ 1— A2K(0) — %AZK”(O)pZ

N Imo
T A Imo K'(0) p2/2 + €

In the last approximation we have used the Ward identity (4.118) to get

1 —A2K(0) = P so K@)~ A2

Imo + €
Thus the sum of ladder graphs produces quantum diffusion as defined by (4.3) with
Do = AMI'mo K”(0)/2. Since K”(0) o< ™, we see that Dy is proportional to 12
for small A. We refer to the work of ErdGs, Salmhofer and Yau [21, 22], where
such estimates were proved in 3D for € ~ A>*% § > 0. At higher orders of
perturbation theory, graphs in 3D must be grouped together to exhibit cancellations
using Ward identities so that the bare diffusion propagator 1/ p? does not produce
bogus divergences of the form [(1/p*)™ for m > 2. These higher powers of are
offset by a vanishing at p =0 of the vertex joining such propagators. In both 1D
and 2D this perturbation theory breaks down at higher orders. There is a divergent
sum of crossed ladder graphs obtained by setting j; = k,—; above. The sum of such
graphs produces an integral of the form

/ (P> +e)'d’p
Ipl=1

which diverges logarithmically in 2D as € — 0. This divergence is closely related
to localization which is expected for small disorder in 2D [2].

4.11.2 Perturbation Theory for Random Band Matrices

To conclude this appendix, we briefly show how to adapt the perturbative methods
described above to the case of random band matrices. Let H be a Gaussian random
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band matrix with covariance as in (4.14). Let
G(E.) = (E.— Mo —AH + A%0)7 L.

Here the parameter A is a book keeping device and it will be set equal to 1. Define
Go(E.) = [E. —A*0(E,)]"! and perturb G(E,) about Gy. Note that in this case G
is a scalar multiple of the identity. Proceeding as above we require that to second
order perturbation theory in A vanishes. From (4.13) and (4.14) we have

Z<ijij >= Zij =1
k k

and we obtain the equation
Go = [Ec — AZ(T(Ee)]_l =o(Eo).

This is a quadratic equation for o and when we set A = 1 and take the imaginary part
we recover Wigner’s density of states. For a band matrix of width W the corrections
at A* to the Wigner semicircle law is formally of order 1/ W?2. If apply the Schwarz
inequality as above we will encounter similar difficulties. In fact it is known that
€ > W25 is needed to ensure convergence of perturbation theory. However, by
using different methods, Erdés et al. [23] and Sodin [44] establish control of the
DOS to scale € ~ W~!. For 3D Gaussian band matrices with covariance given
by (4.14) these difficulties are avoided with nonperturbative SUSY methods [7, 13]
and € may be sent to zero for fixed large W. The calculation of bare diffusion
constant explained above for random Schrédinger matrices can be applied to RBM.
In this case Dy ~ W2.
We now illustrate the perturbation theory for the two site N-orbital model:

AA T
M =
( 1 )LB)

where A and B are independent N x N GUE matrices and I is the N x N identity
matrix. Define

_ E.— Ao 1

Gyl=("° :
0 ( I E.— Azo)

By requiring second order perturbation theory to vanish as above we obtain a cubic
equation for the self-energy 0 = (E. — A?0)[(E. — A%0)? — 1]™!. This equation is
analogous to (4.117). The imaginary part of o (E) is proportional to the density of
states for M for large N. To calculate finer properties of the density of states one
can apply the SUSY methods of Sects.4.3—4.5 and it can be shown that the main
saddle point will coincide the self-energy o. Note that the density of states for M no
longer looks like the semicircle law, in fact it is peaked near £1 when A is small.
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Nevertheless, the local eigenvalue spacing distribution is expected to be equal to
that of GUE after a local rescaling.

Remark. One of the major challenges in the analysis of random band or random
Schrodinger matrices is to find a variant of perturbation theory which allows one
to analyze smaller values of € as a function of W or A. For certain Gaussian band
matrices SUSY gives much better estimates but the class of models to which it
applies is relatively narrow. Perhaps there is a method which combines perturbative
and SUSY ideas and emulates both of them.

4.12 Appendix C: Bounds on Green’s Functions
of Divergence Form

In this appendix we will show how to obtain upper and lower bounds on (4.87)

<[fe's [Dpe] fe'l >= D" Gpelx,y) f(x) f ()

X,y

interms of [ /3 Go f] = [f: (BV*V+e€)~! f]for £(j) > 0.Recall [ ;] is the scalar
product and that Dg,(¢) is given by (4.71) or (4.77). We shall suppose that d > 3
and that < cosh®(¢ ;) > is bounded as in Theorem 14 of Sect. 4.8. For brevity let

Gi(i.j) = [Dpe(O7' (0. j).
We first prove the lower bound. For any two real vectors X and Y we have the

inequality
X-X>2X-Y-Y-.Y.

Let

Xi(joa) = Y et 2V, G (. k) f (K)e™
k

where e, is the unit vector in the o« direction. Define

Xa(j) = ee Y Gi(j. k) fk)e.
k

If weset X = (X1, X») wesee that < X - X >=[f:%3, f]. We shall define ¥ to
be proportional to X with G, replaced by Gy,

Yi(j.o) = ae™0 Y ot 29, Go(j k) f (k)
k
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and

Ya(j) = ae 0 Jee > N " Go(j. k) f(k)e™.
k

The constant a is chosen so that the error term Y - Y is small. By integrating by parts
we have

X Y =a[fe'; Gyfe'le .

Since < e’* % =20 >> [ by Jensen’s inequality and translation invariance, we get
the desired lower bound on < X - Y > interms of a [ f; Gy f]. The error term

<Y, Y, >=a% <[VG fe';: eiTi'VGy fe'le ™0 >< Ca®[f;Gof].

The last inequality follows from our bounds on < cosh*(z j — t) > which can be
bounded by < cosh® ¢ ; >. Note that we also need to use f > 0 and

> FDIVGo(i. ) IVGo(j k)| f(k) < Const[f: Gof] (4.120)

ijk
which holds in three dimensions.
<Yy Y, >=d% < [e'Goe' [ Goe' fle 0 >< Ca®[f: Gof].
In the last inequality we bound < e > as well as < cosh*(t; — tx) >. The
parameter a is chosen small so that < X - Y > is the dominant term.

The upper bound is a standard estimate obtained as follows. Let Ly = BV*V +¢
and Gy = Lal. Then

[fe'; G, fe'l = [LoGo fe'; G, fe'].
Integrating by parts we see that the right side equals
[\/Ee_(’f”L'.f’)/ZVGO f@t; \/Be(tj—i—t‘//)/zVG[fet]+[\/E€_t/2G()f€t; \/Eet/Zthet]‘

By the Schwarz inequality we get

[fe': G, fe']

1/2

<[fe':G, fe'l'"*| BY IV;(Gofe)Pe it +e > " |(Gofe)(j)Pe™
J J

Therefore
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[fe':Gife') < B YV, (Goe' [)Pe™F) 4 ey 1(Goe' /)P
J 7

(4.121)
The proof of the upper bound now follows using (4.120). Note that in both
inequalities we need to assume that f > 0.
The desired upper bound on the expectation (4.121) in terms of Gy now follows
from bounds on < cosh®(z;) > and (4.120). Note that if the factor of e’ times f
were not present we would not need to require / < 0 and to use (4.120).
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