Chapter 2

Recurrent Neural Network and Genetic
Algorithm Approaches for a Dual Route
Optimization Problem: A Real Case Study

Fausto Pedro Garcia Marquez and Marta Ramos Martin Nieto

Abstract This paper describes a real case study has been considered. It presents a
dual optimization problem that consists in finding the optimal routes in the called
principal and capillary routes. The problem has been considered as a travel sales-
man problem with time windows (TSPTW). The restrictions of Miller et al have
been used in order to reduce the computational cost [56]. A recurrent neural net-
work approach is employed, which involves not just unsupervised learning to train
neurons, but an integrated approach where Genetic Algorithm is utilized for training
neurons so as to obtain a model with the least error.

Keywords Logistics - Recurrent Neural Network - Genetic Algorithm - Travelling
Salesman Problem

2.1 Introduction

The current crisis in the global economy and the stiff competition has led many
firms to recognize the importance of managing their logistic network for organiza-
tional effectiveness, improved customer value, better utilization of resources, and
increased profitability. The logistics business in Spain continues rising mainly by
the new electronics market. In 2008 the turnover of logistics activities was 3.745
m€, 1.5% compared to previous year. Despite the upward trend, the strategic sector
analysis done by DBK shows that the problem of declining business performance of
the sector is as a result of rising fuel prices. The same study claim that the industry
is in a process of concentration, with the disappearance of small operators [2]. This
requires that firms need to optimize its efficiency, e.g. recalculating the routes in or-
der to minimize costs. To reduce the logistics costs related to transportation routes

F. Garcia Marquez (=) - M. Nieto
Ingenium Research Group, Universidad Castilla-La Mancha, Ciudad Real 13005, Spain
e-mail: FaustoPedro.Garcia@uclm.es

J. Xu et al. (eds.), Proceedings of the Sixth International Conference on Management 23
Science and Engineering Management, Lecture Notes in Electrical Engineering 185,
DOI: 10.1007/978-1-4471-4600-1_2, © Springer-Verlag London 2013



24 F. Garcia Marquez et al.

is a goal sought by all firms, where the transportation costs are easily controlled in
the value chain.

There is a difference between national and international transport by road, and
the distribution within the city and its close environment (widespread distribution).
It has been more important in nowadays, where many firms need to do their deliv-
eries at close proximity. However, when transportation at national and international
levels is involved, more benefits can be achieved by a good planning strategy. The
national and international transport by road, e.g. transport between urban centres,
requires large vehicles carrying its maximum load. A good route planning can re-
duce the costs significantly, especially when the increasing in oil prices makes any
unnecessary kilometre a profit to the company.

In Spain there are approximately 225 logistic firms, but only 4 of them have the
majority of market (more than 40% of the total). In this study the biggest one, with
3577 vehicles and 411 great vehicles, has been considered. The company is focused
on the distribution into cities by road. The routes are interconnected through ships,
i.e. a high capacity logistic centres that are strategically located. The company has
designed its domestic routes based on its own experience. This paper presents a
meta-heuristic method that determines the routes that involve the major number of
cities in order to increase flexibility, leading the vehicle deliver and pick up in these
cities, trying to minimize the distance travelled and its costs.

The problem can be approximated to a series of problems similar to the travel
salesman problem with time windows (TSPTW). TSPTW tries to find a final so-
lution including sub-path not connected and that meet the constraints of the travel
salesman problem (TSP) considering the time windows constrains. The restrictions
of Miller et al have been used in order to reduce the computational cost [56]. The
main purposes of the method are to provide a quick solution and flexible enough
to be used in a dynamic scheduling environment, and to develop a new solution
procedure that is capable of exploiting the special characteristics of the problem.

Drawing upon the state of the art presented in next section is developed a recur-
rent neural network approach, which involves not just unsupervised learning to train
neurons, but an integrated approach where Genetic Algorithm is utilized for training
neurons so as to obtain a model with the least error.

The paper is organized as follows. Sect. 2.2 elaborates on the problem faced
along with the considered case study. Sect. 2.3 describes TSP modelling for the
problem and a brief state of the art on TSP and applied heuristics. Sect. 2.4 pro-
vides the working of heuristics and computational experience for the recurrent neu-
ral network approach and genetic algorithm, and finally Sect. 2.5 and 2.6 explain
the results and conclusion respectively.
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2.2 Case Study

2.2.1 Background

The main problem is the profitability of routes for the logistic companies. This re-
search paper analyses cases where a direct route between two cities minimize the
distances, but it should not be considered from the cost point of view because the
shipping volume is not significant enough. On the other hand, with a significant
shipment, it is economically more profitable that when only the distance between
two cities are considered. Therefore the transport logistics should be designed con-
sidering the service effectiveness.

The main objective is to satisfy the customers with greater effectiveness and effi-
ciency, especially with the competence. Routes are constructed to dispatch a fleet of
homogenous or heterogeneous vehicles to service a set of customers from a single
distribution depot. Each vehicle has a fixed capacity and each customer has a known
demand that must be fully satisfied. The objective is to provide each vehicle with a
route that maximize the cities visited and the total distance travelled by the fleet (or
the total travel cost incurred by the fleet), minimising the costs.

The problem is characterized as follows: From a principal depot the products
must be delivered in given quantities to certain customers. A number of vehicles
with different capacities are available. All the vehicles that are employed in the so-
Iution must cover a route, starting and ending at the principal depot, and the products
are delivered to one or more customers in the route. The problem consists in deter-
mining the allocation of the customers among routes and the sequence in which
the customers shall be visited on a route. The objective is to find a solution which
minimizes the total transportation costs. Furthermore, the solution must satisfy the
restrictions that every customer is visited exactly once in the capillary routes where
the demanded quantities are delivered, but it is not necessary for the principal route.
The transportation costs are specified, where the costs are not necessarily identical
in the two directions between two cities.

In this paper the meta-heuristics method of the recurrent neural network is pro-
posed to solve the dual problem, in order to increase the flexibility in the routes and
minimizing costs. The following considerations have been considered:

1. The principal route will be covered by a large-capacity truck. For practical pur-
poses, it will be considered a big commercial vehicle.

2. Capillary routes (routes between a principal city and the near small cities) will
be covered by trucks of medium/small capacities, considered a light commercial
vehicle.

3. The First-Input-First-Output (FIFO) method is followed when multiple vehicles
are present to transhipment transport.

4. The fuel consumption is taken as an average value of 30 liters per 100 km for a
big vehicle, and 15 liters per 100 km for a light commercial vehicle.

5. The diesel price is fixed as 1 €/liter.



26 F. Garcia Marquez et al.

6. The maximum speed considered are the legally permissible for a vehicle of these
characteristics according to the Spanish laws.

2.2.2 Principal and Capillary Routes

A real case study has been considered, which the principal route consists in deter-
mining the route for sending a product set from Barcelona to Toledo (Spain). The
route considered by the company is:

Main Route 1: Barcelona-Madrid; Main Route 2: Madrid-Toledo; Capillary route:
Toledodifferent towns close to Toledo.

The Madrid-Barcelona route is the same to the Barcelona-Madrid. The total dis-
tance is 1223 km, and the time estimated is 14 hours and 41 minutes, with a total
cost of 366.93 €.

A first approach in this case study is to employ a route which passes through
the maximum number of cities as possible minimizing costs, with the objective of
maximise the flexibility. It will lead to the vehicle pick up or deliver products in
those cities.

A big capacity vehicle covers this route, denoted as "vehicle A’, leaving the origin
city with a certain quantity of product. If there is excess of products, they will be
transported by other vehicles.

The solution proposed by the company is: Vehicles follow the route assigned to
arrive in Madrid. The vehicles are unloaded and are available to be loaded again.
The vehicles leave for Barcelona and the availability of products in order to fill the
vehicles is not assured. The vehicle A must to wait to be fill, creating waiting time
that increases the logistic costs. The vehicle A can be then loaded for shipment to
Cuenca (an intermediate city), and other trucks that make the route Cuenca-Madrid-
Cuenca are unloaded in Madrid.

The vehicle A will serve as a logistical support, which means that normally it
will be loaded partially. It will be loaded completely in Teruel (city in the middle of
the route). The products will be unloaded in Cuenca, first destination from Madrid,
and then loaded with new products to be shipped in Teruel, next destination before
to arrive to Barcelona, last destination. The same process followed for the city of
Cuenca is applicable to the city of Teruel as it has been abovementioned.

This procedure done by the logistic company justifies the need of visiting the
maximum number of logistic cities in any route. But if the vehicle visits many cities
appears delay problems or the increasing of the costs.

When the vehicle arrives from Madrid to Toledo (a direct route that will not be
considered in the dual problem), the products require to be served in different towns
close to Toledo. It is done following capillary routes.

The case study considers a new vehicle that visits ten towns, starting and finishing
in Toledo. In any town that is visited the vehicle need to deliver and to pick up
products according to the orders processed in the previous day (for delivery) or in
any specific day (in the case of pick up). The assigned route by the company is:
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Toledo — Torrijos — Bargas — Mocejon — Aniver de Tajo — Recas — Yuncos —
lllescas — Esquivias — Fuensalida — Toledo.

The total distance covered is 209.9 km, and the time is 2 h 41 min.

In this paper a solution is found out for the dual problem, maximizing the logistic
centres visited and minimizing the distance covered, considering the restrictions of
the current time and costs given by the company.

2.3 Dual Problem Formulation

2.3.1 Travelling salesman problem (TSP) approach for the primary
distribution

TSP consists in finding a route with the shortest distance that visit all the nodes
(cities) and only once each, starting in a city and returning to the starting city [3].
TSP has been very important because the algorithms developed to solve it do not
guarantee to solve it with optimality within reasonable computational cost. There-
fore a great number of heuristics and heuristics algorithms have been developed to
solve this problem in approximately form. TSP is a NP-hard problem in combinato-
rial optimization that requires finding a shortest Hamiltonian tour on n given cities
[14, 15]. Cities are represented by nodes in a graph, or by points in the Euclidean
plane. The distances between n cities are stored in a distance matrix D with elements
d;j, being d;; the distance between cities i and j, where the diagonal elements d;; are
zero, i.e. there is not distance between a city and itself. A common assumption is
that the triangle inequality holds, that is d;; < dy +dy;, Vi, j,k = 1,---,n. Also, the
symmetrical assumption, d;; = dj;, it is the same distance from i to j than from j to
i. A review of previous works on TSP using different heuristics is provided in Table
2.1.

Table 2.1 Literature summary: different heuristic methods for solving TSP

Methods References

Branch-and-bound [42, 52, 53, 56]

2-opt [20, 27, 37, 38, 46, 48, 54]
Insertion [22-24, 29, 32]

Neural Network [49, 55]

Simulated Annealing [30, 33, 45]

Tabu Search [16-19,21,25-28, 31, 35, 36, 43]
Exact Methods [39, 41, 44, 47, 50]

Genetic Algorithm [40, 48, 51]

The heuristics algorithms developed for solving the TSP presents low compu-
tational cost and provides solutions near to the optimal. Different approaches have
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leaded different formulations for solving the TSP as a linear programming prob-
lem, with integer/mixed integer variables [4, 14]. Many managerial problems, like
routing problems, facility location problems, scheduling problems, network design
problems, can be modelled as TSP. A great number of articles have appeared with
detailed literature reviews for TSP, e.g. [10-13].

The problem presented in this paper is formulated as a TSP approach for the
principal distribution with the travel cycle known as a Hamiltonian cycle, i.e. the
problem is defined by the graph G = (V,E), where V € R? is a set of n cities, and E
is a set of arcs connecting these cities, but in this approach the cities can be visited
more than once. Under these conditions, the problem can be formulated as:

mianijxij, (21)
i<k
where x;; is the binary decision variable that when i < j has the following values:
1, if the arc joining cities i and j is used in solution if the arc joining cities

Xij i and j is used in solution
0, otherwise

2.2)
subject to the constraints:
Y oxig+ X X =2
i<k j<k
k=1,2,---\n
S.t. ) Xij < |S| —1 2.3)
i,jes

SCV, 3§|S|§n737 x,'jG{O,l}
ivj:1727"'7n7 l<]

being Equation (2.1) the objective function. C is the associated cost matrix to the
matrix E, compounds by the elements c;; that represents the “distance” (expressed
in physical distance, cost, time, etc.) between the cities i and j, where ¢;; < ¢ + ¢y
for all i, j € V, to be Euclidean. The constraints ensure that:

(i) All cities are connected to each other.

(ii) Elimination of sub-path S since the sub-path should not be defined for |S| =2
and |n — 2|. because restrictions (iii) and (iv) ensure that between two cities no sub-
path is generated.

The model Equation (2.1) contains n(n — 1) binary variables, with 2n constraints
and 2" —2(n — 1) sub-path constraints that need to be removed, making it very
complex and computational costly. The restrictions proposed by Miller et al [56]
have been considered which can reduce the number of sub-path, also referred to
as disposal restrictions. In these new restrictions is necessary to consider the new
variables u;(i = 2,---,n) given by:

ui_u./+(n_1)xijgn_2a l',j:2,"',l’l,l'7£j, 2.4)
1<u;<n—1,i=2,---,n. 2.5)
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The restriction Equation (2.4) indicates that the solution does not contain a sub-path
in all cities SIV and all subpath contains more than n cities. The restriction Equation
(2.5) ensures that the u; variables are defined only for each sub-path. This formu-
lation has been employed for solving the principal distribution, e.g. the transport
between the cities of Barcelona and Madrid, considering the main cities between
them, where it is possible to visit a city more than once.

TSPs can also be represented as integer and linear programming problems. In this
paper it will employed for the capillary formulation problem. The integer program-
ming (IP) formulation is based on the assignment problem with additional constraint
of no sub-tours:

.onon
min Z Z CijXij
i=1j=1

y x;; =1, forall j
Ei / 2.6)

st v, ;
Y xijj=1, foralli
j=1

x;j € {0,1} for all i, j,

where Equation (2.6) is the objective function and the constraints Equation (2.6)
ensure that each city is visited exactly once. TSP can be also expressed as a linear
programming (LP) formulation by the Equation (2.7).

m
min ) wix; = wa, xes, 2.7)
i=1

where m is the number of edges in G, w; is the weight of edge and x is the incidence
vector that indicates the presence or absence of each edge in the tour. There are
a number of algorithms used to find optimal tours, but none are feasible for large
instances since they all grow exponentially. This formation has been employed for
solving the capillary route problem.

2.4 Recurrent Neural Network and Genetic Algorithm
Approaches (RNNGA)

Neural networks (NN) represent the operating mechanism of the human brain, based
on a fair degree of some simple computational nodes called neurons. The knowledge
is acquired through a learning process, and the connection interneuron (synaptic
weights) would be used for the storage of knowledge. Artificial NN are networks
comprising of large quantities of highly interconnected simple computational ele-
ments. They use data from previous steps incorporating information from multiple
indicators, being a nonparametric model [1]. Time and data are required for learn-
ing and training the network. Once the network is trained and completed, it can
determine feasible solutions to similar problems. Fig. 2.1 shows the structure of a
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NN where each neuron receives information from neurons that are found in a layer
closer to the input layer, and sends the output to a layer that is closer to the output
layer. The types of links in the NN consist of synaptic and activation links, and the
way in which neurons in the network structure are assigned determines its archi-
tecture. NN are non-linear statistical data modelling tools used to model complex
relationships between inputs and outputs or to find patterns in data. Recurrent Neu-
ral Network (RNN) refers to a special type of neural network where the output of
previous iteration is used as an input for the next iteration. There are many systems
in the real world whose behaviour depends on their current state, such systems can
be modelled by RNN. When the NN is applied to problems involving nonlinear dy-
namical or state dependent systems, NN with feedbacks can in some cases provide
significant advantages over purely feed forward neural network (FNN).

There are some input neurons and one feedback neuron. The feedback neuron
takes previous iteration’s output as input while the other neurons take a fixed in-
put. The output of the input layer is passed to hidden layer; output of interaction
of hidden layer neurons is passed to the output, therefore it gets an output. The as-
sociated weights are calculated by applying some algorithm, e.g. back propagation
using gradients. In this research work a genetic algorithm (GA) is used to determine
the weights.

Back propagation method using gradients for training has been successfully ap-
plied to FNN [6, 7, 9]. However this training algorithm has not been successful for
recurrent NN due to complexities [5]. Training algorithms for RNN, based on the
error gradient, are very unstable in their search for a minimum and require much
computational time when the number of neurons is high [5]. This is the main reason
where it is proposed a GA to evaluate weights.

The fitness function error is calculated as follow: Firstly, the weights in the net-
work are set according to the weight vector; then the network is evaluated against the
training sequence. It will lead to determinate the sum-squared-difference between
training sequence and the known target values employed in the training sequence in
each vector. The GA is adjusted to the weights, being the network represented by a
chromosome and the weight link in summarised in one gene. There are many chro-
mosomes that make up the population, therefore, many different neural networks are
evolved until the minimum value of the mean-squared-error is satisfied. The fitness
function evaluates the mean squared error in the training process for each NN, being
the main objective to minimise the function.

The output of the network can now be represented as:

N 10
Y(t)=f (Z (f( Uini(t)> Wj>> , (2.8)
=1 =1

Xio(t) =Y —1), 2.9)
X10(0) =0, (2.10)
where

Y () = Output in iteration ¢;
X;(t) = Input i at iteration 7
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Fig. 2.1 The system structure
of a recurrent neural network

U;; = Weights between input and the hidden layer;
W; = Weights between hidden layer and the output node;
f = Activation function;
N = is the number of neurons in the hidden layer.
The nomenclature followed is that U;; connects jth node in input layer to ith node
in hidden layer, similarly for W;.
Let d be the desired output for kth input, the error will be

Zk(l‘):‘Yk(Z)fdk‘. (2.11)

The objective function for the GA is Z, which is the mean of square of errors for
all values of inputs of X;’s. Mathematically

Z(t) = Zn:Zk(t) X Zi(t) /n. (2.12)
k=1

The steps for GA employed are summarized in Fig. 2.2.
The value of ¢ is determined from the condition on mean square error (MSE)

falling below a particular value
Z(t) < a. (2.13)

The method of obtaining the optimum values of the number of neurons in the
hidden layer, and the Mutation and crossover fraction in the genetic algorithm pa-
rameters, is called parameter tuning, which is set by trials of different combination
of the above parameters. The activation function used here is a sigmoid function
given by: |

I = oo

a and ¢ has been considered as 1, and the bias in the network has been made 0.

(2.14)
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2.5 Results

The matrices of distances required in all algorithms are defines by the Table 2.2 for
the principal route, Table 2.3 for the capillary route:

Table 2.2 Distance matrix. Madrid-Barcelona route

Barcelona ~ Zaragoza Madrid Cuenca Teruel Lleida
Barcelona 0 290.6 606.5 486.5 367.5 151.8
Zaragoza 290.6 0 320.9 255.8 176.0 141.1
Madrid 606.5 320.9 0 164.4 293.9 460.8
Cuenca 486.5 255.8 164.4 0 129.8 368.9
Teruel 367.5 176.0 293.9 129.8 0 249.9
Lleida 151.8 141.1 460.8 368.9 249.9 0

Table 2.3 Distance matrix. Capillary Routes

Toledo Bargas Torrijos Fuens- Recas Illescas Yuncos Esquivias Afiover Mocejon

alida Tajo
Toledo 0 990 272 28.0 247 344 299 428 320 147
Bargas 990 O 24.4 245 151 265 220 348 269 10.6
Torrijos 2722 244 0 108 378 504 456 589 514 351
Fuensalida 28.0 245 10.8 0 312 409 362 495 515 351
Recas 247 15.1 378 312 0 19.6 148 28.1 226 16.0
Illescas 344 265 504 409 196 0 480 8.50 195 256
Yuncos 299 220 456 362 814 480 0 13.4 150 211
Esquivias  42.8 34.8 589 495 281 850 134 O 219 340
Afover Tajo 32.0 269 51.4 515 226 195 150 219 0 19.0

Mocején 147 106 35.1 351 160 256 21.1 340 190 0

Table 2.4 Reference route provided by the company

Reference Solution Route 1 Route 2 Capillary Route Total
Total distance (km) 1223 114 209.9 1558.1
Number of Cities visited 2 2 1 5
Time 14h41 1h28 2h41 18h50
Fuel Cost (€) 366.93 34.22 31.49 432.64

RNNGA provides the following main route(see Fig. 2.2):
Barcelona — Zaragoza — Madrid — Cuenca — Teruel — Lleida — Barcelona,
with a total distance of 1307.4 Km, only 84.4 km more than the reference route, but
it presents better flexibility with two additional cities that are visited, employing 7
minutes more to cover the route than the reference route, with an extra cost of 20.19
€.

The capillary route found by RNNGA is (see Fig. 2.3):
Toledo — Torrijos — Bargas — Fuensalida — Recas — Anver de Tajo — Illescas
— Yuncos — Esquivias — Mocejon — Toledo
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Fig. 2.3 Route capillary provides by RNNGA

with a distance of 216.3 Km, 6.4 km more than reference route, with a fuel cost of
€ 32.51, reducing 4 minutes the reference route.

The total distance and the cost of the main routes will be added the Madrid-
Toledo trajectory (57 Km), covered in 44 minutes with a cost of 17.11 € (fuel).
Table 2.5 shows the results of the routes found by RNNGA.
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Table 2.5 Solution provided by the RNNGA

RNNGA
Route 1 Route 2 Capillary route Total
Total distance (km) 1307.4 114 216.3 1637.7
Number of cities visited 5 2 1 8
Duration 14h48 1h28 2h38 18h54
Fuel cost (€) 346,74 34.22 32.51 413.47

2.6 Conclusions

A real case study has been considered, which the principal route consists in deter-
mining the route for sending a product set from Barcelona to Toledo (Spain). A first
approach in this case study is to employ a route which passes through the maximum
number of cities as possible minimizing costs, with the objective of maximise the
flexibility. It will lead to the vehicle pick up or deliver products in those cities.

When the vehicle arrives from Madrid to Toledo (a direct route that will not be
considered in the dual problem), the products require to be served in different towns
close to Toledo. It is done following capillary routes. The case study considers a
new vehicle that visits ten towns, starting and finishing in Toledo.

The problem can be approximated to a series of problems similar to the travel
salesman problem with time windows (TSPTW). TSPTW tries to find a final so-
lution including sub-path not connected and that meet the constraints of the travel
salesman problem (TSP) considering the time windows constrains. The restrictions
of Miller et al have been used in order to reduce the computational cost [56]. The
main purposes of the method are to provide a quick solution and flexible enough
to be used in a dynamic scheduling environment, and to develop a new solution
procedure that is capable of exploiting the special characteristics of the problem.

This paper presents a meta-heuristic method that determines the routes that in-
volve the major number of cities in order to increase flexibility, leading the vehicle
deliver and pick up in these cities, trying to minimize the distance travelled and its
costs.

A recurrent neural network approach is employed, which involves not just unsu-
pervised learning to train neurons, but an integrated approach where Genetic Algo-
rithm is utilized for training neurons so as to obtain a model with the least error.
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