On Representation of an Integer
by X? + Y? 4 Z? and the Modular
Equations of Degree 3 and 5
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There are always flowers for those who want to see them

Abstract 1 discuss a variety of results involving s(n), the number of
representations of n as a sum of three squares. One of my objectives is to reveal
numerous interesting connections between the properties of this function and certain
modular equations of degree 3 and 5. In particular, I show that

s(25n) = (6 — (—n|5)) s(n) — s (235)
follows easily from the well known Ramanujan modular equation of degree 5.
Moreover, I establish new relations between s(n) and h(n), g(n), the number of
representations of n by the ternary quadratic forms

207 + 2% +22° —yz 4+ za 4wy, 2°+y?+ 322+ oy,

respectively.

Finally, I propose a remarkable new identity for s(p?n) — ps(n) with p being an
odd prime. This identity makes nontrivial use of the ternary quadratic forms with
discriminants p?, 16p2.
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1 Introduction

Let (a, b, ¢, d, e, f)(n) denote the number of representations of n by the ternary form
ax? + by? + c2? + dyz + ezx + fay. I will assume that (a,b, ¢, d, e, f)(n) = 0,
whenever n ¢ Z. Let s(n) denote the number of representations of n by ternary
form 2% +y2+22. In [14], Hirschhorn and Sellers proved in a completely elementary
manner that

n
S(#1) = (1= () sto) — s (). (L.
when p = 3. Here (a|p) denotes the Legendre symbol. It should be pointed out that
the authors of [14] proved (1.1) for all odd prime numbers p by an appeal to the
theory of modular forms.

In Sect. 2, I will show that (1.1) with p = 5 follows easily from the well-known
identity for ¢(q)? — ¢(¢°)? with

sla)= > . (1.2)

n=—oo

Here and throughout, ¢ is a complex number with |g| < 1. T will also provide an
elementary proof of the following

Theorem 1.1. Ifn = 1,2 mod 4, then

s(25n) — bs(n) = 4(2,2,2,-1,1,1)(n), (1.3)

and

Theorem 1.2. Ifn = 1,2 mod 4, then
s(9n) — 3s(n) = 2(1,1,3,0,0,1)(n). (1.4)

In Sect. 5, I will show how to remove the parity restrictions in the above theorems
by proving Theorems 5.2 and 5.3. Section 6 contains my new Proposition 6.1, which
generalizes Theorems 1.1, 1.2, 5.2 and 5.3. A reader with no vested interest in g-
series may want to proceed directly to Sect. 6. However, a motivated reader may
decide to walk slowly through the initial sections to experience suffering which will
later turn into joy.

Let me point out that two ternary forms 222 + 2y? + 222 — yz + zx + zy and
22 + y? + 322 + xy both have class number one. This implies that these forms
are both regular [11, 16, 17]. For a recent discussion of the relation between the
Ramanujan modular equations and certain ternary quadratic forms the reader is
invited to examine [2]. And it goes without saying that one should not forget the
timeless classic [1].
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I begin by recalling some standard notations, definitions, and useful formulas.

(a;9Q)oo 1= H(l —ag’), (1.5)
7=>0
and
E(q) == [J(1-¢). (1.6)
j>1
Note that
E(¢*)?
FE(—q) = 1.7
(=) E(¢*)E(q)’ D

Ramanujan’s general theta-function f(a, b) is defined by
flab)y= 3 a™F ™, jab| < L. (1.8)

In Ramanujan’s notation, the celebrated Jacobi triple product identity takes the
shape [5], p. 35

f(a,b) = (—a;ab) oo (—b; ab)so(ab; ab) s, |abl < 1. (1.9)
Note that ¢(q) can be interpreted as

E(¢*)°

?(q) :f(q,Q):Wv (1.10)

where the product on the right follows easily from (1.8). We shall also require

E 2
#(—q) = Egl). (1.11)
Next we define

U(g) = fla.d®) = > ¢ (1.12)

It is not hard to check that

1 winn  E(g?)?

— —f(1,q) = 7 , 1.13
¥(q) 2f( q) ;q B (1.13)
S Ut = 3T gt = gy (g, (1.14)

n=—oo n=—oo
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and that
20 5 2\2
fa.d)f(a a7 = B4 E)(ff;JE)g)(q ey (1.15)
5\3 2
fla.a)f(@? ¢*) = %. (1.16)

The function f(a,b) may be dissected in many different ways. We will use the
following trivial dissections [5], pp. 40, 49

o(q) = ¢(q*) + 2qv(¢®), (1.17)
o(q) = ¢(¢”) + 24/ (¢%, ¢"°), (1.18)
o(q) = 6(¢*®) + 2¢£(¢*°, ¢%) + 24" f(¢°, ¢"). (1.19)

We will also require a special case of Schréter’s formula [5], p. 45

f(a,b)f(c,d) = f(ac,bd)f(ad,bc) + af (g,a02d> f (g,acd2>, (1.20)

provided ab = cd. Setting a = b = ¢ = d = ¢ in (1.20) we obtain
$(0)” = ¢(q°)? +4qv(q")*. (1.21)
Iterating, we find that
0(q)* = ¢(q*)* +4qv(q*)* + 4¢*P(¢%). (1.22)

Next, we seta = ¢,b = ¢°, ¢ = ¢>,d = ¢ in (1.20) and square the result. This way
we have

Fa. ) f(@a") = Fd*, d"°) F(®,¢")°
+2¢f(q*, ") f(®, d") (") F(@® a"®) + P f (% )P f(d, a"P)
(1.23)

Finally, we multiply both sides in (1.23) by

E(q")p(q%)
E(q*°)E(q'0)?”

and use (1.10), (1.13), (1.15) and (1.16) to arrive at

o) f(@*, a®) f(a* a®) = (g (d”)(a™)
+2q0(a*)Y(q"")3(q°) + *(d*°)d(a)d(q°).  (1.24)
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This result will come in handy in my proof of (1.3) with n = 2 mod 4. To deal with
the case n = 1 mod 4 in (1.3) I will require another identity

S(@)B(q°) + D g?m At — o1y, (g), (1.25)

m,n

where
E(¢")E(°)E(¢")E(¢*)
E(¢*°)E(q) '

This formula was discovered and proven in [4]. The proof of (1.25), given in [4],
used only a special case of the Ramanujan 7; summation formula [6], p. 64.
Multiplying both sides in (1.25) by (¢'°) and utilizing (1.13) and (1.15) we can
rewrite (1.25) as

I (q) = (1.26)

D@ )d(@)p(q®)+1(q™0) D ™ 2T = 90(¢?) f(q, °) f(aq7). (127)

m,n

2 The Ternary Implications of the Fundamental Modular
Equation of Degree 5

In this section we will make an extensive use of a well-known modular equation of
degree 5

0(q)? = 6(¢°) = 44f(¢,4") f(¢*, ") (2.1)
to prove (1.1) with p = 5. We note that (2.1) has an attractive companion
56(¢°)° — ¢(g)* = 4112(q), (22)
where
E(¢'°)’E(q")E(q)
II = 2.3

Both (2.1) and (2.2) are discussed in [5]. We remark that the right hand side of (2.1)
was interpreted in terms of so-called self-conjugate 5-cores in [12]. To proceed
further I will need a sifting operator .S ;. It is defined by its action on power series
as follows

St.s Z c(n)q" = Z cth + s)q". 2.4

n>0 k>0

Here ¢, s are integers such that 0 < s < ¢. Making use of (1.19), we find that

Ss,00(0)% = ¢(q°)* +8af(q,4°) f(¢*.q"). 2.5)
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And so

S5.0(0(0)* — ¢(¢°)?) = —(6(a)* — ¢(¢®)*) + 8af(a.¢°) f(¢*.d").  (2.6)

Employing (2.1) twice, we see that

Ss.0(af(a,4°)f(@% d") = af (¢, ") F(d*, q"). 2.7)
Analogously, we can check that
Ss.00(0)* = ¢(¢°)® + 2499(¢°) f (0. ¢°) f (¢°, 4), (2.8)

and that

Ss10(q)° = 6£(a°,¢)(d(q°)* +4qf(q,4°) f(¢®,d7)) = 6£(¢%,d)e(q)?, (2.9)

S5.40(q)° = 6£(q,¢°)(3(¢®)? + 44f (0, ¢°) f(¢*,47)) = 6£(q,¢")b(q)?. (2.10)

We note, in passing, that thanks to (1.9), the right hand side in (2.9) can be rewritten
as an infinite product

o0

Z (5n + 1)¢" ﬁl—q — ¢'09)

n=0
(147 2 1+ g 7)1+ 7).

Cooper and Hirschhorn studied the generating functions of subsequences of s(n)
that could be represented by a single, simple infinite product. For example,
(2.9), (2.10) and (4.17) are the formulas (3.1), (3.2) and (1.1) in [10].

With the aid of (1.19) we can combine (2.9) and (2.10) into a single elegant
statement

Ss..(6(q)* — 3¢(q)p(¢°)?) = 0, 2.11)

where r = 1,4. Next, we apply S5 ¢ to both sides of (2.8) to obtain, with a little
help from (2.7)

Sas,00(q)* = ¢(q)® + 24q0(q) f (¢, 4°) f(@*, ). (2.12)

Subtracting 5¢(q)3 and making use of (2.1) again, we deduce that

S25,00(q)° — 5(q)* = —4(q)® + 69(q)(d(q)* — ¢(¢°)?)
=2(¢(q)* - 30(q)(4°)?). (2.13)

Finally, we apply S5 , with = 1, 4 to both sides of (2.13) to find that

S125,25:6(q)* — 5S5,,¢(q)* = 0. (2.14)
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But it is plain that

#(q)* = s(n)q". (2.15)

n=0

And so the equation (2.14) can be interpreted as
s(25m) — 5s(n) =0, (2.16)

when n = 1,4 mod 5. Thus, the proof of (1.1) with p = 5andn = 1,4 mod 5 is
complete.

We now turn our attention to the n = 2,3 mod 5 case. Subtracting 2¢(q)® from
the extremes of (2.13), we end up with the formula

S25,00(q)° — T6(q)* = —60(q)p(q°)*. (2.17)

It is now clear that for r = 2,3

Ss.1(S25,00(9)* — 76(q)*) = —66(q)*Ss5,rd(q) = 0, (2.18)

where in the last step we took advantage of the dissection formula (1.19). Obviously,
(2.18) is equivalent to

s(25n) — 7s(n) =0, (2.19)

when n = 2,3 mod 5. And so we completed the proof of (1.1) with p = 5 and
n = 2,3 mod 5. All that remains to do is to take care of the n = 0 mod 5 case.
Adding ¢(q)? to both sides of (2.17) and applying S ¢ to the result, we get

S5,0(S25,00(q)* — 66(q)°) = S5.0(0(q)° — 66(q)0(q°)?). (2.20)

Next, we utilize (1.19), (2.1) and (2.8) to process the right hand side of (2.20) as
follows

S5.0(0(q)° — 60(0)0(¢°)?) = ¢(a°)* + 66(¢°) (d(q)* — d(¢°)?) — 6¢(q°)B(q)?

= —56(¢")’.
Hence, we have shown that
5125,0¢(Q)3 - 655,0¢(Q)3 = —5¢(¢°)°. (2.21)
Consequently,
s(25n) — 65(n) = —5s (2”—5) , (2.22)

when 5|n. This concludes our proof of (1.1) with p = 5.
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3 Proof of Theorem 1.1

I begin by observing that Theorem 1.1 is equivalent to the following statement

S100,25r#(0)* — 5S4,,0(q)* = 454, T (q), 3.1
where
T(q) — Z q2x2+2y2+2227yz+zx+zy (32)
x,Y,z

and r = 1, 2. It is not hard to verify that

S41T(q) = 6541 X(1,q), (3.3)
and that
S42T(q) = 381,2(X(0,q) + X(2,9)). (3.4)
Here
X(T, q) = Z q2x2+2y2+2z27yz+zx+zy' (35)

I)
y=—z=rmod 4

It takes very little effort to check that

2
5 5
202 +2y° + 222 — 2y +za+ay =2 (:1: + %) —I—g(y—l—z)z—i-z(y—z)Q. (3.6)

Hence

y+z)2 y+=z y—=z
X(rg) = Y QL) 00T

Z,
y=—z=rmod 4

2 2 2
— Z q2u +10v°+20w , (37)

u1
’lJJE'U+§mOd 2
for r = 0, 2. It is now evident that

X(0,0)+X(2,q) = > 2000 = 5(02)p(¢10)p(¢®).  (3.8)

UV, W

Using this last result in (3.4), we find that

S12T(q) = 36(q°)S1,2(8(a*)p(¢"°)). 3.9)

Recalling (1.17), we obtain at once that

45427 (q) = 246(q°) (V(q*)p(q"%) + 6°d(q° ) (a*)). (3.10)
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We now consider X (r, ¢) withr = 1, 3.

_ E : 26241002 4+5(2w+r)?
u)
v=wmod 2

Recalling (1.14), we get

X(1,q) = X(3,q) = Y ¢? FOI DT = 56(6%)p(q10)(™). (3.11)

u,v, W

Using (1.17), (3.3) and (3.11), we deduce that
Si1T(q) = 6q¥(q'°)Ss0((q*)d(q"")) = 6g¥(q'°)(¢(¢*)B(q"°) + 4¢°(q")1b(¢™)).
Also, it is not hard to check that

Zq2m2+2nm+3n2 _ Zq2(m+n)2+10n2 + q3 Zq2(m+n+l)(m+n)+10(n+1)n
m,n

= o(@®)6(q"") + 4> (a*) v (¢*). (3.12)
This implies that
48417 (q) = 24q3h(¢*°) Z q2m2+2nm+3n2' (.13)

Next, we employ (2.13) to get

5100,25r3(q)* — 554,0(q)* = 254, (8(q)* — 30(q)p(q°)?). (3.14)

With the aid of (1.17), (1.22), (2.1) and (2.2) we verify that

S11(6(q) = 30(0)0(¢°)?) = 24qv(¢?) f(q. °) f(d*, 47) — 12q8(a)d(q° ) ("),
(3.15)

S12(6(0)° = 36(0)6(a°)?) = —24q¥(a*)(a°)? + 12¢(a) f(¢%, ¢°) f(a*, ¢°).
(3.16)
Utilizing these results in (3.14) we obtain

S100,256(q)* — 5S1,10(q)® = 48qv¥(¢*) f (¢, 4°) f(¢*, 4") — 24q8(q)p(a°)¥(¢*°),
(3.17)

S100,500(9)* = 551,20(q)> = —48q1b(¢*)¥(¢°)* + 249(q) f (¢, ¢°) f (4", ¢°).-
(3.18)
Recalling (3.13), we see that (3.1) with r» = 1 is equivalent to

20(¢)£(a.4°)1(6*,47) = D(@)d(@* ) (a") = (q") Y g T2,

m,n
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which is, essentially, (1.27). Analogously, employing (3.10), we find that (3.1) with
r = 2 is equivalent to

—2q0(*)0(a°) > + () f(d°, a*) F(a*, d°) = d(a”)¥(a*)d(a"") +6¢°(a*)p(a°) ¥ (¢™),

which is, essentially, (1.24). The proof of Theorem 1.1 is now complete.
In Sect. 5 we will generalize Theorem 1.1. To this end we need to define

Yirg:= Y gt (3.19)
y+z5$r)mod 4

where » = 0, 1,2, 3. Observe that the condition y + 2z = r mod 4 allows us to
introduce new summation variables u, v, w, definedas x = w — v, y = 2u+v +r,
z = 2u — v. Using (3.6), it is easy to see that

222 + 2y% +22% — 2y 4z + xy = 2r2 + ww + 1) + 5v(v + 1) + 5u(2u + 7).

Hence
Y (0,q9) = ¢(¢*)¢(q°) ('), (3.20)
Y (2,q) = 4¢°0(¢*) (g v (¢*), (3.21)
Y(1,q) =Y (3,9) = 2¢°¢(q)¥(¢°)¥(¢"). (3.22)

Employing (3.12), (3.20)-(3.22), we derive

3

T(q) =Y Y(r,q) = d(g®) Y ™ 2" 4 4g®p(q)u(q")e(q"®). (3.23)
r=0 m,n
It is easy to see that

ST R ety — Y (1 g) Y (3,q) = 4% (0)v(®) (g™,

I)
y+2z=1mod 2

(3.24)
and that
Z q2x2+2y2+2z27yz+zx+zy =2Z(q), (3.25)
y+z£ml)m0d 2
where
Z(q) =Y, gt vy, (3.26)
y=0mod 2,

z=1mod 2
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It is worthwhile to point out that Z(q) has six equivalent representations. For
example, one has

. 2w2+2l 2+2z2—( z+4zx+T1
Zq) = Y, ¢ v v.

x=0mod 2,
y=1mod 2,
z

From (3.24), (3.25) we deduce that

Z(q) = 2¢°%(q)y(¢°)v(q"). (3.27)

We conclude this Section that by proving that

Z q212+2y2+2z27yz+zz+ry = Z(q). (3.28)

x+y=1mod 2,
y=zmod 2

Indeed, the left hand side of (3.28) can be rewritten as

E q2x2+2y2+2z27yz+zac+zy 4 E q2x2+2y2+2z27yz+zac+zy

x=0mod 2, x=1mod 2,
y=1mod 2, y=0mod 2,
z=1mod 2 z=0mod 2

Now observe that

E q2x2+2y2+2227yz+zx+zy — E q212+2y2+2z27yz+zz+xy
r=1mod 2, z=0mod 2,
y=0mod 2, y=1mod 2,
2=0mod 2 z=0mod 2

And so the left hand side of (3.28) becomes

2x2+2y2+2227yz+zx+zy _ 212+2y2+2z27yz+zz+xy o
>« = q =Z(q),
z=0mod 2, Z,
y=1mod 2, y=0mod 2,
z z=1mod 2
as desired.

4 Cubic Modular Identities Revisited

As in the last section, I begin by observing that Theorem 1.2 is equivalent to the
following statement

Ss6,0r0(q)* — 354.,0(q)* = 4S4,,6(¢%)a(q), (4.1)
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where
2 2
ola) 1= Y
T,y
and r = 1,2. The function a(q) was extensively studied in the literature [7-9,

13]. It appeared in Borwein’s cubic analogue of Jacobi’s celebrated theta function
identity [8]. I will record below some useful formulas

1a(4?)9(¢*) = #(a)® + 340, “2)
a(q) = a(¢®) + 6a 45, 4.3)

a(q) = d(q)9(q”) + v (¢*)¥ (%), (4.4)
a(q) = 26(a)¢(q”) — d(—a)o(—¢*), (4.5)
2a(¢%) — alq) = 2=4; (4.6)

a(q) = a(q*) + 6gy(q*)1(¢°). “.7)

Formula (4.2) appears as equation (6.4) in [7]. Identities (4.3)—(4.6) are discussed
in [9]. In order to prove (4.7), the authors of [13] have shown that

20()(¢®) = Y ¢ 4.8)

uZvmod 2

We have at once that

20 = Y T Y

u=1mod 2, u=0mod 2,
v=0mod 2 v=1mod 2

=2q0(q%)3(¢"%) + 2¢° (¢ ) (g**). (4.9)

Combining (4.7) and (4.9), we have a pretty neat dissection of a(q) mod 4

a(q) = a(q*) + 6qy(q®)p(q"?) + 64°p(q* ) (). (4.10)

In [19], L.C. Shen discussed two well-known modular identities of degree 3

¢(q)2 _ ¢(q3)2 4 1/}((])1{:/1({]:2);/}((16), (411)
and
ota)? + ol = LD 1) @)
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Multiplying (4.11) and (4.12), and using

2y _ E(d*)*E(¢?)
) = ) 4.13
sy _ E(@?)E(*)E(¢*)? Y
o) = BB 1
together with (1.13) we have
¢(a)' — o(a®)" = 8a9(a”) f(a.4°)° (4.15)
Next, we rewrite (4.15) as
¢(Q)4 343 513
= 8 , ) 4.16
pYp) ?(¢°)” + 8af(q,q”) (4.16)
Recalling (1.18), we can recognize the expression on the right as
$(¢°)° +84f(4:4°)> = S3,0(¢(¢°) + 24 (4% 4"°)) = Sz,00(a)°.
And so
¢(q)*
S, b= 4.17
3,00(q) 5(¢7) (4.17)
Next, we want to show that
4 4 34(a3)4

#(q)

To this end, we apply S5 o to both sides of (4.17). Utilizing (1.18), we find that

5 _ 0(a®)! +4(8¢9(¢*) f(4.4°))
¢(q) '

The statement in (4.18) follows immediately from (4.15) and (4.19). Moreover,
we have

So,00(q) (4.19)

So.00(q)* —5¢(q)* = —¢(q)* — 3 = —da(*)p(q®), (4.20)

where we used (4.2) in the last step. Adding 2(;5(q)3 to the extremes in (4.20)
we derive

So.00(q)* = 30(q)* = 26(q)* — 4a(¢®)B(c®). 4.21)

This result will come in handy in my proof of Theorem 5.2 in the next section.
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5 Proof of Theorems 1.2, 5.2 and 5.3

I begin this section by providing an easy proof of two formulas in (4.1). All I need
is the following

Lemma 5.1. [fr = 1,2, then

Sar(8(@)® = 2a(¢*)d(¢*)) = Sar(ala)d(q?)). 5.1)

Proof: This lemma is a straightforward corollary of (1.17), (4.7) and (4.10). Next,
we apply S, withr = 1,2 to (4.21) and use (5.1) to obtain

S36,9r0(q)° — 354,0(q)* = 284+ (6(q)* — 26(¢%)a(¢®)) = 254 (alq)$(q?)),
(5.2)

which is (4.1), as desired. The proof of Theorem 1.2 is now complete. We can do
much better, if we realize that (5.1) is an immediate consequence of the following
elegant result

#(a)* = d(¢*)(alq) + 2a(q®) — 2a(q")). (5.3)
To prove it, we divide both sides by ¢(¢*) and obtain

¢(g)° _ 2y (g

g7 ~ el ) — a(q) + 2(alq) — a(q"))- (5.4)

Using (4.6) and (4.7) in (5.4), we see that (5.3) is equivalent to
¢(q)°  o(=q)®

o(q¢®)  o(—4?)

To verify (5.5), I replace ¢ by —¢q in (4.6) and subtract (4.6) to find with the aid of
(4.5) the following

= 12q0(q*)¥(¢°). (5.5)

o(a®)  o(—¢°)
Subtracting (4.4) from (4.5) we obtain

o(@)d(q°) — d(—q)d(—¢*) = 4qy () (¢°). (5.7)

Ha)_ HD: _ o) — af—q) = 3(0(0)0(a®) — p(-D(—*).  (56)

Hence,
#(a)° (=) _
o(¢*)  o(=¢*)
as desired. This completes the proof of (5.3). We are now in a position to improve
on (5.2). Indeed, it follows from (4.21) and (5.3) that

2q¥(q*)¥(¢°), (5.8)
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So.06(a)” — 36(0)” = 26(¢”)a(q) — 4(¢*)a(q?). (5.9)
Consequently, we can extend Theorem 1.2 as
Theorem 5.2.
s(9n) — 3s(n) = 2(1,1,3,0,0,1)(n) — 4(4,3,4,0,4,0)(n). (5.10)

It is worthwhile to point out that Theorem 1.1 can be extended in a similar manner as

Theorem 5.3.
s(25n) — 5s(n) =4(2,2,2,-1,1,1)(n) — 8(7,8,8,—4,8,8)(n). (5.11)

It is easy to check that (7,8,8,—4,8,8)(n) = 0 when n = 1,2mod 4. And so
(5.11) reduces to (1.3) when n = 1,2 mod 4. Recalling (2.13), we see that all that
is required to prove Theorem 5.3 is

#(q)” = 30(q)d(q°)* = 2T(q) — 4T (q), (5.12)
where T'(q) was defined in (3.2), and

T(q) = Z q7w2+8y2+8z2—4yz+821+81y' (513)

z,Y,2

Making easy changes of summation variables y — z+y and 2 — x4 z in (3.2) we
find that
T(q) _ Z q7x2+2y2+222,yz+4zz+4zy' (5.14)

x,Y,z

In a similar fashion one can prove that

T(q) — Z q2m2+2y2+2z2—yz+zw+wy. (515)

z=y=zmod 2
Combining (3.2), (3.25), (3.27), (3.28) and (5.15), we can easily derive that

T(q) = T(q) = 2Z(q) + Z(a) = 64*¥ () (¢ )0 (q"°). (5.16)
Hence we can rewite the right hand side of (5.12) as

2T (q) — 4T (q) = 244*Y(a)¥(¢°)¥(q"°) — 2T (q).

Recalling (3.23), we see that (5.12) is equivalent to

#(0)* = 36(q)p(¢°)* = 16¢*¢ ()1 (¢°)¥(¢"°) — 26(q Z 2m2nmetsn®,
(5.17)
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To prove the above identity we subtract 2¢(q)¢(g°)? from both sides and use (1.25),
(2.2) to find that

d(@)2(q) = ¢(¢° )1 (q) — 4¢*¥(q)v(q”)¥(q™). (5.18)

Next, we multiply both sides of (5.18) by

E(¢*)E(¢°)E(q)
E(q1°)2E(¢*)E(q?)’

and use (1.11) to end up with
$(—4") — d(—¢'")* = —4q

Finally, replacing ¢2 by ¢ in the above, we deduce that (5.12) is equivalent to

E(q'°)’E(q)
E(¢®)E(q?)

Employing (1.7) and (1.15), we see that the last identity is nothing else but (2.1) with
q replaced by —g. Hence (5.12) is true. This completes my proof of the Theorem 5.3.

d(—q)* — ¢(—¢°)* = —4q

6 Bold Proposition

I now proceed to describe the generalization of Theorem 1.2 for any odd prime p.
Observe that the ternary quadratic form 22 4 3? 4 322 + zy in this theorem has
the discriminants 32. We remind the reader that a discriminant of a ternary form
ax?® + by? + c2? + dyz + ezx + fry is defined as

2a f e
édet f2bd
e d 2c

Using [18] it is easy to check that all ternary forms with the discriminant p?
belong to the same genus, say T'G1 p. Let |Aut(f)| denote the number of integral
automorphs of a ternary quadratic form f, and let Ry(n) denote the number of
representations of n by f. Let p be an odd prime and n # 3 mod 4. I propose that

s(p*n) — ps(n) = 48 Z fpn) 96 Z Rf—w (6.1)

sera,, [Aut(f)] sera,, [Aut(f)]
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Clearly, one wants to know if the parity restriction on n in (6.1) can be
removed. In other words, the question is whether a straightforward generalizion
of Theorem 5.2 exists. Fortunately, the answer is “yes”. However, the answer
involves the second genus of ternary forms T'Gs, with discriminant 16p?. Note
that, in general, there are 12 genera of the ternary forms with the discriminant
16p? [18]. However, when p = 3 mod 4 one can create TG, from some binary
quadratic form of discriminant —p. It is a well known fact that all binary forms with
the discriminant —p belong to the same genus, say BG,,. Let ax? + bxz + c2? be
some binary form € BG),. We can convert it into ternary form

f(xayu Z) = 401552 +py2 + 4CZ2 + 4|b|(EZ

Next, we extend f to a genus that contains f. This genus is, in fact, T'G ;, when
p = 3 mod 4. It can be shown that the map

BGp — TGQ_’p

does not depend on which specific binary form from BG, we have choosen as
our starting point. I would like to comment that somewhat similar construction was
employed in [2] to define the so-called S-genus. Let me illustrate this map for
p = 23. In this case,

BGaz = {2? + w2+ 622,227 + w2 + 322,227 — x2 + 322},
Choosing a binary form 22 + xz + 622 as a starting point one gets
{2 + 22 +62%} — {42 +23y° + 242° + 4oz} —
{42? + 23y + 2422 + 4z, 822 + 23y° + 1222 + 4az, 322
+31y? + 3122 — 30yz + 2zx + 2xy}.
We note that
TGaos : = {42® + 23y* 4 2422 + 4daz, 827 + 23y* + 1222 + 4az, 327
+ 312 + 3122 — 30yz + 222 + 22y}

is just one out of 12 possible genera of the ternary form with the discriminant 8,464.
It is instructive to compare 1'G'2 23 and

TGh 23 = {2’ +6y°+232° +ay, 2207 +3y° +232° +ay, 32°+8y° +82° ~Tyz+2z2+2xy}.
Clearly,
TG 23] = |TG2,23].
Moreover,
|Aut(322 + 8y? + 822 — Tyz + 2zx + 2xy)|
= |Aut(32? + 31y% + 3122 — 30y2 + 22z + 2zy)| = 12,
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|Aut(z? + 6y + 232° + 2y)| = |Aut(4a?® + 23y* + 2427 4 422)| = 8,
|Aut(22” 4 3y* + 232% + zy)| = |Aut(822 + 23y? + 1222 + 4z2)| = 4.
It is a bit less obvious that

(3,31,31,-30,2,2)(4n) = (3,8,8,-7,2,2)(n),

(4,23,24,0,4,0)(4n) = (1,6,23,0,0,1)(n),
(8,23,12,0,4,0)(4n) = (2,3,23,0,0,1)(n),
and that

(3,31,31,-30,2,2)(m) = (4,23,24,0,4,0)(m) = (8,12,23,0,0,4)(m) = 0,

whenever m = 1,2 mod 4. I propose that the above properties are, in fact, the
signature properties of T'G ,. In other words, for any odd prime p there exists an
automorphism preserving bijection

H: TG27p — TGl_’p,
such that , for any f € T'G> ,
|Aut(f)| = |AutH ()],

Rf(4n) = RH(f) (n), (6.2)
and
Rs(m) =0, when m=1,2mod4. (6.3)

Jagy [15] suggested that T'G , U T'G2;, does not represent any integer that is
quadratic residue mod p when p = 1 mod 4, and when p = 3 mod 4 this union
does not represent any integer that is a quadratic nonresidue mod p. That is for any
fe TGl)p @] TG27p

Rg(n) =0,

when (—n|p) = 1. In addition, he pointed out that TG, represents a proper subset
of those numbers represented by 7'G ,,. Lastly, he observed that both T'G'y ,, and
TGz, are anisotropic at p. I discuss one more example. This time I choose p = 17.
Here one has

TGy 17 := {322 +5y* +622+yz+ 222+ 32y, 302 +6y* +62> —5yz+ 220+ 22y},
and

TG217 := {7x2—|—11y2—|—2022—8yz—|—4z:c+6:cy,312+23y2+2322—22yz—|—2,z:c+2:cy}.
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Note that

|Aut(32% +5y%+62% +yz+2z2+3zy)| = |Aut(7T2 +11y°+202° —8yz+4za+6xy)| = 4,
|Aut(322 4+ 6y 4 622 — 5yz + 2z + 2zy)| = |Aut(3z2 + 23y 42322 — 22y + 222+ 2zy)| = 12,
(3,23,23,-22,2,2)(4n) = (3,6,6,—5,2,2)(n),
(7,11,20,-8,4,6)(4n) = (3,5,6,1,2,3)(n),

(7,11,20, —8,4,6)(m) = (3,23,23,—22,2,2)(m) = 0,

whenever m = 1,2 mod 4. It is worthwhile to point out that there are exactly 12
genera with the discriminant 4,624. Only three of those have the correct cardinality

|TGo17| =2,

{322 + 6y + 6822 + 2xy, 1022 + 11y? + 1422 + 2yz + 4zx + 102y}| = 2,
{52 + Ty* + 3422 + 2zy, 622 +12y% + 1722 + day}| = 2.

Note, however, that
|Aut(32% 462 +682%+2xy)| = |Aut(1022 +11y*+142%4+-2y2+4z2+10xy)| = 4,
and

|Aut(52% + Ty? + 3422 + 22y)| = |Aut(62? + 12y + 172% + 4zy)| = 4.

And so, TG4 17 is a unique genus with the desired properties.

I would like to conclude this discussion of T'G'2 ;, by providing a more explicit
description valid in three special cases. If p = 3 mod 4, then T'G’5 , is the genus that
contains

4% + py? + (p+1)2% + 422,

I remark that the above form was obtained from the principal binary form 2% 4 zz +
pTHZQ. If p = 2 mod 3, then T'G> j, is the genus that contains

dp +1 dp +1 2—-4
x? + p;— y? + p;— 22+ 3 pyz+2z:1:+2:1:y.

If p = 5 mod 8, then T'G> , is the genus that contains

ptl1

8z% 4 y? 4 (p+2)2% 4 2yz + 8z + day.

Observe that the smallest prime to escape the above net of three special cases is
p = 73. 1 am now ready to unveil the promised extension of (6.1).
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Proposition 6.1. Let p be an odd prime, then

2\ _ Ry(n) Ry(n)
s(p°n) — ps(n) = 48 fGTZGLP A7) 96 fGTZGM Au ()] (6.4)

The proof of this neat result with p > 7 is beyond the scope of this paper and
will be given in [3]. Note, that (6.1) follows easily from (6.2) to (6.4).
Below I illustrate Proposition 6.1 with some initial examples

s(7*n) — 7s(n) = 6(1,2,7,0,0,1)(n) — 12(4,7,8,0,4,0)(n),  (6.5)

s(11%2n) — 11s(n) = 4(3,4,4, —3,2,2)(n) + 6(1,3,11,0,0,1)(n)
—8(3,15,15 — 14,2, 2)(n) — 12(4,11,12,0,4,0)(n), (6.6)

s(13%n) — 13s(n) = 12(2,5,5,—3,1,1)(n) — 24(8,7,15,2,8,4)(n),  (6.7)

s(17%n) — 17s(n) = 12(3,5,6,1,2,3)(n) + 4(3,6,6, —5,2,2)(n)

—24(7,11,20,-8,4,6)(n) — 8(3,23,23, —22,2,2)(n),
(6.8)

$(19%n) — 19s(n) = 6(1,5,19,0,0,1)(n) + 12(4,5,6,5,1,2)(n)
—12(4,19,20,0,4,0)(n) — 24(7,11,23, 10,6, 2)(n), (6.9)

$(23%n) — 23s(n) = 4(3,8,8, -7, 2,2)(n) + 6(1,6,23,0,0,1)(n)
+12(2,3,23,0,0,1)(n) — 8(3, 31,31, 30,2, 2)(n)
—12(4,23,24,0,4,0)(n) — 24(8,23,12,0,4,0)(n), (6.10)

Finally, I note that (6.5) implies the following impressive identity

8q¥(—q)E(q*)*S7.5(—4: ¢°) oo

2 2 5 R
)+ ") S gy

m,n

Acknowledgements I would like to thank Bruce Berndt, Shaun Cooper, Will Jagy, Rainer
Schulze-Pillot for their kind interest and helpful discussions.



On Representation of an Integer by X2 4 Y2 4 Z2 and the Modular Equations. . . 49

References

1.

2.

W

10.
11.
12.
13.
14.

15.
16.

17.

18.

19.

P.T. Bateman, On the representations of a number as the sum of three squares, Trans. Amer.
Math. Soc. 71 (1951), no. 1, 70-101.

A. Berkovich, W.C. Jagy, Ternary Quadratic Forms, Modular Equations and Certain Positivity
Conjectures, in: The Legacy of Alladi Ramakrishnan in the mathematical sciences, (K. Alladi,
J. R. Klauder, and C. R. Rao, Eds.), 211-241, Springer, NY, 2010.

. A. Berkovich, W.C. Jagy, On representation of an integer as the sum of three squares and the

ternary quadratic forms with the discriminants p?, 16p?, J. of Number Theory 132 (2012),
no. 1, 258-274.

. A. Berkovich, H. Yesilyurt, Ramanujan’s Identities and Representation of Integers by Certain

Binary and Quaternary Quadratic Forms, Ramanujan J. 20 (2009), no. 3, 375-408.

. B.C. Berndt, Ramanujan’s Notebooks, Part III, Springer, New York, 1991.
. B.C. Berndt, Number Theory in the Spirit of Ramanujan, Student Mathematical Library,

34 AMS, Providence, RI, 2006.

. B.C. Berndt, S. Bhargava, F.G. Garvan, Ramanujan’s theories of elliptic functions to alterna-

tive bases, Trans. Amer. Math. Soc. 347 (1995), no. 11, 4163-4244.

. J.M. Borwein, P.B. Borwein, A cubic counterpart of Jacobi’s identity and AGM, Trans. Amer.

Math. Soc. 323 (1991), no. 2, 691-701.

. J.M. Borwein, P.B. Borwein, F.G. Garvan, Some cubic modular identities of Ramanujan, Trans.

Amer. Math. Soc. 343 (1994), no. 1, 35-47.

S. Cooper, M.D. Hirschhorn, Results of Hurwitz type for three squares, Discrete Math.
274 (2004), 9-24.

L.E. Dickson, Modern Elementary Theory of Numbers, The University of Chicago Press, 1939.
E.G. Garvan, D. Kim, D. Stanton, Cranks and t-cores, Invent. Math. 101 (1990), no. 1, 1-17.
M.D. Hirschhorn, F.G. Garvan, J.M. Borwein, Cubic analogues of the Jacobian theta function
0(z, q), Canad. J. Math. 45 (1993), no. 4, 673-694.

M.D. Hirschhorn, J.A. Sellers, On representation of a number as a sum of three squares,
Discrete Math. 199 (1999), 85-101.

W.C. Jagy, Private communication.

W.C. Jagy, 1. Kaplansky, A. Schiemann, There are 913 regular ternary forms, Mathematika
44 (1997), 332-341.

B.W. Jones, The Arithmetic Theory of Quadratic Forms, Mathematical Association of America,
1950.

J.L. Lehman, Levels of positive definite ternary quadratic forms, Math. of Comput. 58 (1992)
no. 197, 399-417.

L.C. Shen, On the modular equations of degree 3, Proc. Amer. Math. Soc. 122 (1994), no. 4,
1101-1114.



2 Springer
http://www.springer.com/978-1-4614-7487-6

Quadratic and Higher Degree Forms

Alladi, K.; Bhargava, M.; Savitt, D.; Tiep, P.H. (Eds.]
2013, ¥, 298 p., Hardcover

ISBEMN: 978-1-4614-7487-6



	On Representation of an Integer by X2+Y2+Z2 
and the Modular Equations of Degree 3 and 5
	1 Introduction
	2 The Ternary Implications of the Fundamental Modular Equation of Degree 5
	3 Proof of Theorem 1.1
	4 Cubic Modular Identities Revisited
	5 Proof of Theorems 1.2, 5.2 and 5.3
	6 Bold Proposition
	References


