Chapter 2
Solutions to the Linear Stochastic Heat
and Wave Equation

In this chapter we analyze the basic properties of some self-similar Gaussian pro-
cesses that are solutions to stochastic partial differential equations with additive
Gaussian noise. We will see that some of these processes are closely related to the
fractional-type processes discussed in Chap. 1. The noise of the equation will be
defined in various ways: white (meaning that is behaves as a Brownian motion) or
corelared (“colored”) in time and/or in space. The general context is as follows:
consider the equation

Lu(t,x) = Au(t, x) + W(t, x) 2.1
with 7 € [0, 7] and x € R? and with vanishing initial conditions. Here A is the
Laplacian on R?

d 2
0“u
Au = —
2

27
X

W is the noise of the equation and L is a first or second order operator with constant
coefficients. In our analysis, we will consider the heat equation and then

9
Lu(t, x) = a—b;(t,x), 1[0, T], x € R

or the wave equation and in this case

9%u d
Lu(t,x)= W(t,x), te[0,T], x eR".

Usually, the solution to (2.1) is defined through its mild form

'
u(t,x):ff G({t—s,x—y)dW(s,y)
0 JRI

where G is the solution of Lu — Au = 0 and the above integral is a Wiener in-
tegral with respect to W. This Wiener integral can be understood in the sense of
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Appendix C. Essentially the solution to (2.1) exists when this Wiener integral is
well-defined and this happens when the integrand G belongs to the Hilbert space
associated to the Gaussian noise W. In order to study the existence and the proper-
ties of the solution to (2.1), an important fact is the structure of the canonical Hilbert
spaces associated with the noise and this depends on the covariance structure of the
noise.

We denote by C5°(RYT) the space of infinitely differentiable functions on R?*!
with compact support, and S(R?) the Schwartz space of rapidly decreasing C>
functions on R and by S’(R9) its dual. For ¢ € L' (R?), we let F¢ be the Fourier
transform of ¢:

Fot) = / g (x)dx.
]Rd

2.1 The Solution to the Stochastic Heat Equation
with Space-Time White Noise

We will first discuss the properties of the solution to the stochastic heat equation
with additive Gaussian noise that behaves as a Wiener process both in time and in
space.

2.1.1 The Noise

Let us first introduce the noise of the equation. Consider a centered Gaussian field
W ={W(t, A);t €[0,T], A € By(R?)} with covariance

EW(, AW (s, B)=(t ASA(ANB), 1€[0,T], A € By(R?) (22)

where A denotes the Lebesgue measure. Also consider the stochastic partial differ-
ential equation
u 1

— =—Au+W, tel0,T], xeR?
ar 2 (2.3)

u@0,x)=0, xeR?,

where the noise W is defined by (2.2). The noise W is usually referred to as a space-
time white noise because it behaves as a Brownian motion both with respect to both
the time and the space variable.

The canonical Hilbert space associated with the Gaussian process W is defined
as the closure of the linear span generated by the indicator functions 1jg /x4, t €
[0,T], Ae B, (Rd ) with respect to the inner product

(110,1x 4> l[0,51xBYH = (E AS)L(AN B).

In our case the space H is L2([0, T] x RY).
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2.1.2 The Solution

This mild solution is defined as

T
u(t,x):/ / Gt —s,x—y)W(ds,dy), te[O,T],xeRd 2.4)
0 R4

where the above integral is a Wiener integral with respect to the Gaussian process
W (see e.g. [13] for details) and G is the Green kernel of the heat equation given by
G(t.x) = (Zm) 412 exp(— 'x‘ ) ifr>0x eRd 2.5)

if 1 <0,x e R?.

The Wiener integral in (2.4) is well-defined whenever the function (s,y) —
G(t —s,x — y) belongs to L%([0, T] x RY). As we will see in the sequel, this is
not always the case and it depends on the spatial dimension d. Consequently the
process (u(t,x),t € [0, T], x € R), when it exists, is a centered Gaussian process.
We also need the following expression of the Fourier transform of the Green kernel

2
FG(t, )(g)_exp<—ﬂ), t>0,&eR? (2.6)

where FG(t, -) denotes the Fourier transform of the function y — G(t, y).

Proposition 2.1 The solution (2.4) exists if and only if d = 1. Moreover, the covari-
ance of the solution (2.4) satisfies the following: for every x € R we have

E(u(t,x)u(s,x)):\/%(\/t+s—\/|t—s|), foreverys,t €[0,T]. (2.7)

Proof Fix x € R4. For every s,t € [0, T], using that for any ¢, i} € S(RY),

/(p(X)Iﬁ(X)dX=(2ﬂ)*df Fo@)Fy(é)dE (2.8)
Rd Rd

we get
tAS
Eu(t, x)u(s, x) :/ du/ G({t—u,x —y)zdy
0 R4
=Qr)? /S du /d dEFG({t —u,x —)E)FG(s —u,x —)(&)
0 R

— @n) /Sdu/ e bR = bl 2.9)
0 R4

and then, if s <t

Eu(t,X)u(s,x)=(2n)‘d/Sdu(t+s—2u)—%[ dge 2P
0 R4
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§ d
= Q)" / du(t +s—2u)"2,
0

Take t = s. Then
t
Eu(t, x)2 = (2n)_d/2/ du(t — u)_%
0

and it is obvious that the integral above is finite if and only if d = 1. In that case,
from (2.9)

Eu(t, x)u(s, x) = 2m) "2 ((t +5)7 — (t — 5)?). 0

This fact establishes an interesting connection between the law of the solu-
tion (2.4) and the bifractional Brownian motion from Sect. 1.2.

Corollary 2.1 Let (u(t,x),t €[0,T],x € RY) be given by (2.4). Then for every
xeR

1

(u(t,x),1 €[0, T]) =9 (x/EB,f’%,t e [0, T1)

11, . . . . :
where B?'2 is a bifractional Brownian motion with parameters H = K = % and

c:=27K ﬁ Here =D means equivalence of finite dimensional distributions.

Proof The assertion follows from relation (2.7) and Definition 1.2. Il

Remark 2.1 From (2.7), it follows that the stochastic process defined by (2.4) is
self-similar of order % with respect to the variable 7.

2.2 The Spatial Covariance

The restriction d = 1 for the existence of the solution with space-time white noise
is not convenient because we need to consider such models in higher dimensions.
This has led researchers in the last few decades to investigate other types of noise
that would allow such consideration of higher dimensions.

We begin by introducing the framework. Let 1 be a non-negative tempered mea-
sureon R?, ie. a non-negative measure which satisfies:

1 1
/ <T|€|2> w(d&) < oo, forsomel > 0.
]Rd

Since the integrand is non-increasing in /, we may assume that / > 1 is an integer.
Note that 1 + |£|% behaves as a constant near 0, and as |&|? at 0o, and hence (2.10)
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is equivalent to:

1
/ u(dé) <oo, and / ,u(d?;)—zz < oo, forsome integer/ > 1.
£l<1 HE &1

(2.10)
Let f:R? — R, be the Fourier transform of x in S'(R?), i.e.

[ reewn = [ Fowmae. voes).
R4 R4
Simple properties of the Fourier transform show that for any ¢, ¥ € S(R?),

//w(X)f(x—y)w(y)dxdy=(2ﬂ)*d/ Fo@&)Fy@E)pds). (2.11)
R4 JRd R4

2.3 The Solution to the Linear Heat Equation
with White-Colored Noise

2.3.1 The Noise

Consider the so-called white-colored noise, meaning a Gaussian process W =
{(W(,A),te[0,T],Ae Bb(Rd)} with zero mean and covariance

EW(t,A)W(t,B):(t/\s)//f(x—y)dxdy. 2.12)
AJB

The noise W behaves as a Brownian motion with respect to the time variable and it
has a correlated spatial covariance. Here the kernel f should be the Fourier trans-
form of a tempered non-negative measure ;. on R as described in the previous
paragraph.

Under this assumption the right-hand side of (2.12) is a covariance function.
There are several examples of such kernels f.

Example 2.1 The Riesz kernel of order o:
f@) = Ry(x) :=yaalx| ™, O0<a<d,
where yy. g =272 ((d — «)/2) /T («/2). In this case, u(d&) = |&|“dE.

Example 2.2 The Bessel kernel of order «:
o0 2
P = Buwy =y [ eI g, g,
0

where y, = (47)%/>I'(a/2). In this case, u(d€) = (1 + |£>)~*/?dE.
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Example 2.3 The Poisson kernel
F@) = Pa) =y (P + ) V2 a0,
where v/, =7~ @*D/21 ((d + 1) /2)a. In this case, u(d§) = e~ alEl gg
Example 2.4 The heat kernel
F@) = Gox) 1=y ge W00 g 50,
where y//, = (47a) =4/, In this case, u(d§) = e “1 gt

With the Gaussian process W we can associated a canonical Hilbert space P. The
space P defined as the completion of D((0, T') x R?) (or the completion of &, the
linear space generated by the indicator functions 1o x4, t € [0, T], A C B(Rd))
with respect to the inner product

T
<W!f>7>=/ / / @, x) f(x —y)¥(t, y)dydxdt
0 R4 JRY

has been studied by several authors in connection with a Gaussian noise which is
white in time and colored in space. In particular this space may contain distributions.

2.3.2 The Solution

The solution is defined again by (2.4) with W given by (2.12). The necessary and
sufficient condition for (2.4) to exist has been proven in [59].

Proposition 2.2 The stochastic heat equation with white-colored noise given by
(2.12) admits a unique solution if and only if

1
/Rd mﬂ(dé) < 0oQ.

Proof Foreveryt € [0,T] and x € R4, using (2.6) and (2.11)
t
Eu(t,x)* = / du/ / Gt —u,x—y)G(t —u,x —y) f(y—)dydy
0 RY JRA
t
- <2n>—d/ du /d WAEFG(t —u,x — Y EFGT — 1, x = (&)
0 R

t
=(2n)_d/ du/ M(dg-)e—%(T—M)lé'lze—%(l—u)lélz
0 R4
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t
= (Zn)_d/ du/ ;L(dé)e_(’_“)lgl2
d

—Cm ! [ pder (1=,

One can prove that

1
1+ &2

1
clim—s < s (l—e ) <y
"1+ g2 |§|2( )= e

with ¢y, ¢z strictly positive constants that may be dependent on ¢. It can also
be checked that the Green kernel belongs to the space P and the desired result is
obtained. g

Remark 2.2 1t has been proved in [59] that even in the non-linear case the stochastic
heat equation u; = 2Au + g(u)W (with standard assumptions on g) with white-
colored noise admits a unique solution if and only if

1
/ <1+|5|2>”“(d5)

Obviously, this condition is also meaningful in higher dimensions. For example
in the case of the Riesz or Bessel kernels, we have the following.

Corollary 2.2 Suppose that the spatial covariance is given by the Riesz kernel (Ex-

ample 2.1) or by the Bessel kernel (Example 2.2). Then the stochastic heat equation
with white-colored noise admits a unique solution if and only if

d<2+a.

This implies that one can consider every dimension d > 1.
It is possible to compute the covariance of the solution with respect to the time
variable; actually for fixed x € R, d # 2 and for every s <t we have

Eu(t, x)u(s, x)
NS
=/ du/ / Gt —u,x—y)G(s—u,x =) f(y—y)dydy
0 Rd JRd
= (27T)_d/0A du /Rd w(d&)FG(t —u,x —)(E)FG(s —u,x —-)(&)

— @m)¢ / du / pu(dg)e 2R =3 (mwlel, (2.13)
0 R4

For the Riesz kernel, this gives
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Proposition 2.3 Suppose we are in the case of the Riesz kernel f of order a (see
Example 2.1). Then for every x € R¢ and for every s, t € [0, T

Eu(t, x)u(s, x) = C3((t +s)—d%“+1 - s)_d%a“)

where

Co= |:(27T)_d /Rd M(dg)e_%szZ_K]_. (2.14)
7

Proof Consider s < t. From (2.13), by the change of variables E=1+s —2ué

Eu(t, x)u(s, x) = 2r)~¢ /Sdu(wrs—2u)—%/du(ds)e—%'¥'2
0 R

= [ wasne e
R -5 +1
(49T H = (=97 T, 0

As a consequence, in the case of the spatial covariance given by the Riesz kernel,
the solution of the heat equation with white noise in time coincides in distribution
with, modulo a constant, a bifractional Brownian motion.

Corollary 2.3 For fixed x € R?, the solution to the white-colored heat equation
coincides in distribution with

(COB!H’K)te[O,T]

where BH-X is a bifractional Brownian motion with parameters H = % and K =

1 — 5% and Cy is defined in (2.14).

Proof This follows from Proposition 2.3 and the expression of the covariance of the
bi-fBm in Definition 1.2. O

Remark 2.3 In the case « =0 and d = 1 (corresponding to the space-time white
noise case) we retrieve the formula (2.7) because [ ,u(dé;‘)e_% 617 = 2.

Corollary 2.4 The solution of the heat equation with additive white-colored noise
and with the spatial covariance given by the Riesz kernel of order « is self-similar
of order %(1 - d%a).

Proof This is a consequence of Corollary 2.3 and of the self-similarity property of
the bi-fBm (Proposition 1.6). O
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Remark 2.4 Note that 1 — d%“ > 0 because d <o +2and 1 — d%"‘ < 1 because
a <d. When o =0 and d = 1 (the space-time white noise case), the self-similarity
order is %.

2.4 The Solution to the Fractional-White Heat Equation

In the sequel, the driving noise of the equation will behave as a fractional Brownian
motion with respect to its time variable.

2.4.1 The Noise

On a complete probability space (§2, F, P), we consider a zero-mean Gaussian
process WH = {(WH(t, A);t€[0,T], A e By (R4)} with covariance:

EWHt, AWH (s, B) = Ry (t, )MAN B) =: (Lj0.1x 4> Lo.s1xB)3 (2.15)

where A is the Lebesgue measure. This noise is usually called “fractional-white”
because it behaves as a fBm in time and as a Wiener process (“white”) in space.

We will assume throughout that the Hurst parameter H is contained in the inter-
val (3, 1).

We introduce now the canonical Hilbert space associated to the noise. Let £
be the set of linear combinations of elementary functions 1o x4, ¢ € [0, T],
A € B,(R?), and H be the Hilbert space defined as the closure of £ with respect
to the inner product (-, -)7.

We have, for f, h € H smooth enough

T T
(fog)n=an / / dudv / dylu— v 2 f (g ) (2.16)
0 0 R4

where oy = HQH — 1).
The map 1jo,s1xa — W,H (A) is an isometry between £ and the Gaussian space
of W# which can be extended by density to 7. We denote this extension by:

T
</H—>W(<p)=/ f o(t, YWH dr, dx).
0 R4

The above integral is a Wiener integral with respect to the Gaussian process W .
This Wiener integral can be expressed as a Wiener integral with respect to the space-
time white noise W which has a covariance given by (2.15). Actually, we will use
the following transfer formula (see [112]).
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Proposition 2.4 If f € H then

T _3
f / f(S,y)dWH(S,y)=// (/ l(o,T)(u)f(M,X)(u—S)il 2dM>dW(s,y)
0 Jre R JRI \JR .

where W is a space-time white noise with covariance (2.2).
The representation (2.17) is obtained using the moving average expression of the
fractional Brownian motion (1.7). See also Sect. 3.1.3 in the next chapter. Notice that

a similar transfer formula can be written using the representation of the fractional
Brownian motion as a Wiener integral on a finite interval (see e.g. [136]).

2.4.2 The Solution
Let us consider the linear stochastic heat equation
1 > d
u,:EAu+WH, tel0, T, xeR (2.18)

with u(.,0) = 0, where (W#(z, X))sef0.7].xerd 18 @ centered Gaussian noise with
covariance (2.15). The solution of (2.18) can be written in mild form as

t
U(t,x):// G(t—s,x—y)WH(ds,dy), tE[O,T],xe]Rd (2.19)
0 JR4

where the above integral is a Wiener integral with respect to the noise W and G is
given by (2.5).

Theorem 2.1 The process (U(t, x)),c[0,7].xerd €Xists and satisfies

sup  E(U(t,x)?) <400
te[0,T],xeRd

ifand only ifd < 4H.

Proof We have, as in the case of white noise, using (2.16) and using the expression
of the Fourier transform of the Green kernel (2.6),

t t
ElU@¢, x)|> = (2n)*daH/ / dudu|u—v|2”*2/ e 216 2r—u=)
0 JO R4
t t d
= (2n)—d/2aH/ / dudvlu — v/ 1722t —u —v)"2
0 JO

t t
- (271)_d/2otH/ / dudvlu — v 2 +v)~5
0 JO
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and the last integral is finite if and only if 2H > %. 0

Remark 2.5 This implies that, in contrast to the white-noise case, we are allowed to
consider the spatial dimension d to be 1, 2 or 3.

Suppose that s, ¢ € [0, T'] and let
R(t,s) = E(U(t, x)U (s, x))
where x € R? is fixed. We will see that R does not depend on x.

Proposition 2.5 Fors,t €[0,T]
t s d
R(1,5) = ocH(zn)‘d/2/ f u—vPH72((t +5) — (u +v)) " 2dvdu.  (2.20)
0 Jo
Proof The following holds
t N
R(t,s) = (Zn)_dotH/ / dudvlu — vIZH_Z/ e_%‘s‘z(’“_”_”)
0 Jo R4
t ps d
= aH(Zn)*"/z/ f = o2 +5) = (u+v) 2dvdu.
0 Jo

oge . .. . d
Proposition 2.6 The process U is self-similar (with respect to t) of order H — 5.

Proof This is an immediate consequence of relation (2.20). Indeed, for every ¢ > 0,

ct cs d
R(ct,cs) = aH(Zn)_d/2/ / | — |22 ((ct + ¢s5) — (u +v)) " 2dvdu
0 0
=c2H_%R(t,s)

by the change of variables it = 2,0 = ¢. O

In this part we will focus our attention on the behavior of the increments of the
solution U (t, x) to (2.18) with respect to the variable . We will give sharp upper
and lower bounds for the L?-norm of this increment. We will assume in the sequel
that T = 1. Concretely, we prove the following result.

Theorem 2.2 There exists two strictly positive constants Cy, Co such that for any
t,s €10, 1] and for any x € R4

Cilt — s]PH=%2 <E|U(t,x) — Us, x)|* < Calt — 515 2.21)
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Proof By c,c(H) ... we will denote generic constants. We can write, for every x €
R? 5,1 €0, 1]

E|U(t,x) = Us, )|
=R(t,t) —2R(t,s)+ R(s, s)

=c(H) /S /dedu|u - UIZH_Z[(ZI —(u+ v))_
0 JO

.y
2

[N

—“2(C+9)—@+v) 2+ (25— (u+ v))_%]

t t
+/ / dvdulu — v[* 72 (2t — (u +v))~
N N

t N d
—zf du/ dvlu —vPH2[((t+5) — @+v) "2 — (2t — (w+v))~
K 0
=A+B-C.

[N

(ST

]

Since the term C is positive, we clearly have

E|U(t,x)— U(s,x)|* <A+ B.

The term B can easily be estimated. Indeed, by the change of variables u =
s—u,b=v—sandthenii =, 0 ="

t—s’
B=c(H)(t —s)*H5. (2.22)
Let us now consider the term A. By the change of variables it =5 —u, v =v —s
and then &t = % U= ﬁ we have

S S
A:f / dudu|u—v|2H—2[(2t—2s+u+u)—%’
0 JO
d d
—2(t—s+u+v)_7+(u—|—v)_7]
=(r—s)2H—%/H /7 dudvlu —v2H2[2 4 u+v)"*
0 0
_d _d
—(+u+v)" 2+ @+v)?]
-4 [T [ 2H-2 -4
<(t—ys) 2 dudv|u — v| [(2+u+v) 2
0 0
—Atu+v) T+ @+v) 7] (2.23)

Note that the integral [;° [ dudvlu — v|*T2[2 +u + V(U +utv) s+

d_ . . o . . ..
(u + v)~ 2] is finite: it is finite for u, v close to zero since 2H — % > ( and it is also
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finite for u, v close to infinity because
_d _d _d _d_y
[C+u+v) "2 —(A+u+v) 24+ @+v) 2] <cu+v) 2
(this can be seen by analyzing the asymptotic behavior of the function (2 + x)_% -
2(1 + x)’% + x’%). By (2.22) and (2.23) we obtain the right-hand side of (2.21).

Let us now consider the lower bound. Using the Wiener integral representation
(2.19) of the solution U (¢, x), we can write, for every x € RY

1
U(t,X)—U(S,y)Z/ / (Gt —a,x —yona
0 JRA

—G(s —a,x — Y o5 @)dW(s,y)

and by the transfer rule (2.17)
H-3
U(t,x)—U(s,y) = /Rﬁl;{ldW(a, y)(/RduG(t —u,x — ) lonw)w—a), *

- f duG(s — u, x — y) (0.5 ()t — a)f3>
R

where W is a space time white noise given by (2.2).
Now, by the isometry of the Brownian motion W we get

E‘U(t,x)—U(s,x)‘z=/R/I‘Rddady</RduG(t—u,x—y)l(o,,)(u)(u—a)f_%
H-3\?
—/duG(s—u,x—y)l(o,s)(u)(u—a)+ 2)
R

t _3
z/ / dady(/ duG(t—u,x—y)l(o’z)(u)(u—a)f 2
s JRd R

H-3\"
—/duG(s—u,x—y)l(o,s)(u)(u—a)+ 2)
R

t t ; 2
=/ da/ dy(/ duG(t—u,x—y)(u—a)H_i)
K d a

because the part on the interval (0, s) vanishes. By interchanging the order of inte-
gration,

E|U(t,x) = Us, )|

t ¢ pt
Z/ da/ dy/ / dvdu
s R4 a Ja

X Gt —u,x = u—a) 3G —v,x —(—a) 3
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t t
=/du/ dv/ dyG(t —u,x —y)G(t —v,x —y)
s s R4
v

un 3 3
x/ (u—a)H_f(v—a)H_fda.
S

We recall that (see e.g. [13]), for every x € R4

_d
/ dyG(t—u,x—y)G(t—v,x—y):c(2t—(u+v)) 2 (2.24)
R4
and, when v < u, by the change of variable z = ﬁ, we have

UAv 3 3 ﬁ ;
f dau— )2 (v —a)"72 = (u — v / 11— )z,
s 0

(2.25)
Therefore, by (2.24) and (2.25)

E|U(t,x)—Us, x)|

(W=—)A(u—s)

! ! _d (u—s)V(v—s) 3
2/ du/ dv(2t — (u +v)) 2|u—v|2H_2/ ZH—%(l_Z)l—ﬂle
N N 0

t—s hou
=/ dudv(u +v)~ % |u — v]H2 H=3(1 - )"y
0 0
2H-¢ bt 4 2H-2 e H-3 1-2H
=(t—5) *7/ / dudv(u+v)" 2 |u — v| 7/ 727721 —z) ~“"dz
o Jo 0
—C(t—5)2%,

where in the third and fourth lines we used successively the change of variables

u—s=iu,v—s="0vand = =i, = = 0. The proof of the lower bound follows

VAU
since the integral fol fol dudv(u + v)’%lu — y|2H-2 Joo zH’%(l — )2l gz s
clearly finite when H > % O

Remark 2.6 The above result implies that the process U is Holder continuous of or-
der H — % in time (this coincides with the self-similarity order, see Proposition 2.6).
This extends the case of the space-time white noise in dimension d = 1 (recall that
the solution of the heat equation with space-time time white noise is Holder con-
tinuous of order %). Note also that in the case d = 1 the upper bound has also been
obtained in [108] or [36].
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2.4.3 On the Law of the Solution

Consider the process U given by (2.19). Suppose that s <t and recall the notation
R(t,5) = E(U(t, x)U (s, x))

where x € R? is fixed. Also recall the formula (2.20)

t N
R(z,s)zaﬂ(zn)—%/ f |u—v|2H_2((t+s)—(u—i—v))_%dvdu
0 J0

withag = HQH — 1).

The purpose of this section is to analyze the covariance of the solution U (¢, x)
and to understand its relation with bifractional Brownian motion. Corollaries 2.1
and 2.3 say that, when the noise is white in time, the solution coincides in distribu-
tion with a bi-fBm. Proposition 2.2 shows that its increments have a similar behavior
as those of the bi-fBm. But we will see that the situation is different if the noise is
no longer white in time.

The following proposition gives a decomposition of the covariance function of
U(t,.) in the case d # 2 i.e. d = 1 or d = 3 since the solution exists for d < 4H.
The lines of the below proof will explain why the case d = 2 has to be excluded.

Proposition 2.7 Suppose d # 2. The covariance function R(t,s) can be decom-
posed as follows

R(t,s) = (2n)‘échd/3<2H -1, —g + 2)[@ +5)2H=5 ¢ — s)ZH*%]

+R"(t,5)

where Cy = ﬁ, B(x,y) is the Beta function defined for x,y > 0 by B(x,y) =
fol =11 = 1)¥~dt and

RP(t,5) = 2m) TanCy I:/SdaaZHz[((t +5)— a)_%H — (¢ —s) +a)‘%“]
0

- /S da(s —a)" T [t —a)* 2 + (1 + a)ZH—Z]}
0

Proof Fix t > s. By performing the change of variables ¥ —v=a and u +v=">
witha + b =2u € (0,2¢t) and b — a = 2v € (0, 2s) in (2.20), we get

p t Qt—a)A(2s+a) 4
R(z,s)z(zn)—fom/ |a|2H_2/ ((t +s) —b) " 2dbda
—S a

V(—a)

d 0 2s+a d
= (2n)2aH|: (—a)2H72/ ((t +s5) — b) 2dbda

—a
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t—s 2s+a d
+ / a*f =2 / ((t+s) —b) 2dbda
0 a

t 2t—a d
+/ a2H—2/ ((t—i—s)—b)_zdbda}.
r—s a

By performing the change of variables a — (—a) in the first summand, we get
d s 2s—a d
R(t,s) = (2m) Zay [/ a2H_2/ ((t +s) —b) 2dbda
0 a

t—s 25s+a 4
+ / a*f=2 / ((t +s) —b) 2dbda
0 a

t I 2t—a d
- —_p\ 2
+ /t a fa ((t+5)—b) dbda]. -

Remark 2.7 We can see why the case d = 2 must be treated separately in the latter

equation. The integral with respect to db involves logarithms and it cannot lead to
the covariance of the bifractional Brownian motion.

By explicitly computing the inner integrals, we obtain
S 4 e
R(t,s) = Q) tapCy [/ a*f =2 —((t +5) — b)iﬁl]i;is “da
0
= oHa —4 4 19b=2s+a
+ a [—((+5)—b) lpa da
0
! _d —2
+/ 212~ ((t +5) — b) ZH]Z;? ada:|
t—s
d S _d
= (Zﬂ)fflOtHCd [/ aZHfz((t +5)—a) g
0
Y ) —4+1
—/ a """ ((t—s)+a) 2 dai|
0
t—s _d
+01HCd|:f aZH_z((t—i—s)—a) 2" da
0
t—s _dyy
— / azH*z((t —5)— a) 2 da]
0

! d
+aHCd[/ a2H—2((t+s)—a)_7+lda
t—s

t i
—/ azH*z(a—(t—s))_§+ da]
1—s
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t+s d
=(27T)_%05Hcd|:f GZH_Z((I—FS)—a) 2 4a
0

" H—2 —441
—/ a“’'” ((t—s)—a) 2 da
0
+RV(1.5)
where
R (t,s)

s d
Z(ZN)_%WHCd[f aZH_Z((t+s)—a)_7+lda
0
P ooma —4+1
—/ a _((t—s)+a) 2" da
0

t t+s
—/ a2H—2(a—(t—s))_%+lda—/ a2H_2((t+s)—a)_g+lda].
t—s t 226

At this point, we perform the change of variable a % and we obtain

t+s _dy d 1 d
/ a*=2((t +5)—a) 2 da:(t+s)2H_7/ a?i2(1 —a) 2t da
0 0
d 2H-94
=B(2H — 1, =2 +2)+ 9%

and in the same way, with the change of variable a — -“-, we obtain

oo —d4 a4 (1 ona d iy
/ a 7((t—s)—a) 2 da=(t—ys) 77/ a2 —a) 2% da
0 0
d
=ﬁ<2H—1,—§+2>(r—s)2”‘5.
As a consequence, we obtain

R(t.5) = apQ2n)"1Cyp (2H—1, —§+2>[(I+S)ZH_% — (=) 3]+ RD 1, 5)

with Rid) given by (2.26). Let us further analyze the function denoted by R gd) (,s).
Note that for every s,¢ € [0, T']

d ()
QM) IR (1,5) = A(t,5) + B(t, )
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where

s d
A(t,s) =agCy |:/ a2H72((t +5) — a)77+]da
0

- fs aZH_z((t —5) ~|—a)_%+1da:|
0

and

1 d
B(t,s):aHCd[—/ aZHfz(a—(t—s))ffHda
—s

t+s d
[ ),
t

By the change of variables a — t = a, we can express B as

0
B(I,S)=OéHCd[— (a+t)2H—2(a+s)—%+1da

)

- /S(a + 02 (s — a)_%+lda:|
0

- _chd/ da(s —a)" [t — )2 4 (t + @) 2]
0

and the desired conclusion is obtained.

Let us point out that the constant Cy; is positive for d = 1 and negative for
d = 3. This partially explains why different decompositions holds in these two
cases. Thanks to the decomposition in Proposition 2.7, we have the following.

Theorem 2.3 Assume d = 1 and let U be the solution to the heat equation (2.18)

1 1
with fractional-white noise (2.15). Let B2*'=2 be a bifractional Brownian motion
with parameters H = % and K =2H — % Let (XIH),E[QT] be a centered Gaussian
process with covariance, for s,t € [0, T]

RXH(t,s) = Z%QH /S(s _a)zH—Z[(t ~|—a)% — —a)%]da
T 0

Wi

1 / * 2H-1 -1 -1
=H— | (s—a) t+a)y 24+ —a) 2|da, 227
V2w Jo [ ]
and let (Y,H )icl0.7] be a centered Gaussian process with covariance

RYH(t,s)zz%aH / (s =) [t + @22+ (1 — 2P )da
m Jo

N
ZH\/%/OA(S_Q)—%[(I+¢1)2H_I—(t—a)zH_l]da. (2.28)
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Suppose that U, X* and Y are independent. Then for every x € RY,

l—

1
(U@ x)+Y" 1e10,T)) "L (CoB?? + X 1 €10, T1),

where CS = J%—ﬂaHﬁ(ZH —1, —% +2).

Remark 2.8 As itis assumed that H > 1/2, the function RY" always remains posi-
tive.

Proof Let us first verify that RX" is a covariance function. Clearly, it is symmetric
and it can be written, for every s, t € [0, T], as

V2 RX" (1, 5)

SAt

:H/ (t/\s—a)2H71[((IVS)+a)7%+((le)—a) 7]
0

= H/ 1o.1(@) 1jo.5)(@)(t A s —a)z”—‘((t+a)—% A (s+a)—%)da
0

—|—H/ llo,tl(a)llo,xl(a)(t/\s—a)ZH_l((t—a)_%/\(s—a)_%)da
0

and both summands above are positive definite (the same argument is used in [32],
in the proof of Theorem 2.1). Similarly, the function RY" is a covariance. If d = 1,
we have Cy =2 and

_1 3 1 1 M
R(t,s) =20y (2m) 2B 2H — 1, 3 [+ =@ —9)2]+R (1, 5)
with
S
\/ZnREI)(I, s) =2ay / (s — a)ZH_Z[(t +a)% —(t— a)%]da
0
N
—2ay / (s —a)? [t +a)* 2+ (t —a)*~?]da
0
* 2H-1 -1 1
=H | - (t+a) 24+t —a) 2]da
0
N
— 20y / (s —a)2 [t + > 2 + (1 —a)*"?]da
0
where we used integration by parts in the first integral. U

In the case d = 3 we have the following.



46 2 Solutions to the Linear Stochastic Heat and Wave Equation

Theorem 2.4 Assume d = 3. Let B221=3 pe a bifractional Brownian motion with
H= % and K =2H — % and let (Z,H),e[o,ﬂ be a centered Gaussian process with

covariance R?) (t,s). Then
(UGt.x) + CoB>2=3 1 € [0, 7)) & (2.1 € [0. 7).
with Cy defined as in Theorem 2.3.

Proof We have C3 = —2. In this case we can write
1
R(t,s) + 2aH,8(2H -1, 5)[(t +5)2H5 - s)ZH—%] =RV @,s)
with
ENNG) _ * 2H-2 -1 -3
(2m)2R7(t,5) = —2ap (s—a) [(t~|—a) 2 —(t—a) 2]da
0

+ 20y /S(S — )+ a2 4 (- a2,
0

Note that R§3) is a covariance function because it is the sum of two covariance
functions. O

Remark 2.9 Let us understand what happens with the decompositions in Theo-
rems 2.3 and 2.4 when H is close to % We focus on the case d = 1. The phe-
nomenon is interesting. We first notice that the process Y vanishes in this case.

The covariance of the process X becomes

RX%(t,s)z ((r+s)%—(z—s)%).

1
221

The constant Cg = \/%ozy BQRH —1, %) is not defined for H = % because of the

presence of 2H — 1 in the argument of the beta function. But the following hap-

pens: since 2op 10, 1)(u)(1 — u)*H=2 is an approximation of unity, it follows that
agBRH — 1, %) converges to % as H tends to % Therefore C(2) becomes ﬁ

Therefore we retrieve the result established in [166] and recalled in relation (2.7). In
other words, in the fractional case H # % the solution “retains” half of the bifrac-

. . . 1L .
tional Brownian motion B2°2 while the other half “spreads” into two parts.
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2.5 The Solution to the Heat Equation with Fractional-Colored
Noise

2.5.1 The Noise

The next step is to consider a noise with correlation structure both in time and in
space. Consider the so-called fractional-colored noise, meaning a centered Gaussian
process wWH = {WH(t, A),tel0,T],A e Bb(Rd)} with covariance:

E(W”(I,A)W”(s,B))=RH(t,s)/Afo(y—y’)dydy’

=:{110,/1x 4> L{0,s]x B) 1P (2.29)

where f is the spatial covariance kernel and Ry denotes the covariance of the frac-
tional Brownian motion (1.1). Recall that f is the Fourier of a tempered nonnegative
measure x on RY.

To this Gaussian process we will associate a canonical Hilbert space whose struc-
ture is important in obtaining the existence and the properties of the solution. Let
& be the set of linear combinations of elementary functions 1o x4, t € [0, T],
A € By (R?), and HP be the Hilbert space defined as the closure of £ with respect
to the inner product (-, -)gyp. (Alternatively, HP can be defined as the completion
of Cgo (RI+1) with respect to the inner product (-, -)3p; see [13].)

The map 1[o,sjx4 = W(¢, A) is an isometry between £ and the Gaussian space
HWY of W, which can be extended to P. We denote this extension by:

T
> Wip) = / f @, x)W(dt,dx).
0 R4
We assume that H > 1/2. From (1.9) and (2.29), it follows that for any ¢, ¥ € £,

(o, ¥Iup

T T
—ap / f / f (1, )W (W Y) (= )l — PP 2dxdydudv
0 0 R4 JRA

T T
— ap2m) /O /0 /R Folw, YO FT@ @ — P! u(d8)dudv.

Moreover, we can interchange the order of the integrals dudv and u(d§), since
for indicator functions ¢ and v, the integrand is a product of a function of (u, v)
and a function of &. Hence, for ¢, ¥ € £, we have:

(@, V)up =an2m)™

T T
X / / / Fou, YEFY @, )& u — v 2dudvu(dg).
R4 JO 0
(2.30)



48 2 Solutions to the Linear Stochastic Heat and Wave Equation

The space HP may contain distributions, but contains the space |HP| of mea-
surable functions ¢ : R x R — R such that

||<p|||2m>|:=aHf / / o 0llo@, »|f =)
0 0 R4 JRA

x |u — v|* 2dxdydudv < co.

2.5.2 The Solution

Let us consider the equation (2.18) with the covariance of the noise W/ given
by (2.12) and recall that the solution can be written in the mild form

t
u(t,x):// G(t —u,x —y)WH(ds,dy), te[0,T],x R
0 JRA

‘We have the transfer formula

t t 3
u(t,x):/ /]Rd</ G(t—u,x—y)(u—a)H_i)dW(a,y) (2.31)

where W is a centered Gaussian process with covariance given by (2.12).
Relation (2.31) follows from relation (2.17) using the moving average represen-
tation of the fBm (1.7). See also Sect. 3.1.3.

Remark 2.10 The process W behaves as a Wiener process with respect to the time
variable and it has spatial covariance given by the Riesz kernel. In particular the
increments of W with respect to the time variable are independent, meaning that
W(t,x) — W(s, x) is independent.

We have

Theorem 2.5 The process (u(t, X)), c[0.7].xerd given by (2.31) exists and satisfies

sup E(u(t,x)2) < 400
te[0,T],xeR4

1 2H
/w(l +|§|2) pdg) < oo.

Proof Note that g;x = G(¢t — -, x — -) is non-negative. Hence, g;, € HP if and only
if g;x € |HP|. This is equivalent to saying that J; := ||g,x|||27_[73| < oo forall t > 0.

if and only if
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Note that
t t ) )
J=an / f / / g U, V)12 (0, 2) £ — Dt — vPH2dydzdudv
0 Jo JRd JRd

t t
— 1) ay / / / P, 26 Fare @ — o u(d)dud
— @n) daH/ // FG —u,)()

X FG(t — v, V&) |u — v* 2 u(d€)dudv.

Using (2.6) and Fubini’s theorem (whose application is justified since the inte-
grand is non-negative), we obtain:

2 2
Ji=agQr)” df //exp< |§|) p(—%>|u—v|2H_2dudv,u(d§).

The existence of the solution follows from Proposition 2.8 below, which also
gives estimates for J; = E|u(z, x)|2. Il

Let H(0, ¢) denote the canonical Hilbert space of the fBm on the interval (0, ¢)

and let
t pt 2 2
B,(S):/ f exp(—ﬂ>exp<—ﬁ)|u—v|2H—2dudv.
o Jo 2 2

Proposition 2.8 Foranyt > 0,& e R?,

1 2H 1 2H 1 (2H 1 2
3t M)<1+|é|2> =B® =Cul “)(T@P) ’

where C; = b3, (4H)*.

Proof Suppose that |£| < 1. Using the fact that ||(p||7_l(0 n= b2 2H - 1||(p|| (see

L2(0,1)
Exercise 1.12) for all ¢ € L2(0, t),e ™ <1forany x >0, and 1 5 < 1+|€|2 if €] <1,

! 1 2H
Bi(§) = b%{IZH_lf exp(—ul&|*)du < b} < b%ZZHt2H< 2) .
0 1+ 18]

Suppose that |£| > 1. Using the fact that

2 2 2
”gp”’}-[(()’[) = b[-[ ||(P||L1/H(0’t)
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for any ¢ € LYH(©, 1) (see Chap. 1), 1 —e ™ <1 for all x > 0, and
we obtain:

1 2 2H 2H 5
Bt(s)ﬁbi’[/o eXp(_%>d”} b2<|s|2> [l_eXp< tﬁz)]

< b? (4H)2H< ! )w.
1+&)2

This proves the upper bound.
Next, we establish the lower bound. Suppose that ¢|£|? < 1. For any u € [0, t],
ulgl’ t|s\
2

Ii?l2 - 1+|£?|2 ’

Usmg the fact that e™ > 1 — x for all x > 0, we conclude that:

ulg|? ulgl?> 1
- >1- -,V .
xp( > ) 22, u € |0,1]

Hence

2H 2 2H 1 2H 1 2

For the last inequality, we used the fact that 1 > ﬁ

Suppose that 7|£]? > 1. Using the change of variables u’ = u|&|2/2, v = v|£|?/2,
we obtain:

22H  prlEP/2 prlglr2 B
B (&) ZQHW\/\ / e W |u/ _ v/|2H 2du/dv/.
0 0

Since the integrand is non-negative,

2 o2 _—
B() > |§|4H/ / “e=|u — v/2H2dudv

2H 2 1 o (11 ! 2H
fr— —u e ~ T 12
=2 e 340,112 7 =2 (2) (1+|§|2> ’

—uy2
where for the last inequality we used the fact that IEIZ > 1+|§|2 ,and |le ||H(0’1/2) >

($)?H+2. This follows since e ™ > 1 —u > § for all u € [0, 1]. =

Corollary 2.5 For the covariance given by Riesz kernels (Example 2.1) and Bessel
kernels (Example 2.2) of order «, the solution exists if and only if

d <4H + «.
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Proof This follows from Theorem 2.5 using the fact that the integral

Y 1 2H
-/Rddéﬂé' (1+|§|2>

converges at zero if « < d and at infinity if « +4H > d. U

The covariance of the process can be written as (here x € R4 is fixed)

t s
Eu(t, x)u(s, y) =ocH(27r)_d/ / dudvlu — v)*12
0 JO

a—wlg®  _ s—v)g?
e 2

X/ u(d§)e 2
R4
withaoyg = HQH — 1).

The particular case of the Riesz kernel leads to some nice scaling properties.

(2.32)

Proposition 2.9 Assume f is the Riesz kernel from Example 2.1. Then

Eu(t,x)u(s,y):aH(zn)—d/ ,U«(dé)e_#
R4
t Ky »
Xf/dudv'”_”|2H72((t+s)—(u+v))7d7.
0 JO

Proof Tt suffices to make the change of variables € = /7 +5 — u — v& in (2.32). O
Proposition 2.10 When the spatial covariance is given by the Riesz kernel, the pro-
cess u is self-similar with parameter
d—«o

7

H —

Proof Taking into account the expression of the measure w in Example 2.1, for
every s, t

t s
R(t,s) = Eu(r, x)u(s, y) =aH(27t)_d/ / dudv|u — v|*12
0 JO

X/ dglg| e
R4

Let ¢ > 0. By the change of variables i = %, = £ in the integral dudv and then

_ g o
2 2.

e

by the change of variables & = /c£ in the integral d& we get

R(ct,cs):cZH_d%aR(t,s). Il

Let us analyze the behavior of the square mean of the increment of the solution
to (2.18), that is,

E’u(t,x) —u(s, y)|2.
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We will make the following assumption:
w(E)~clE|”%de, withO <o <d. (2.33)

This means that for every function % such that the below integrals are finite, there
exists two strictly positive constants ¢ and ¢’ such that

c// h(é)lél’“désf h(é)u(dé)fc/ hE)EdE.
Rd ]Rd ]Rd

Remark 2.11 The Riesz kernel and the Bessel kernel (with o < d) satisfy (2.33).

Theorem 2.6 Assume (2.33). There exists two strictly positive constants C1, Cy
such that for any t, s € [0, 1] and for any x € R?

Cilt — s~ <E|u(t, x) — u(s. x)|* < Calt — sPH= 5" (2.34)

Remark 2.12 In the case o = 0 (corresponding to fractional-white noise) we retrieve
the result in Theorem 2.2.

Proof We will first prove the upper bound. Take s <t,s,¢ € [0, 1].
2
E|u(t,x) — u(s,x)|
rort a—wiEl? vl
- aH(2n)_d/ / dudvlu — v|2H—2/ (e 8 e
d
—d 2H-2 Gowlel® _ e-ylel?
— 20y Q2mT)” dudv|u v| ,u(dé)e e 2
—d 2H—2 Gl G-uie?
+agRr)” dudv|u—v| ;L(d%‘)e e 2
—d 2H-2 _Gmwlg? _a—vle?
=ayg(2m) du dv|u—v| n(dé)e 2 e 2
s s R4

+anm) / du / " dvju — v2H2 / w(dg)
0 0 R4

) L () _ -l s-wlg? _ g _ s—v)E?
X(e 2 e 2 —2e 2 e 2 He 2 e 2 )

t s
+20tH(27r)7d/ du/ dv|u—v|2H*2
s 0

_a-wl? _e-vE? _a-wi? _ s-wlgP
xf ,u(dé)(e 2 e 2 —2e 2 e 2 )
Rd

= A(t,s) + B(t,s) + C(t,s).
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Let us first note that

t s
C(t,s)=2aH(2n)_d/ du/ dvlu —v)?H 2
K 0

) L () _ g2
X dée 2 (e 2 —e 2 )
Rd

is negative and therefore it can be neglected for the proof of the upper bound.
Concerning the first term above (denoted by A(t s)) we can write, by the change
of variables it =u — s, v =v — s and then i1 = V= and using (2.33)

te’

1,1
A(”s)ch‘H(ZW)_dlt—ﬂzH/ / dudvlu —v|*12
0 Jo
x/ deé|§|_"‘e—%(f—S)u\élze—%(t—s)umz
R4

and then, by the change of variables & = /7 — s& (meaning that & = /T — s& for
everyi =1,...,d) we obtain

d—a
A(t,s) <t — s~ ¢

with

1 pl
C():C(){H(zn)_d/ / dudv|u_v|2H—2/ d§|$|_ae_%u|§|ze_%”|s|2
0 Jo Rd

1ol »
=COlH(27T)_d/ / dudv|u—v|2H—2(u+u)—dT/ de|E| e8P,
0 Jo R4

Note that the integral above is finite since d < 4H + «.
It remains to analyze the term B(¢, s). Recall that

B(t,s)=aH(27r)_d/Sdu/de|u—v|2H_2/ du(€)
0 0 R4

_e-wig? _a-wlgP _ w2 ) _smwilE? _s-wlgP
X (e 2 e 2 —2e 2 e 2 +e 2 e 2 )
and with the change of variables it = =%, v = 3=7 and (2.33)

B(t,s) < capgm) 4t —s5)*H /sdufsdv|u—v|2”*2/ dejE|™
0 0 R4

(t—)+utv) g (t=5)(I+u+v)|&|? (t=s)(u+v) £

x (7 2 —2e” P +e” 2 )
and using E=.1—s¢

B(t,s) gcaH(zyr)—d(t—s)ZH—d%“fH du/H dv|u—v|2H—2/ dE|EI™
0 0 R4
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_ Ctutv)e? _ (ruto)g? _ wtv)g?
X (e 2 — 2 + 2 )
d oH—dze [ * 2H-2
<cagQm) 4t —ys) ‘T/ du/ dvlu —v|*"~ / dg|g|™
0 0 2%
_ Crutvg? _ (utv)E? _ wtv)g?
x(e P —2e 2 +e 7 )

Now, using the changes of variables E=Q+u+v)E E=(1+u+v)E and § =
(u + v)£& respectively, we can write (with Cy a generic positive constant)

2H- 4« o, [ oo 2H-2
B(t,s) <Cgx(t —ys) 2 dé|E| % 2 du dv|u — v|
R4 0 0

_d—a _d—a _d—a
x[Q+u+v)" 7 —2(0+u+v)" 2 +@+v)” 2 |
The integral [ [ dudvluvP? (2 +u+v)"7 — (1 +u+v)"7 + (u+v) "]
is finite: it is finite for u, v close to zero since 2H — % > 0 and it is also finite for
u, v close to infinitely because

[@+u+ V7 rutv)E et v)_%] <cu+v) 272

(this can be seen by analyzing the asymptotic behavior of the function (2 + x)’% -
2(1 + x)_% + x_% ). The proof of the lower bound follows the lines of the proof of
the lower bound in Theorem 2.2, using the transfer formula (2.31) and the lower
bound in (2.33). O

2.6 The Solution to the Wave Equation with White Noise in Time

The solutions to the linear wave equation with additive Gaussian noise constitute
another interesting class of self-similar processes. In contrast to the other examples
treated earlier in this monograph, they have the following interesting property: the
self-similarity order is not the same as the Holder regularity order. We first analyze
the case of noise white in time and then we will discuss the situation when the noise
behaves as a fractional Brownian motion with respect to the time variable.

2.6.1 The Equation

Consider the linear stochastic wave equation driven by a white-colored noise W.
That is,
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92 )
3—5(;,@ = Ault.x)+ W, x), 1€[0,T].x eR?

u@0,x)=0, xeR? (2.35)
3
a—bt‘(o,x)zo, xeRY

Here A is the Laplacian on R? and W = {W(t, A);t € [0, T], A € By(RY)} is a
centered Gaussian field with covariance

E(W(t,A)W(s,B)):(t/\s)//f(x—y)dxdy (2.36)
AJB

where f is the Fourier transform of a tempered measure x on R? (see Sect. 2.2).
This is the so-called white-colored noise defined in Sect. 2.3.

Let G be the fundamental solution of u;; — Au = 0. It is known that G (z, -) is
a distribution in S’(R?) with rapid decrease. The easiest way to define G is via its
Fourier transform

sin(z|&1)
13
for any & € Rd, t>0,d>1(seee.g. [173]). In particular,

FGi(t,)() = ; (2.37)

1 .
Gi(t,x) = 51{|x\<z}, ifd=1

1
Gl(t’x) =3

1
E—] ,
2 Je =

1
Gi(t,x) = cd;at, ifd =3,

ifd=2

where o; denotes the surface measure on the 3-dimensional sphere of radius 7.

2.6.2 The Solution

The solution of (2.35) is a square-integrable process u = (u(t,x);t € [0,T], x €
R?) defined by the Wiener integral representation with respect to the noise (2.36)

t
u(t,x):f/ Gi(t—s,x—y)W(ds,dy). (2.38)
0 JRd

The solution exists when the above integral is well-defined. As for the heat equa-
tion, it depends on the dimension d and on the spatial covariance of the noise. For
example, when the noise is white both in time and in space the solution exists if and
only ifd = 1.
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The necessary and sufficient condition for the existence of the solution follows
from [59].

Theorem 2.7 The stochastic wave equation (2.35) admits a unique mild solution
(W, X))ej0,7),xere if and only if

1
/w(l n |§|2>“ (48) < oo 239

Remark 2.13 Recall that the same condition holds in the case of the heat equation
with white-colored noise (Proposition 2.2).

Remark 2.14 When f is the Riesz kernel, condition (2.39) is equivalent to
d<2+a.

When the noise is space-time white noise (corresponding to the case o = 0) the
solution exists if and only if d = 1.

Fix x € RY. Then the covariance of the solution u (viewed as a process with
respect to t) is

Eu(t, x)u(s, x)
INS
=(27r)_d/ du/ dy/ dy'Gi(t —u,x —y)G(t —u,x —y') f(y — ')
0 R4 R4

tAS
= / dufdd%'}'Gﬂt —u, )E)FGi(s —u,)(E)u(ds)
0 R
where we used (2.11) and (2.37).
We will assume from now on that the spatial covariance of the noise W is given

by the Riesz kernel. We make the change of notation « = d — B in the expression
given in Example 2.1 and assume that the measure p is

du(§) =51""Pas  with g € (0,).
In this case the kernel f is given by

f& = cﬁ,d|$|_’3 with g € (0, d). (2.40)

If f is as above, then
NS
Eu(t, x)u(s,x) = (2n)—d/ du
0

&~ Pag.

/ dt sin((r — w)|§]) sin((s — u)|§])
R €] 1€
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Proposition 2.11 Suppose f is defined by (2.40). Then the process (u(t,x),t > 0)
given by (2.38) is self-similar of order %

Proof Let ¢ > 0 and let R be the covariance of the process ¢t — u(t, x). Then, with
a= (2n)_d, for every s, >0

Reet.os) —a /c’lAcs du/ i sin((ct — u)|§]) sin((cs — u)|&]) |-+ s

0 R 151 &1
. tAs dM/ d sin((ct — cu)|&]) sin((cs — cu)|&|) -0
0 R €] &1

=c>PR@t,s)

where we made successively the change of variable it = % and £ =ct. g
The solution has the following time regularity (see [63, 64]).
Proposition 2.12 Assume that
Be(0,dN2). (2.41)

Letty, M > Qand fixx e [—-M, M 19. Then there exist positive constants c1, ¢y such
that for every s, t € [ty, T]

cilt — s|2_’5 < E’u(t,x) — u(s,x)‘2 <ot — s|2_ﬁ.
Remark 2.15 Let us highlight an interesting fact: the order of self-similarity and
the order of Holder continuity do not coincide in this case. This is the first exam-

ple among the Gaussian processes discussed in this chapter when this phenomenon
occurs.

Proposition 2.12 implies the following Holder property for the solution to (2.35).
Corollary 2.6 Assume (2.41). Then for every x € R? the application
t— u(t,x)
is almost surely Holder continuous of order § € (0, #).

Proof This follows easily from Proposition 2.12 and from the fact that u is Gaus-
sian. O

Remark 2.16 The proof of Theorem 5.1 in [63] implies that the mapping r —

u(t, x) is not Holder continuous of order #
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2.7 The Stochastic Wave Equation with Linear
Fractional-Colored Noise

For an interval (a, b) C R, we define the restricted Fourier transform of a function
¢ €L (a,b):

b .
Fopo(t) = / e p(0)dx = F(@lan) ().

One can prove that F¢ € L%(R), for any ¢ € L'(R) N L2(R). By Plancharel’s
identity (2.8), for any ¢, ¥ € L' (R) N L?(R), we have:

fpr(X)l/f(X)dx=(Zﬂ)_l'/ﬂ%iffp(f)ﬁ/f(f)dé'-

In particular, for any ¢, ¥ € Lz(a, b), we have:

b
/ <0(x)1/f(X)dx=(27T)_1/R]’a,bw(f)]:a,bl//(f)dé- (2.42)

2.7.1 The Equation
Consider the linear stochastic wave equation driven by a fractional colored noise W
with Hurst parameter H € (%, 1). That is

92 )
a—t;l(t,x) = Au(t,x)+ W, x), tel0,T].xcR?

u@0,x)=0, xeR? (2.43)

ou
—(0,x)=0, xeR%
a7 0, x) X

Here A is the Laplacian on R? and W = {W(r, A);t € [0, T], A € B,(R%)} is a
centered Gaussian field with covariance

E(W(t,A)W(s,B)):RH(t,s)/ / f(x —y)dxdy (2.44)
AJB

where Ry is the covariance of the fractional Brownian motion (1.1) and f is the
Fourier transform of a tempered measure p on R4 (see Sect. 2.2).
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2.7.2 The Solution

The solution of (2.35) is a square-integrable process u = {u(t,x);t > 0,x € R4}
defined by:

t
u(t,x) :/ / Gi(t—s,x—y)W(ds,dy). (2.45)
0 JRd

By definition, u(¢, x) exists if and only if the stochastic integral above is well-
defined, i.e. g :==G(t — -, x — ) € H'P (this space was introduced in Sect. 2.5).
In this case, E[u(r, x)|* = || g+ ||3,p-

We begin with an auxiliary result. To simplify the notation, we introduce the
following functions: for A > 0, T > 0, let

ft(A, T) =sintAt — Tsin Az, g:(A, T) =COSTAL — COSAL. (2.46)

Lemma 2.1 Forany > > 0andt > 0,

)»3

c x <f ] [f20. )+ gk, D]dr <C
T2 7 Jp 2 -2 e =

where c;, Cy are some positive constants.

Proof Using Exercise 1.15, we have

1

2
@l ’

R0 + 820 D] = | Foue(r)

where ¢(x) = sinx. Using Plancharel’s identity (2.42), we obtain:

1
/}Rm[ﬂz()\, 7) + g7 (A, )]dT

At

=/|fo,xz¢(f)|2df=2ﬂ/ |sinx|?dx
R 0

ro 5 [ IsinAs|?
=21 A [sinAs|“ds =2 A 3 ds.
0 0o A

It now suffices to use the bound (see e.g. Lemma 6.1.2 of [161])

1 </f |sinks|2d s 1
C S e ———
22— ), a2 B Y O

We denote by N;(£) the H (0, t)-norm of u — FG1(u, -)(&), i.e.

t
Ni() = ;%/0 fot sin(ul&|) sin(v|€)|u — v[*# 2dudv.
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We also recall that (see Exercise 1.12) there exists a constant by > 0 such that
2 2H 1
lel3 0.0 < IO i, <D 01220, (2.47)
for any ¢ € L2(0,1).

Proposition 2.13 Foranyt > 0, & € R?

H+1)/2
NL(E) < Cr f2H2 R 2o <1

H+1/2
Nt(s)SCH,t(TW) , IflEl= 1

Proof (a) Suppose that |§] < 1. We use (2.47) and | sin x| < x for any x > 0. Hence,
1 ! !
N, (§) < b3,r?H 1 P / sin?(ulg|)du < by r*H ! / udu
0

H+1/2
— b2 1f < bz 2HA2HA1/2 1 o
33 14 &2

where for the last inequality we used the fact that 1< ﬁ if ] <1
(b) Suppose that |£| > 1. Using the change of variables u’ = u|&|, v' = v|&]|,

tlgl  ptl§l
N(§) = |§|2H+2/ / sin(u') sin(v') [u’ — |2H 2au'dv'

1 . 2
= £ [2H+2 “Sm(') ”H(o,ngp'

Using the expression of the H (0, #|£])-norm of sin(-) given in Exercise 1.15, we
obtain:

T A

Ni(§) = T |, Ty [£2(€l, 7) + g2 (€1, 7)]d. (2.48)

We split the integral into the regions |t| < 1/2 and |t| > 1/2, and we denote the two
integrals by Nt(l)(é) and Nt(z) &).
Since | f; (A, 7)] <14 |7] and |g; (A, T)| <2 for any A > 0, T > 0, we have:

|.[|—(2H—1)

Nz (S)SCHW—HHflT|<1/2m[(1+|T|) +4]d‘[

1 / —QH-1)
<CH—57 T Clt]| ( dt
|E12HHT Jiz1<12
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. cn I\N22H
T T1-H\?2 |€:|2H+1'

We used the fact that |&|2F+2 > |g|2H+1 if |£] > 1, and
(3/4)2[(3/2)2 +4]:=Cif [r] < 1/2.

Usmgthefactthatlrl @H=D < (Ly=CH-D if |7| > | Lemma 2.1, and the fact
that |£|2/(1 + |&|%) < 1, we obtain:

= rz)z[(l +lth? + 4l <

cH 1

1
N(z)(g) < mm/ﬁﬂ/z 2-1) [fz (|§| T) + & (|5| r)]

C
< 5 |§|2H+2/ el (L) + e (18] )]
ch @ 1 £

= 5-@H-D ¢ | 2PH+2 181 1+ |E12

< CH (2) 1
— 2—QH- 1) |€;|2H+1' J

Proposition 2.14

(a) IfI,(l) < oo fort =1, then fl$|<1 w(dé) < 0.
(b) Letl > 1 be the integer from (2.10) and m =21 — 2. For any t > 0,

wds) i\ ;@ i ;)
f§|>] |€:|2H+1 = Zb I;” + b, e Wm, (2.49)
where ay ;, by, ¢; are positive constants.

In particular, ifl,(z) < 00 for some t > 0, then f‘§|>1 |E|7CH+D 1 (dE) < oo.

Proof (a) Using the fact that sinx /x > sin 1 for all x € [0, 1], we have:

1 1
1{”:/ “(dg)/ / sin(ul€|) sin(v|€|)|u — v[*~2dudv
1<l 0 Jo

1§12

1 1
ZsinZI/ u(dé)/ / uvlu — v[*2dudv.
le|<1 0 Jo

(b) According to (2.48),

(df) —QH-1)
e [ [T e ) (e e o)

For any k € {—1,0,...,m}, let

1
I(k) = /|§|>1 W#@'é)
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By (2.10), 1(m) = [o\oy 1€17 24 p(d) < [y 1617 1(d§) < oo

We will prove that the integrals 7 (k) satisfy a certain recursive relation. By re-
verse induction, this will imply that all integrals I (k) with k € {—1,0,...,m} are
finite. For this, for k € {0, 1..., m}, we let

u(d§) 1
A= /|s|>1 § P2 /R @l (L 7) + (i o)lde. @5y

We consider separately the regions {|7| <2} and {|r| > 2} and we denote the
corresponding integrals by A} (k) and A/ (k). For the region {|t| < 2}, we use the
expression (2.50) of I,(z). Using the fact that |& |2 +2+k > |£12H+2 (since k > 0),
and |t|~®H =D > 2=CH=D if |7| <2, we obtain:

/ (d§) 1
= [ e [ el e o) + el o)

S2H-1 / ®(dE) |z|~CGH=D
&

lg1=1 1E12H+2 Jigj<a (12— 1)2

IA

[F2(151, T) + g2(I&1. T) Jde
21 L0 by 050,
CH

For the region {|t| > 2}, we use the fact | f;(A,7)| <14 |r| and |g; (X, T)| <2
forall A > 0, T > 0. Hence,

, n(d§) 1
A© = /IE>1 (& [2H+2+k /|r>2 (T2 —1)2 (7 (€], 7) + &7 (1€], T)Jde

u(dg) 1 2
< /|s>1 P /|r>z (12_1)2[(1+|r|) +4]dt = CI(k).
Hence, for any k € {0, 1, ..., m}

1
A, (k) < 221 1<2’ 1+ CIk).

Using Lemma 2.1, and the fact that

1+|§|2 >3 Lif |€] > 1, we obtain:

a0 j(dé) EF 1y,
A= /s R Ty 2 e

forall k € {0, 1, ..., m}. From the last two relations, we conclude that:

1 1
5c,“)l(k <2 P i), Vke{o.1,...,m}, (2.52)
CH

or equivalently, I (k — 1) < ap1® + bI(k), for all k € {0, 1, ..., m}. Relation
(2.49) follows by recursion. O
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Remark 2.17 In the previous argument, the recursion relation (2.52) uses the fact
that k is non-negative (see the estimate of A/ (k)). Therefore, the “last” index k for
which this relation remains true (counting downwards from m) is k = 0, leading us
to the conclusion that flélzl |E|7CH+D 1 (dE) < oo, if It(z) < o0.

Theorem 2.8 The stochastic wave equation (2.35) admits a unique mild solution
(u(t, X))se0,71,xerd if and only if

1 H+}
/Rd<1+|5|2> pd8) = oo 259

Proof To have that g, € HP we need in particular to have I; < oo for all > 0
(see [14] for more details), where

t t
L=y / / / Faontt, E Fgm @ )@l — v dudvp(de),
rRd Jo Jo
and Elu(t, ) = g |2yp = &r. Since Fery (. )(&) = e 5 FGrtt —u, I(E).

t t
I=an /R ,, /O /0 FG 1w, ) FC @ 0@ — v 2 dudvop(ds).

Using (2.37), we obtain:

I, = H/Rd |(;|1§)/ / sin u|$| sin v|$|)| v|2H72dudv.

We split the integral u(d§) into two parts, corresponding to the regions {|£]| < 1}

and {|&| > 1}. We denote the respective integrals by I,(l) and It(2). Since the inte-

grand is non-negative I; < oo if and only if I,(l) < oo and I,(Z) <00

The fact that condition (2.53) is sufficient for I; < oo follows by Proposi-
tion 2.13. The necessity follows by Proposition 2.14 (using Remark 2.18). U

Remark 2.18 Condition (2.53) is equivalent to

1
d d d
/ms]“( £)<oo an /gm ) < oo.

Corollary 2.7

(1) Let f(x) = ya,d|x|_(d_°‘) be the Riesz kernel of order « € (0,d). Then u(d€) =
|E17%d& and (2.53) is equivalent toa > d —2H — 1.

(i) Let f(x) = vy fooo w@=/2=1=w =X /4w) g, be the Bessel kernel of order
o > 0. Then w(d&) = (141&1%)~%? and (2.53) is equivalent too > d —2H — 1.

The solution to the wave equation is also self-similar.
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Proposition 2.15 Fix x € R? and assume (2.53). Then the process (u(t,x),t > 0)
defined by (2.45) is self-similar of order

d—o

H+1-—

Proof The covariance of u can be expressed as

t s
Eu(t,x)u(s,x):a(H)/ du/ dv|u—v|2H_2
0 0

sin((r — w)|§]) sin((s —v)[§])
1€ €]

This easily implies the conclusion by a standard change of variables. g

x | dg H
Rd

Remark 2.19 Note that the self-similarity index

d—uo

H+1-
is positive under condition (2.53).
Assume in the sequel that the spatial covariance of the noise W is given by the

Riesz kernel under the form (2.40). Note that in this case condition (2.53) is equiv-
alent to

Be(0,dAQH+1)). (2.54)

Remark 2.20 Since H > % and so 2H + 1 € (2, 3), for dimension d = 1, 2 we have
B € (0,d) while for d > 3 we have 8 € (0,2H + 1).

Remark 2.21 As a consequence of Exercise 1.13 we deduce the following:

(i) For any x > 0 the quantity f(;c v =2 cos(v)(x — v)dv is positive (it is the sum

of two norms).
(i1) Foreverya,beR,a <b

b—a
I f1wab ||2 <20y dvcos(v)UZH_z(b—a—v).
(a,b) Il
0
(iii) Foreverya,beR,a <b
b—a
I f Liapy I3 = 20t cos(a + b)/ dvv* =2 sin(b — a — v).
0

Proposition 2.16 Assume that

Be(2H —1,d AQH +1)). (2.55)
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Letty, M > 0 and fix x € [-M, M]d. Then there exist positive constants c1, ¢ Such
that for every s, t € [ty, T]

_ 2 _
c1|t—s|2H‘H ﬁfE’u(t,x)—u(s,x)‘ 502|t—s|2H‘H B,

Proof Let h > 0 and let us estimate the L2(§2)-norm of the increment u (¢ + h, x) —
u(t, x). Splitting the interval [0, + k] into the intervals [0, ¢] and [¢, ¢ 4 A], and
using the inequality |a + b|* < 2(a* + b?%), we obtain:
2 2 2
Elu(t+h,x) —u@t,x)|" < 2{||(gr+nx — &) 1j0.1 ”HP + I gitnx e+nllp)
:2[ELi(h) + Ex()]. (2.56)

The first summand can be handled in the following way.

t t
Ev(h) = a 2) ™ /R ) /0 fo dvdvlu — v 2 F (g — g, )(E)

X F(&r4hx — &) (0, ) (&)

— ap(2r) / (d8)
]Rd

t t
xf / dudvlu — v [FGi(u+h, ) (&) — FGiu,)()]
0 JO

x FGi(v+h,)E) - FGi(v,-)(E)
t t
=ozH(27r)_d/ / dudvlu — v/ 21,
0 JO

where

I, — fRd,L(ds)[fGl(u +h,)E) — FG1(u, )(©)]

x [FGi(v+h,)(E) — FGi(v, ) ()]

_ (sin((u + h)|&]) — sin(u|&])) (sin((v + h)|&[) — sin(v|&]))
= | wu(d§) .
Re €] €]

Using trigonometric identities we obtain

t ot - hlE] 2
El,t(h)ZOlH/ / dudv|u—v|2H—2/ M(dg)sm( 22) cos<(2u+h)|$|)
070 R 13 2

<(2U+h)|§|>
cos[ —————

2
e d§ 2

=c-ay dudv|u—v|2H—2/ — > __sin(h|&|
/0 /0 Rrd |E|47A+2 (hig1)
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X cos((2u + h)|& |) cos((2v + h)|€|),
and by making the change of variables u = Qu + h)|&|, v = Qv + h)|&],

dé§ ‘ 2
Eyi(h)=c-an /Rd EjpIATE sin(h|£])

t+h)|E] pQr+h)|E] oH—2
x/ / dudv|u — v|“" ~“cosucosv
hlg| hg|

d§ . 2 2
ZC/HVWSI (R1E1) [cosO) Lmier,r-+mien |3 (2:57)
and using Exercise 1.13,

El (W) =c -« / d—gsin(h|§|)2 x |:/2t|E|COS(U)U2H_2(2t|§| ~o)dv
Lty = H Rd |E[d—BT2HT2 0

21|

+cos (21§ + 2] /O v (sin (21| — v))]

B d& (gD > 21l 2H-2,
=c-ay Rd|‘§|d_ﬁWsm( IE1)" x | 2t]€] A cos(v)v v

e
—sin(2e€]) (20180) " " + @H - 1)/ sin()v2 -2y
0

218
+cos(2t|g:|+2h|g|)f v 2 (sin(2¢]& | —v))] (2.58)
0

where we use integration by parts. By Remark 2.21, point (ii) we have the upper
bound

Ei;(h)<c-«a diésin(hléfl)2
L) = H pd |E|d—BT2HT2

)2H—1

28|
x [2z|g|/ cos()v** ~2dv — sin(2t£]) (2t £
0

21|&|
+ (2H — 1)/ sin(v)UZH_zdv:|.
0

We will treat the three summands above separately. For the first one,

dé§ : 2 2l 2H-2
Ad WS]H(’“%‘D 2t|%‘|‘/(; COS(U)U dv
2t1€]

d§ . 2 [ " 2H-2
A%d Wﬂ (1€1) /(; cos(v)v*dv

_ ct’Hh2H+1—/S
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2E]

_ d& ) 2 W _
2H+1-p 2H—2
<crph /Rd A sin(|£]) ‘/o cos(v)v dv

< Ct’Hh2H+lfﬂ
using condition (2.54) and the fact that the integral fo cos(v)v dv is conver-

gent (this implies that the function x € [0, c0) — fox cos(v)v2H~2dv admits a limit
at infinity and is therefore bounded). On the other hand

4 _
/Rd WSin(hlél)zsin(zﬂf|)(2’|5')2H 1
d 2
— e3P /Rd W%Sinﬂa)zsin(—tf')
- de . . (2t]§]
=™ [ gsnti)sn( %)

: dg oo (€]
3-p s
o f|g|>1 g—ps (81 S‘“( h )

The second part over the region |&| > 1 is bounded by ch>~# simply by majorizing
sine by one. The second integral has a singularity for || close to zero. Using the
fact that sin(x) < x for all x > 0, we will bound it above by

_ dg | , (e
3-p _dg 2]
" /$|<1 |&|d—B+3 sin(&1) sm( , >
= c,h3*/3/ digl%lz sin<¥>
|

g<1 |E]97AF3
|d—/3+2H—1

< ¢ h?HH1=P f ds
le1<1 1§

2-2H 2H-1

. (ZII-’EI)
sin[ ——
h

where we bounded |sin(%)|2’”’ by ¢; (||~ 1)272H and |sin($)|2ﬂ’] by 1.
The last integral is finite since 8 > 2H — 1 (assumption (2.55)).
Finally

d§ . S 2H-2
-A;d Ww sm(hlél) /(‘) SIH(U)U dv
2]

_ dé . 2 [T _
_ 1,2H+2—-8 % 2H-2
=h /]Rd e sin(|€]) /() sin(v)v dv

28]

_ de s )
= ﬂ/ 1e[d—pr2a+2 S0 / sin(m)v2H 24y
g<1 [E]A2HT2 (I£1) i )



68 2 Solutions to the Linear Stochastic Heat and Wave Equation

2]

+ AR / sin(|€])° / " sin)v?H 2y
0

IE|>1 |E|d—ﬂ+2H+2
21l§]

d h
< p2H+2-p [ 45 He / Isin v|v?H 2dv
| 0

£l<1 |E|dﬂ‘}+2H+2

d&
+h2H+2—ﬂ/
=1 |E[9PT2HA2 [y

2]
h

sin(v)v12dv. (2.59)

Again using the fact that fooo sin(v)v2f ~2dv it is convergent it is easy to see that
the integral over the region |£| > 1 is bounded by ¢,h2+>=F _ For the integral over
|€] < 1 we make the change of variables v = ”é—h and we get

_ s (| (vl
3-8 vist
" /g|51 |§|d_ﬂ+1/0 sm( h )
_ d§ A (vlE]

_ 3-8 2510
=l /|s|§1 |§'|d_ﬂ+1/0 sm( h )

Scth2h+lfﬁ/ %’
jel<1 |§|4—AT2H=

v2H72dv

2-2H 2H—1

v2H—2dv

sin(ﬁ)
h

where we have made the same considerations as for the second summand in the
decomposition of E; ;(h). In this way, we obtain the upper bound for the summand
Eq,:(h) in (2.56)

Ey(h) < Ch*HHI=P, (2.60)
We now study the term E5(h) in (2.56) (the notation E>(h) instead of E ,(h)

is due to the fact that it does not depend on ¢, see below). Using successively the

change of variables & = 7, v = ; in the integral dudv and £ = h& in the integral

d&, the summand E»(h) can be written as

t+h  pt+h
Ez(h)=0m/ / / FGi(t+h—u,-)E)
Rd J¢ t

x FG1(t+h—v,)&E)|u —v|* 2dudvp(d§)

h ph
:aH/;@d “éd'f)/o /O sin(u[€) sin(v]€])[u — v|*# dudv
1 1
=aHh2H/ “l(;f)/ f sin(u|&|h) sin(v|&|h)|u — v[** “2dudv
R4 0 JO

1 1
:aHhZH”—ﬂ/ “(ds)/ f sin(u|&|) sin(v|€)|u — v[*# ~2dudv.
0 JO

R 512
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Let us use the following notation:

OH

1§

By Proposition 2.13 the term

t t
//sin(u|g|)sin(v|g|)|u—v|2”*2dudv, te[0,T].&£ eRY.
o (2.61)

Ni(§) =

1 1
Ni(§) = E—|”’2fo /0 sin(u[£() sin(v|& ) |u — v|*? ~2dudv

satisfies the inequality

| H+1/2
Nl(é)SCH<T|E|2) ,

with Cy a positive constant not depending on #. Consequently the term E;(h) is
bounded by

Ey(h) < Ch?H+2-F / ( !
ra \ 1+ £
and this is clearly finite due to (2.53). Relations (2.60) and (2.62) give the first part
of the conclusion.
Let us analyze now the lower bound of the increments of u (¢, x) with respect to
the variable t. Let h > 0, x € [— M, M]d and t € [tg, T] such that t + h € [tp, T'].
From the decomposition

H+}
) n(d§) (2.62)

2 2
E’M(t +h,x) —u(t, x)’ = H (8r+n.x — &) 1[0.1] HHP + 18e+hx Lt r+h) ||%.[73
+ 2((&r+hx = &) 10,01 Grrhox Lo+l 3yp

we immediately obtain, since the second summand on the right-hand side is positive,

Elu(t +h,x) —u(t. 0" = [ @rsnr — 8.0l
+ 2((8rthx — &) 110,01 Gt L4 )gyp
= Ey;(h) + E3,(h).
We can assume, without any loss of the generality, that t = % Let E, ! (h) :=E(h).
We first prove that
Ei(h) > ch?HF1=8 _ /p2H+2-p (2.63)

for h small enough. Recall that we have an exact expression for E1(h) (see (2.58)).
Indeed,

d§ .
Bt = /Rd |7 P22 sin(h[&1)° |cos() Ll nie 41 [ 34



70 2 Solutions to the Linear Stochastic Heat and Wave Equation

dé . 2
=ay /Rd stm(hm)

A+mgl pA+h)E] 2H—2
x/ / dudv|u — v| H=2cosucosv
hig| hg|

d§ .
:aH‘/]Rd WSIH(/’”&DQ

&1 rI&]
x/ / dudv cos(u + h|[) cos(v + h|&[)u — v|*F 2.
o Jo

By the trigonometric formula cos(x 4 y) = cos(x) cos(y) — sin(x) sin(y) we have
d§ . 2
Ei(h) = an /Rd e sin(h|£])

&l rIE]
X I:cos(h|f;‘|)2/ / dudv cosucosv|u —1)|2H—2
o Jo
&l &l
—25in(h|§|)cos(h|$|)/ / dudvsinu cosvlu — v|* 72
o Jo

&l pl&l
+ sin(h|$|)2/ / dudvsinu sinv|u — vle_z]
o Jo
=A+B+C.

We will neglect the first term since it is positive. We will bound the second term
above by ch?1+2=F Again using trigonometric identities, Exercise 1.14 (used at
the third line below), and the change of variables v = u — v we have

€l plgl
—25in(h|$|)cos(h|§|)/ f dudvsinu cosv|u — v|2H—2
0 0
€l rlgl
= —sin(hl£]) cos(h|§|)/ f dudv(sin(u + v) + sin(u — v))[u — v|*7 =2
0 0
€l plél
= —sin(hl£]) cos(h|.§|)f f dudv sin(u + v)|u — v|?# 2
0 0

l&|
= c-sin(h|&]) cos(hl£]) / v 72 (cos(2/€| — v) — cos(v))dv
0
and thus

B=c-ay /Rd m’;;% Sin(h|$|)2sin(h|5|)cos(h|§|)

€]
X / vzH—z(cos(2|é‘| — v) — cos(v))dv
0
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d
=—c-ay A{d W% sin(h|§|)scos(h|§|) sin(|€])
€]
x/ v 2sin(|&| — v)dv
0
_ 3 . 3 .
=—C-U0y /1;1 W Sln(l’l|§|) COS(h|§|) Sll’l(lgl)
€]
x/ v =2 (sin(|€]) cos(v) — cos(|&]) sin(v))dv
0
_ dé§ . 3 .
=—C- -0y i W Sln(l’l|€|) COS(/’l|€|) Sln(|§'|)
€]
X <sin(|§|)f0 vZH_zcos(v)dv—cos(|$|)/0
d§ : 3 .
=—c-ay -/S<1 |éld_ﬁwsm(hlﬂ) cos(h|€])sin(|£])
€]
X <sin(|§|)f0 v2H—2cos(v)dv—cos(|§|)/0
d§ . 3 .
—c-ay /|;>1Wsm(h|é|) cos(h|€)sin(J€])

&1
x (sin(|§|)/0 v2H-2c0s(v)dv—cos(|§|)/0

€]
p2H=2 sin(v)dv)

&1
p2H=2 sin(v)dv)

€]
p2H=2 sin(v)dv) .

Taking the absolute value we see that the part over the set |£| < 1 is bounded by ch?
simply by majorizing sin(|&|) by h|&|, cos(h|&]) sin(|€]) by one, and

&1 €]
sin(|f;‘|)/O vszzcos(v)dv—cosﬂEl)/o V22 gin(v)dv

by a constant. For the part over the region |£| > 1 we again bound the last expression
by a constant and we use the change of variables £ = h&. This part will by bounded
by

d
we /s>h Wlsin(w%os(lél) sin(|§1/5)]

_ d§ . 3
§h2H+2 ﬂ/Rd thm(ED |

< ch2H+2-8



72 2 Solutions to the Linear Stochastic Heat and Wave Equation

since the last integral is convergent at infinity by bounding sine by one and at zero
by bounding sin(x) by x and using the assumption 8 > 2H — 1. Therefore

B < ch*+>F, (2.64)
‘We now bound the summand C below. In this summand the H norm of the sine

function appears and this has been analyzed in [14]. We have, after the change of

variables it = &, 0 = &
Hk Hk

1 1
C=ay Ad Iélf% sin(h|g|)4f0 /0 sin(ul£]) sin(v|€])lu — v|*2dudv

dé . 4 ! ! . . O 2H-2
ZaH/|g>1—|§|dﬂ+zsm(h|$|) /0 /0 s1n(u|.§|)sm(v|$|)|u v| dudv.

We will use the proof of Proposition 2.14. For & small, we will have that

C >aH/ d—gsin(h|s|)4i/1/1sin(u|g|)sin(v|g|)|u—v|2H—2dudv
7 gz 1819 512 Jo Jo

dé¢ . 4 1
> of /lSlengﬁsm(hm) |§|27H+1

_ dé . 4
_ 2H+1-8
=ayh /|:§|>h 7@(17}%2}”] sm(|§|)
_ dé . 4
2H+1-8
2?0 [ ()
=c-agh*f+1-# (2.65)

Relations (2.64) and (2.65) imply (2.63). Now, from relation (2.63), for every
to <s <t < T with s, t close enough

Ei(t—s) > c(t — §)2HAI=B _ (f — g)2HA2F > g(t — 5)2H+1-B

if |t — 5| < 5. To extend the above inequality to arbitrary values of [t — s|, we
proceed as in [64], proof of Proposition 4.1. Notice that the function g(¢, s, x, y) :=
Elu(t,x) — u(s, )c)|2 is positive and continuous with respect to all its arguments
and therefore it is bounded below on the set {(z, s, x, y) € [tg, T1* x [-M, M1*%;
|t — s| > ¢} by a constant depending on ¢ > 0. Hence for | — s| > % it also holds
that

E\(t —s)>cilt —s*HH1F,
On the other hand, from (2.57) and (2.62) and the Cauchy-Schwarz inequality,
we obtain

E3(h) = ((8r4hx — 8.0 10,01 ethox Vrirh)) 3y
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= H (&r+n,x — &) 10,1 ”7—[73 I gt-+rx Liet+m 1P
< ch 2H-;l—/3+2H-;2—,‘3'

Consequently,

2H+1-B | 2H+2-8
2 p)

E|u(t +h, x) —u(t, x)|* = CR*H+1=F _C'h +

and this implies that for every s, ¢ € [tp, T] and x € [-M, M]d

1
C C\?
E|u(t, x) —u(s, »)|* > E|t—s|2H+1_ﬁ if|r —s| < <ﬁ> :

Similarly as above, the previous inequality can be extended to arbitrary values of
s,t €, T O

Proposition 2.16 implies the following Holder property for the solution to (2.35).

Corollary 2.8 Assume (2.55). Then for every x € R? the application

t—u(t,x)
. . . 2H+1-8
is almost surely Holder continuous of order § € (0, =——5—).

Proof This is consequence of the relations (2.57) and (2.62) in the proof of Propo-
sition 2.16 and of the fact that « is Gaussian. O

Let us make some remarks on the result in Proposition 2.16.

Remark 2.22

e Following the proof of Theorem 5.1 in [63] we can show that the mapping t —

u(t, x) is not Holder continuous of order M

e When H is close to % we retrieve the regularity in time of the solution to the wave
equation with white noise in time (see [63, 64]).

2.8 Bibliographical Notes

The study of stochastic partial differential equations (SPDEs) driven by a Gaus-
sian noise which is white in time and has a non-trivial correlation structure in space
(called “color”) now constitutes a classical line of research. These equations repre-
sent an alternative to the standard SPDEs driven by a space-time white noise. A first
step in this direction was made in [60], where the authors identify the necessary and
sufficient conditions for the existence of the solution to the stochastic wave equa-
tion (in spatial dimension d = 2), in the space of real-valued stochastic processes.
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The fundamental reference in this area is Dalang’s seminal article [59], in which
the author gives the necessary and sufficient conditions under which various SPDEs
with a white-colored noise (e.g. the wave equation, the damped heat equation, the
heat equation) have a process solution, in arbitrary spatial dimension. The meth-
ods used in this article exploit the temporal martingale structure of the noise, and
cannot be applied when the noise is “colored” in time. Other related references are,
among others: [61, 120, 143, 190] and [62]. The development of stochastic calcu-
lus with respect to fractional Brownian motion naturally led to the study of SPDEs
driven by this Gaussian process. The motivation comes from the wide area of appli-
cations of fBm. We refer, among other references, to [84, 119, 139, 150] and [170]
for theoretical studies of SPDEs driven by fBm and to [51] or [140] for the sample
paths properties of the solution. To list only a few examples of the appearance of
fractional noises in practical situations, we mention [103] for biophysics, [25] for
financial time series, [66] for electrical engineering, and [42] for physics.

2.9 Exercises

Exercise 2.1 Let u be the solution of the heat equation with space-time white noise.
Show that there exist two positive constants C, C» such that for every s, ¢ € [0, T']

1 1
Cilt — 5|7 <E|u(t, x) —us, y)|* < Calt —s]2.
Study the variations of this process.
Hint Use the fact that u has the same law as a bi-fBm, modulo a constant.

Exercise 2.2 ([51]) Let u be the solution of the fractional-(Riesz) colored wave
equation. Let us denote by A the following metric on [0, T'] x R?

A, x); (s, 9)) =1t —s[PHHIF 4 |x — y2HH16, (2.66)

Fix M > 0 and assume (2.55). Prove that for every t,s € [f9, T] and x,y €
[—M, M1 there exist positive constants Cy, C> such that

CiA((t,x); (s, ) <E|u(t, x) — u(s, y)|2 < CA((t,x); (s, y)).

Exercise 2.3 ([13]) Consider the linear heat equation with white-colored noise
where the spatial covariance is given by the heat kernel (Example 2.4) or by the
Poisson kernel (Example 2.3). Give the necessary and sufficient conditions in terms
of d and « for the existence of the solution.

Exercise 2.4 Consider the linear heat equation with white-colored noise where the

spatial covariance is given by the Riesz or Bessel kernel. Prove that the solution is

Holder continuous with respect to time of order 0 < § < % — d%“.
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Exercise 2.5 Consider the Gaussian processes with covariances given by (2.27) and
(2.28) respectively. Prove that these processes are self-similar and give the self-
similarity order.

Exercise 2.6 Consider the heat equation with fractional-colored noise and spatial
covariance given by a kernel f. If f is the heat kernel of order «, or the Poisson
kernel of order «, then prove that the solution exists forany H > 1/2 and d > 1.

Exercise 2.7 Let f be the Riesz kernel of order « € (0, d), and set

|T|_(2H_1)

R (72— 1)?

h=ay [ deiee [72(1.7) + g2(&l. 2) e

with f;, g; given by (2.46).

1. Show that
—QH-1) 00 (et o 2
T SINTAf — T SInAt
I; =2apycy | |2 3 (/ ( 5 ) 2%
R (z=—1) 0 A
% (cos TAt — cosAr)?
+ ( ) A7),

0 12

where 0 =a+1—d+2H > 0.
2. If 6 < 1, show that the two integrals d\ can be expressed in terms of the covari-
ance functions of the odd and even parts of the fBm (see [70]).

Exercise 2.8 Consider f(x) = [T, (am |x;*"=2) with H; > 1/2 for all i =

1,....d.

1. Prove that f is the Fourier transform of the measure u(d¢) = ]—[le(cH,. X
|& |~ 2Hi=D),

2. Prove that (2.53) is equivalent to Zflzl RH; —1)>d—-2H — 1.

Hint This can be seen by using the change of variables to polar coordinates.
Exercise 2.9 Prove that the solutions to the heat and wave equation with white or

fractional noise in time and with white or colored noise in space are all continuous
with respect to the space variable.
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