Chapter 2
Literature Survey

One of the most important reasons for using NoC architectures is their promise for
scalability [15, 41, 60, 64, 148]. Several books provide an introduction to the NoC
concept and discuss various research issues [50, 76, 87, 107, 125], while an
exhaustive list of references can be found in some NoC bibliographies available
on-line [121, 127]. Likewise, a comprehensive introduction to NoCs and existing
design practices is presented in [21]. In what follows, we provide a systematic
literature review which is structured along the lines discussed in [105].

2.1 Application Modeling and Optimization
for NoC Communication

2.1.1 Traffic Models

Traffic models refer to the mathematical characterization of workloads generated
by various classes of applications. With network performance being highly
dependent on the actual traffic, it is obvious that accurate traffic models are needed
for a thorough understanding of the huge design space of network topologies,
protocols, and implementations. Since implementing real applications is time-
consuming and lacks flexibility, such analytical models can be used instead to
evaluate the network performance early in the design process.

Traffic characteristics have been long recognized as playing a major part in
multicore systems design. For instance, in [171] the authors introduce an analytical
traffic model based on identifying self-similar effects in multimedia traffic. These
effects have important consequences for the design of on-chip multimedia systems
since self-similar processes have properties which are completely different from
traditional short-range dependent or Markovian processes that have been tradi-
tionally used in system-level analyses. Later, the authors in [160] derive a com-
prehensive traffic model for NoCs which exposes both spatial and temporal
dimensions of traffic via three statistical parameters: hop count, burstiness, and
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packet injection distribution. Interestingly enough, it has been subsequently
reported that even the traffic generated by programmable cores consists of multiple
program phases which exhibit the same type of self-similar behavior [145].

It should be noted, however, that the research in this area is still behind due to
the lack of a widely accepted set of NoC benchmarks. This situation has two
primary reasons. First, the applications suitable for NoC platforms are typically
very complex. For instance, it is common for applications to be partitioned among
tens of processes (or more) in order to allow for evaluations of scheduling,
mapping, etc. For general purpose chip multiprocessors (CMPs), benchmarks such
as SPLASH, originally designed for shared-memory multiprocessors, may be used
but it is, however, unclear how effectively such benchmarks can actually stress the
NoCs. Second, compared to traditional research areas like physical design where
the design constraints are static (e.g., the aspect ratio of the blocks, number of
wires between different blocks, etc.), the NoC research requires detailed infor-
mation about the dynamic behavior of the system; this is hard to obtain even using
detailed simulation or prototyping. As a result, most researchers and designers still
rely on synthetic traffic patterns such as uniform random, bit-permutation traffic, to
stress-test a network design [40, 90]. A first step towards a unified approach for
embedded platforms has been made recently via the OCP-IP benchmarking ini-
tiative [58]. Similarly, there have been initial steps towards releasing parallel
benchmarks targeting the future CMPs [19]. Such initiatives can certainly boost
the research progress in this area. However, there needs to be more research aimed
at developing accurate traffic models, as well as in-depth studies that project the
NoC traffic for emerging workloads.

2.1.2 Application Mapping

Applications are typically described as a set of concurrent tasks that have been
already assigned and scheduled onto a set of selected IP cores. The mapping
problem for NoCs is to decide how to topologically place the selected set of cores
onto the PEs of the network, such that some metrics of interest are optimized. We
note that PE simply means a placeholder connected to one of the network routers.
In other words, “mapping” here means determining which IP core connects to
which router in the network; this, obviously, greatly impacts both performance and
energy consumption of the NoC.

The mapping problem for NoCs has been first addressed by the authors of [68],
where a branch and bound algorithm is proposed to map a given set of IP cores
onto a regular NoC architecture such that the total communication energy is
minimized. At the same time, the performance of the resulting communication
system is guaranteed to satisfy the specified design constraints through bandwidth
reservation. Follow-up work considered the mapping problem with increased path
diversity [113] as well as additional latency constraints [162]. Likewise, a multi-
objective mapping algorithm that finds the Pareto mappings with optimum
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performance and power consumption is presented in [7]. Improving upon these
studies, the authors in [62] propose a more general, unified approach for appli-
cation mapping and routing path selection which considers both best effort and
guaranteed service traffic.

One key component needed to solve the application mapping problem is the
analytical model used for solution evaluation. For instance, if the goal is commu-
nication energy minimization, an accurate energy model is crucial. We note that
many mapping algorithms use (directly or indirectly) the average packet hop count
as a cost function, by relating the average number of packet hops to the commu-
nication energy consumption [71] or communication cost [162]. Along the same
lines, effective performance models (such as those discussed in Chap. 5) are needed.
When PEs have different sizes, the communication latency and power consumption
per unit of data exchanged between any two neighboring routers may differ sig-
nificantly. Therefore, embedding floorplanning information within the mapping
loop becomes necessary to get more accurate energy/latency estimates [112].

With increasing level of programmability, MPSoCs are used under multiple use
case scenarios. Hence, it becomes necessary to allocate the NoC resources based
on different communication requirements (i.e., bandwidth and latency) and traffic
patterns that characterize various use cases [116]. By the same token, with ever
increasing power density and cooling costs, it is important to reduce or eliminate
the potential hotspots and have a thermally-balanced design [73]. Finally, efficient
techniques for run-time mapping and management of applications are needed.
Towards this end, software development and code placement for embedded
multiprocessors are discussed in [54]. Similarly, for applications launched
dynamically, run-time mechanisms for mapping [3, 37] and/or migrating [17] are
needed. Since execution time and arrival order of applications are not known a
priori, finding optimal solutions is difficult and remains a big challenge.

2.1.3 Application Scheduling

Another important problem in NoC design is communication and task scheduling.
Although scheduling is a traditional topic in computer science, most previous work
focuses on maximizing performance [139, 176]. More recently, energy-aware
scheduling techniques for hard real-time [59, 146, 156] and distributed [99, 109]
systems have also been introduced, but they address only the bus-based or P2P
communication. Without taking into consideration the network congestion which
may change dynamically during tasks execution, such techniques cannot be
directly applied to NoC scheduling. We note that mapping and scheduling prob-
lems can be considered jointly. However, finding the optimum solution remains an
open problem due to its complexity.

Communication and task scheduling for NoCs is addressed in [69] where the
authors present a scheduling algorithm which minimizes the overall energy con-
sumption of the system while guaranteeing the real-time deadlines imposed on
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tasks. Likewise, scheduling and arbitration policy for NoCs that use code division
multiple access protocol is presented in [81].

Capturing the dynamic system behavior, i.e., the change system behavior due to
the incoming and completed applications, is also important. To this end, the work
in [140] models the applications as a set of independent jobs and presents exact
timing models that capture both computation and communication of a job. Simi-
larly, the work in [165] extends the NoC scheduling to consider multiple use case
scenarios, hence communication patterns. By allowing the bandwidth to be shared
among multiple communication scenarios, a better resource utilization of the NoC
is obtained.

It should be also noted that dynamic voltage frequency scaling (DVFS) can be
used in conjunction with scheduling in order to minimize the overall energy
consumption. Such techniques have been proposed in the past for both bus- [59,
146] and NoC-based communication [155]. In these approaches, voltage scaling is
applied to tasks and/or communication to minimize the power consumption, while
accounting for the DVS overhead and satisfying the application deadlines.

We note that although we discuss here the mapping and scheduling problems
separately, they can also represent a joint optimization problem. However, since
they are both very hard problems to solve, such an integrated approach remains an
open problem. This is particularly challenging for NoCs since communication
delay is difficult to estimate and so deriving accurate models that can be used to
guarantee hard deadlines is a huge problem by itself.

2.2 Communication Paradigm
2.2.1 Packet Routing

Given an underlying topology, the routing protocol determines the actual route
taken by a message. The routing protocol is important as it impacts all network
metrics, namely, latency (as the hop count is directly affected by the actual route),
throughput (as congestion depends on the ability of the routing protocol to load
balance), power dissipation (as each hop incurs a router energy overhead), QoS (as
routing can be used to channel different message flows along distinct paths to
avoid interference) and finally reliability (as the routing protocol needs to choose
routes that avoid faults).

Routing has been extensively studied in classical interconnection networks,
many of which have been leveraged in on-chip networks. One example is the
dimension-ordered routing which routes packets in one dimension, then moves on
to the next dimension, until the final destination is reached. While such a technique
is very popular due to its simplicity, adaptive routing techniques (e.g., turn model
routing, planar adaptive routing [40, 47]) can provide better throughput and fault
tolerance by allowing alternative paths depending on the network congestion and
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run-time faults. Oblivious routing algorithms which generate routes without any
knowledge of traffic have also been extensively studied in the context of classical
interconnection networks [147] and can be relevant to on-chip networks due to
their low overhead [169].

New routing protocols have also been investigated specifically for NoCs. For
instance, deflective routing in [119] routes packets to one of the free output
channels belonging to a minimal path; if this is not possible, then packets are
misrouted. Techniques have been also proposed to dynamically switch between
deterministic and adaptive routing to exploit the trade-off between them [70].

Application-specific customization of routing protocols [71, 113] and techniques
to provide low overhead routing algorithms with high path diversity [1, 114] have
been explored. With NoCs being increasingly concerned with power, thermal and
reliability issues, there exists recent work proposing thermal- [151], and reliability-
aware [103] routing algorithms.

While some existing research into routing algorithms for off-chip intercon-
nection networks can be leveraged for NoCs, the significantly different constraints
of on-chip implementations lead to new challenges. First, the ultra-low latencies
[56] and very high frequencies [170] of some NoCs make it difficult to incorporate
sophisticated routing algorithms such as adaptive routing. The tight power con-
straints and reliability issues also lead to challenges in power-aware and fault-
tolerant routing. With static topology irregularity, it is difficult to find minimal
routes that can avoid deadlock and livelock situations (e.g., [30]). This is a
research direction that needs more attention in the future. Relying on dimension-
ordered routing as the escape routing function in irregular topologies becomes
difficult and implementations typically require tables that incur delay, area, and
power overheads [26]. To date, the vast majority of NoC routing solutions have
focused on unicast traffic, that is, sending from one PE to another. Support for on-
chip multicast [49] needs to be considered too, with emphasis on lightweight
solutions such that the tight on-chip constraints can be met.

2.2.2 Switching Techniques

Switching, also called flow control,' governs the way in which messages are
forwarded through the network. Typically, the messages are broken down into flow
control units (flits) which represent the smallest unit of flow control. The switching
algorithm then determines if and when flits should be buffered, forwarded, or
simply dropped [40, 47]. As a result, the switching algorithm has the most direct
impact on router microarchitecture and pipeline.

! The two terms “switching” and “flow control” have been used interchangeably in leading NoC
texts [40, 47, 107].
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Among the commonly used switching techniques in interconnection networks,
wormhole switching seems the most promising for NoCs due to the limited
availability of buffering resources and tight latency requirements. Virtual channels
[42] are widely used in off-chip interconnection networks and are naturally
adopted for NoC design to improve network bandwidth and tackle deadlock.
However, as the design requirements change dramatically, the underlying substrate
presents new opportunities for designing flow control algorithms.

Early work on NoC flow control aggressively drives down the router delay to a
single cycle, through static compiler scheduling of network switching operations
[168], dedicated look-ahead signals for setting up the switch ahead of time [56], by
speculatively allocating resources to move the latency associated with resource
allocation and multiplexing off the critical path at low traffic loads [111, 135], or
through advanced reservation of resources [134]. While most studies focus on
packet switching, several papers investigate the potential of circuit switching and
time division multiplexing, to reduce the arbitration and buffering overheads of
packet-switched routers [48, 62, 174].

Several techniques tackle NoC throughput such as dynamically varying the
number of virtual channels (VCs) assigned to each port, to better adapt to the
traffic load [117]. Express virtual channels aggressively drive down the router
latency to just link latency, while extending throughput by having VCs that are
statically defined to cross multiple hops [88]. Tackling latency and throughput
simultaneously, layered switching in [98] hybridizes wormhole and cut-through
switching by allocating groups of data words which are larger than flits but smaller
than packets.

There is still a significant latency/throughput gap between the state-of-the-art
NoCs and the ideal interconnect fabric of dedicated wires [88]. This disparity
largely lies in the complex routers necessary at each hop for delivering ultra-low-
latency and/or high bandwidth. In order for NoCs to be an efficient and effective
replacement of dedicated wires as the primary communication fabric, there is a
need for new switching techniques that can obviate this router overhead and truly
deliver the energy-delay-throughput of dedicated wires.

2.2.3 QoS and Congestion Control

Conventional packet-switched NoCs multiplex message flows on links and share
resources among these flows. While this results in high throughput, it also leads to
unpredictable delays per individual message flows. For many applications with
real-time deadlines, this non-determinism can substantially degrade the overall
application performance. Thus, there is a need for research into NoCs that can
provide deterministic bounds for communication delay and throughput.

QoS in NoCs is typically handled through three types of approaches. First,
resources such as VCs can be pre-reserved with a fair mechanism for allocating
resources between different traffic flows [20, 55, 94, 95, 108]. Second, multiple
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priority levels can be supported within the network such that the urgent traffic can
have a higher priority over the regular traffic [13, 25, 63, 104]. Techniques to
ensure global fairness to network hot-spots have been proposed in [93]. Finally,
QoS-aware congestion control algorithms have been proposed to avoid the spikes
in delay when the traffic load approaches saturation by having congestion control
at the network interface regulate traffic and ensure fairness [27, 46, 119, 124].

Future CMPs and MPSoCs impose increasingly more QoS demands on NoCs;
yet, support for QoS has to be extremely light weight. Cache-coherent CMPs
would benefit from NoC being able to preserve the ordering semantics of a bus,
thereby easing consistency support. Being able to provide guarantees on packet
deliveries such as snoop responses will also ease protocol design and lower the
protocol overhead. Both SoCs and CMPs will benefit from NoCs that can support
dynamically defined QoS levels and needs, as well as dynamically defined parti-
tions of the NoC that support different QoS.

Further, it will greatly strengthen the fundamental basis of NoCs to have
research into analytical models that can estimate network latency and/or
throughput for arbitrary traffic patterns, as these can be used to feed into QoS
engines with low implementation overhead.

2.2.4 Power and Thermal Management

Due to concerns on battery lifetime, cooling and thermal budgets, power issues are
at the forefront of NoC design. Seminal work on router power modeling [133]
along with position papers that highlight the importance of NoC power con-
sumption [15, 41] motivated research into low-power NoCs. There has been
research into run-time NoC power management using dynamic voltage scaling on
links [150], as well as shutting links down based on their actual utilization [80,
161]. Globally Asynchronous Locally Synchronous (GALS) approaches to
dynamic voltage and frequency scaling further leverage the existing boundaries
between various clocking domains [14, 126].

Besides average power, peak power control mechanisms for NoCs have also
been explored due to their impact on thermal hotspots [18]. Power and thermal
management are also very tightly related to reliability. An approach for joint power
and reliability management is presented in [159], while error coding schemes for
improved reliability and power consumption are presented in [16, 175].

Thermal dissipation is another metric of interest and mechanisms have been
investigated to control peak power with respect to its impact on thermal dissipation
[73, 151]. To this end, thermally-aware task scheduling for MPSoCs is presented
in [39] and thermal optimization of 3D implementations via task scheduling and
voltage scaling has been studied in [166].

With NoCs facing highly-constrained power envelopes, run-time power man-
agement techniques are needed to reduce peak power consumption so as to avoid
thermal emergencies. Challenges remain in dynamically estimating the thermal
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hotspots as well as dynamic power profile in the presence of high workload
variations. Holistic approaches covering hardware (for estimation and low level
control), firmware (for implementing system level power manager) and operating
system (for application characterization) are needed to tackle this problem.

Another wide open area for research is related to distributed control strategies
for power and thermal management in NoCs. Techniques like [126, 158] are based
on a centralized power manager but perhaps relying only on localized information
may have its own advantages for NoCs; whether or not this is indeed the case
remains to be investigated. It is important to note, again, that the accuracy of the
energy models is crucial for these optimization techniques. Ideally, such models
should target both dynamic and static power dissipation. While there exist pre-
liminary efforts in this direction (e.g., [106] where adaptive body biasing is used to
minimize static energy consumption), more work is needed to achieve practical
solutions.

2.2.5 Reliability and Fault Tolerance

As CMOS technology approaches the nanoscale domain, there is an increasing
need for studying how NoC architectures can tolerate faults and underlying pro-
cess variations. For instance, shrinking transistor sizes, smaller interconnect fea-
tures and higher operating frequencies of current CMOS circuits lead to higher
soft-error rates and an increasing number of timing violations [154]. Moreover, the
combination of smaller devices and voltage scaling in future technologies will
likely result in increased susceptibility to transient faults. Therefore, in order to
reduce the cost of design and verification, the future SoC architectures need to rely
on fault-tolerant approaches.

Fault-tolerant multi-chip interconnection networks have been investigated,
mostly in the areas of fault-tolerant routing or microarchitecture [47]. For NoCs,
one of the earliest fault-tolerant communication approaches is the stochastic
communication described in [23]. This approach is based on probabilistic broad-
cast where packets are forwarded randomly to the neighboring nodes. A theoretical
model explaining the stochastic communication and relating the node coverage to
the underlying properties of a grid topology was also proposed. Similarly, the
studies in [138, 141] explore how NoC routing algorithms can route around faults
and sustain network functionality in the presence of faults.

Researchers have also modeled the interaction between various NoC metrics,
like delay, throughput, power and reliability [52]. Several studies look specifically
into router design and ways to improve the NoC reliability through microarchi-
tectural innovations that go beyond the expensive alternative of having redundant
hardware [6]. The fault tolerance overhead of various flow control techniques is
analyzed in [142]. Similarly, power consumption of link level and end-to-end data
protection in NoCs is analyzed in [75], while energy efficiency of error correction
at the receiver end is studied in [16, 115].
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With devices moving into deep submicron technologies, reliability becomes a
very important issue. However, research into NoC reliability is still in its infancy
and thus realistic fault models that are a good representation of physical realities
for NoCs are needed. Research exploring the trends in soft error rates for com-
binational and sequential logic (e.g., [110, 157]) can potentially be relevant to
router microarchitectures as well. Future work that will critically impact the NoC
power-performance-reliability trade-off includes the cost effectiveness of provid-
ing fault-tolerance, while maintaining suitable levels of fault isolation and
containment.

2.3 Communication Infrastructure
2.3.1 Topology Design

The ability of the network to efficiently disseminate information depends largely
on the underlying topology. Indeed, besides having a paramount effect on the
network bandwidth, latency, throughput, overall area, fault-tolerance and power
consumption, topology plays an important role in designing the routing strategy
and mapping the IP cores to the network.

The simplicity and regularity of mesh structures makes design approaches
based on such a modular topologies very attractive. More precisely, regularity
improves timing closure, reduces dependence on interconnect scalability, and
enables the use of high performance circuits. Typically, one-dimensional topolo-
gies (e.g., ring [136]) and two-dimensional topologies (e.g., mesh and torus [56,
167]) are the default choices for NoC designers. Node clustering to obtain
topologies like the concentrated mesh [9] and hierarchical star [92] is a viable
alternative to amortize the router overhead and reduce latency. Higher-radix net-
works like the flattened butterfly [85] reduce power and latency by reducing the
number of intermediate routers and the wiring complexity over conventional
butterfly but they increase the number of long wires.

Despite the benefits of regular network topologies, customization is also
desirable for several reasons. First, when the size or shape of the cores varies
widely, using regular topologies may waste area. Moreover, for real applications,
the communication requirements of the components can vary widely. Designing
the network to meet the requirements of highly communicating cores results in
under utilization of other components, while designing it for the average case
results in performance bottlenecks. Finally, for application-specific NoCs, a
detailed a priori understanding of the communication workload can be exploited to
fully customize the network topology [65, 122]. For instance, the approach pro-
posed in [137] enables the automatic design of the communication architecture of
a complex system using a library of pre-defined IP components. Similarly, the
work in [164] presents a mixed integer linear programming-based technique for
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NoC topology synthesis with the objective of minimizing the power consumption
subject to performance constraints.

Interestingly enough, the two extreme points in the design space (i.e., com-
pletely regular and fully customized topologies) are not the only possible solutions
for on-chip communication. Indeed, by inducing small world effects, the perfor-
mance of regular topologies can be significantly improved with minimal impact on
area and energy consumption [123]; this idea will be discussed in detail later in
Chap. 6. However, for now it suffices to say that inducing small world effects via
long-range links has a wide applicability as it has been demonstrated by its
extension to on-chip radio-frequency links [33], express virtual channels [88] and
wireless links [132].

Generally speaking, the problem of optimal topology synthesis for a given
application does not have a known theoretical solution. Although the synthesis of
customized architectures is desirable, distorting the regular grid structure leads to
various implementation issues such as complex floorplanning, uneven wire
lengths, etc. Although we have discussed only planar substrates, 3D die stacking
provides the opportunity for higher radix topologies through the use of inter-die
connections [84, 166, 177] and warrants further exploration.

2.3.2 Router Design

The design of a router involves determining the flow control techniques, number of
virtual channels, buffer organization, switch design, pipelining strategy while
adhering to target clock frequency and power budgets. All these issues require
careful design since they have significant impact in terms of performance, power
consumption and area.

The main focus in designing a router is to minimize the latency through it,
while meeting bandwidth requirements. Reservation [134] and speculation [111,
135] can be used to hide the routing and arbitration latencies and achieve a single-
stage router design. Decoupled parallel arbiters and smaller crossbars for row and
column connections can reduce contention probability and reduce latency [83].
Moreover, techniques such as segmented crossbars, cut-through crossbars and
write-through buffers can be used to design low power routers [172].

The impact of the number of VCs on performance varies with the network load.
A lightly loaded network does not need many VCs, whereas a heavily loaded
network does. A virtual channel regulator which dynamically allocates VCs and
buffers according to traffic conditions, thereby reducing total buffering require-
ments and saving area and power, is presented in [117]. Arbitration during VC
allocation is another area of potential optimization. Free virtual channel queues at
each output port can effectively remove the need for VC arbitration by predeter-
mining the order of grants [111].

An efficient algorithm for the buffer size allocation problem is proposed in [72].
The authors derive the blocking rate of each individual channel and then add more
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buffering resources only to the highly utilized channels. Similarly, the properties of
on-chip buffers and gate-level area estimates are studied in [143]. Finally,
advanced circuit-level techniques have been employed to achieve high-speed and
low power operation. For instance, the router presented in [170] employs a double
pumped pipeline stage to interleave alternate data bits using dual edge-triggered
flip-flops; this optimization reduces the crossbar area by 50 %. Similarly, serial on-
chip links, partial crossbar activation, and low energy transmission coding tech-
niques are used in the router design presented in [92].

Tools that enable micro-architecture exploration to trade off latency and
bandwidth of the router against power consumption can help NoC designers make
the right design decisions for particular application requirements. Accurate per-
formance analysis of on-chip routers under arbitrary input traffic and methodol-
ogies for choosing the correct design parameters such as optimal channel width,
buffer depth, pipeline depth, number of VCs for high performance and low power
remain open problems. Finally, energy-efficient routers that can interface a variety
of IP cores designed for legacy communication protocols with minimal perfor-
mance overhead is an important challenge.

2.3.3 Network Channel Design

The links interconnecting the network routers also need to be designed efficiently
in order to consume low power and area. The ideal interconnect should be such
that its performance and cost come close to that of just the network channels (or
links), with the performance delivered and power consumed by the network
channel largely determined by the signaling techniques.

Non-uniform channel capacity allocation is presented in [61] where the traffic is
assumed to be heterogeneous and critical delay requirements vary significantly. In
addition to the effects mentioned above, the choice of W has implications on the
wire sizing and spacing, which affect the channel operating frequency. The
bandwidth of a network channel is given by BW = f;, x W. Hence, bandwidth
cannot be optimized by simply considering f,, and W separately. Pileggi et al. [96]
discuss maximizing channel throughput by controlling the size and spacing of
wires, as well as their number. In [78], the authors discuss a framework for
equalized interconnect design for on-chip networks. The proposed approach finds
the best link design for target throughput, power and area constraints, and enables
architectural optimization for energy-efficiency.

It is also of interest to explore different implementation styles for network links.
For instance, delay-insensitive current mode signaling [118] as well as low-swing,
differential signaling techniques [77] can be used to improve performance and
reduce power.

Alternatives to wire channels present interesting opportunities for future
research. For instance, analog-digital hybrid routing approaches [102], optical
links [120, 149], RF interconnects [33] and wireless links [179] have been
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considered as alternatives to traditional on-chip repeated interconnects, but more
work is needed to make such approaches applicable to real designs.

2.3.4 Floorplanning and Layout Design

Standard tile sizes help controlling the link lengths and ensuring that link delays do
not limit the operating frequency. However, if the size of the network tiles varies
significantly, or irregular topologies are used, the floorplanning step becomes
mandatory. In this case, emphasis needs to be put on the shape and placement of
tiles so as to control the link lengths. Reducing the total interconnect length is also
important for reducing the power dissipation across the links. Another problem is
the placement of special tiles like those connected to peripheral devices (e.g.,
memory controllers, I/0s) so as to minimize the average latency to these devices.
In addition to link length, the goal here is to minimize link area by routing links
over logic or caches as much as possible.

Layout-aware area, power and performance analysis of mesh-based NoCs is
discussed in [130]. Likewise, the authors in [5] present a comparison in terms of
performance, area and power scalability between crossbar designs within a pre-
existing communication fabric and the NoC approach at layout level. Considering
physical layout is also important while solving mapping and topology synthesis
problems. To this end, floorplan aware solutions to these problems are presented in
[112, 163]. We note that the size of the IP cores are assumed to be fixed in the SoC
context. On the other hand, this does not necessarily hold for the CMP context
where one can make trade-off between cache size and interconnect area [89]. For
example, larger private caches can filter traffic and reduce the requirement on the
network, while performance drawback of smaller caches can be mitigated by
higher performance NoCs.

2.3.5 Clocking and Power Distribution

The traditional approach of designing fully synchronous chips with a single global
clock is not attractive anymore due to smaller process geometries, larger wire
delays, higher levels of integration of multiple cores on large dies. The large effort
required for skew control and the significant power consumption of the global
clock call for alternative clocking strategies [12]. Indeed, in addition to multiple
frequencies, different cores can have their own optimal supply voltage to allow for
fine-grain power/performance management.

Strategies such as asynchronous or mesochronous clocking [8, 22, 152] are
alternatives that hold the promise of simplifying timing closure and global clock
distribution. For instance, an approach to minimize the strict skew requirements
without going fully asynchronous using all-in-phase clocking is presented in [153].
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In [22], the authors present a mesochronous clocking strategy that avoids timing
related errors while maintaining globally synchronous system perspective. The 80-
tile teraflop NoC presented in [170] employs phase tolerant mesochronous inter-
faces between the routers with FIFO-based synchronization. Similarly, latency
insensitive or synchronous elastic systems are developed to exploit the inherent
advantages of synchronous design while decoupling the functionality from the
channel delays [29, 38].

The GALS approach has been used with several tile-based multiprocessor
implementations [178]. However, there are extra costs in terms of synchronization
latency and power that need to be considered. Chelcea et al. [35] discuss inter-
facing different clock domains which is essential for implementing globally
asynchronous systems. A systematic comparison between asynchronous and
GALS implementations of an NoC is presented in [152]. The authors conclude that
while the two approaches result in similar silicon area, power consumption and
bandwidth, the asynchronous implementation has a clear advantage in terms of
average packet latency. In [28], the authors propose asynchronous delay insensi-
tive links to support the GALS NoC paradigm. This approach removes the con-
straints on wire propagation delays and enables designing links of any width with
low wire and logic overhead.

Open problems in this area include robust design of clock crossing synchro-
nizers with minimal latency penalty and low power consumption, since locally
generated clocks for GALS SoCs are prone to syncronization failures due to clock
delays [44]. Recent research in resonant clocking shows promise for reducing
power and delivering high performance [32]; however, the use of resonant
clocking with NoCs has yet to be investigated. Also, while controlling NoCs with
multiple voltage-frequency islands has been discussed in [126], techniques that
consider other control objectives such as chip temperature, power consumption,
and nonlinear effects are needed.

2.4 NoC Evaluation and Validation
2.4.1 Analysis and Simulation

Fast and accurate approaches for analyzing critical metrics such as performance,
power consumption or system fault-tolerance are important to guide the design
process. However, in order to be used within an optimization loop or make early
design choices, the analysis techniques need to be tractable and provide mean-
ingful feedback to designers. At later design phases, one can obtain more accurate
estimates through simulation.

Communication latency and network bandwidth are common performance
metrics of interest. While it is relatively easier to find the communication latency
for guaranteed service traffic [43, 108], analyzing the average latency for best



22 2 Literature Survey

effort traffic is a challenging task. Therefore, the average hop count or free packet
delay are commonly used to approximate the average packet latency [113, 164].
Techniques for analyzing the average communication latency in networks are
proposed in [45, 67]. While not directly applicable to NoC performance analysis,
these approaches can be used as a starting point and then account for NoC-specific
constraints, such as application specific traffic and on-chip router parameters.

Analytical power models for early-stage power estimation in NoCs have also
been investigated, starting with [133] which models the power consumed of multi-
chip interconnection networks; this generated follow-up work that specifically
targets on-chip network power dissipation [10, 31, 36, 51, 82, 151].

Performance analysis largely depends on various simplifying assumptions on
the network or traffic characteristics (e.g., uniform traffic vs. bursty traffic) and
typically assumes deterministic routing due to the difficulty in handling the more
general problem. Approaches that relax the Markovian assumption and analytical
power consumption models that accurately account for the application and
architecture characteristics are highly needed [24].

Simulation-based approaches are still popular for architectural exploration of
on-chip networks due to their accuracy, flexibility and ability to run real workloads
[86, 87, 100, 129, 131, 173]

The major issue with simulation-based approaches is the trade-off between the
level of implementation detail and simulation time [74]. Detailed models can
deliver very accurate results, but the simulation time can be prohibitive. Realistic
synthetic trace simulation [101, 171] or hardware acceleration [53] can be used for
improving the simulation speed therefore these are wide open directions for
research.

2.5 Prototyping, Testing and Verification

While simulation offers flexibility for power-performance evaluations under var-
ious network parameters, it still relies on many approximations that may affect the
accuracy of the results. Prototyping can be further used to improve the evaluation
accuracy by bringing the design closer to reality, at the expense of increased
implementation effort and reduced flexibility. Finally, it is also important that
testing and verification must be considered to ensure correctness.

Several concrete NoC architectures have been presented in the literature. In [2],
the authors present the SPIN interconnect architecture and implement a 32-port
network architecture using a 0.13um process. This architecture uses credit-based
flow control to provide QoS.

A flexible FPGA-based NoC design that consists of processors and reconfigu-
rable components is presented in [11]. The FPGA prototype presented in [123]
illustrates the impact of application-specific long-range links on the performance
and energy consumption of 2D mesh networks. The aSoC architecture presented in
[95] supports compile-time scheduling for on-chip communication and provides
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software-based dynamic routing. The RAW chip [167], attacks the wire-delay
problem by proposing a direct software interface to the physical resources. The
static network used in the RAW chip also enables new application domains.

The 80-core teraflops chip recently introduced by Intel [170] is a good example
of a major NoC prototyping effort. The chip uses a 2D mesh with mesochronous
clocking for a high bandwidth, scalable design. The authors in [92] present a
highly optimized NoC implementation using hierarchical star topology. Finally,
the work presented in [79] addresses both architectural aspects and circuit level
techniques for practical NoC implementation.

We note though that most studies dealing with concrete NoC implementations
lack performance evaluation under real driver applications. This is an important
issue that needs to be addressed in order to bring the NoC prototypes closer to real
applications. Towards this end, the authors in [91] compare and contrast the NoC,
bus- and P2P-based implementations of an MPEG-2 encoder using an FPGA-
based prototype. The advantages of the NoC approach are illustrated in terms of
scalability, throughput, energy consumption and area, both analytically and using
direct measurements on the prototype.

In NoCs, the routers and links have been utilized to test the PEs and the network
itself based on built-in self-test mechanisms [4, 57, 66, 97]. In [4], the authors
propose a scalable test strategy for the routers in an NoC, based on partial scan and
an [EEE 1500-compliant test wrapper. Similarly, the strategy proposed in [66]
exploits the regularity of the switches, and broadcasts the test vectors through the
minimum spanning tree to test the switches concurrently. The authors in [57]
propose testing the routing logic and FIFO buffers recursively by utilizing the NoC
component that already passed the test. The work presented in [97] also considers
the power consumption required for testing purposes.

NoC verification has received less attention compared to other design aspects or
even testing. The NoC verification approach in [55] relies on monitoring the
network traffic and checking special events such as connection opened/closed, data
received by a connection, etc. Likewise, the MAIA framework aims at automated
generation and verification of NoC architectures [128]. More recently, formal
verification of asynchronous NoC architectures is considered in [144], while a
framework for quick formal modeling and verification of communication fabrics is
presented in [34].
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