
Chapter 2
Spray Formation and Penetration

Abstract The conventional understanding of spray formation when liquid leaves
the nozzle is based on the analysis of the following stages: development of a jet, con-
version of a jet into liquid sheets and ligaments, disintegration of ligaments into rel-
atively large droplets (primary break-up) and break-up of large droplets into smaller
ones (secondary break-up). The following stages of spray formation are considered
in this chapter: instability of a jet emerging from the nozzle, break-up of droplets,
and spray penetration, taking and not taking into account the effect of turbulence. In
the case of gasoline direct injection engines the development of sprays is typically
accompanied by the formation of vortex ring-like structures. Some new approaches
to modelling these structures are discussed. The predicted velocities of displacement
of the regions of maximal vorticity in typical gasoline engines are compared with
available experimental data where possible.

2.1 Spray Formation

Liquid spray formation is a complex process, many details of which are still not
fully understood. Perhaps the most rigorous overviews of these processes are given
in [32, 95]. Despite the rather comprehensive nature of these reviews, they can by
no means be considered complete. This chapter covers essentially the same topic as
[32, 95], but there will be very little, if any, overlap between it and these papers.
The focus will be on the engineering relevance of the models, rather than on their
in-depth mathematical analysis.

The jet formation starts inside the nozzle which, in the simplest case, is a cylinder,
through which liquid is supplied to a chamber. The pressure drop across this cylin-
der is typically rather high. For example, in the case of Diesel engines it can reach
1.8 × 108 Pa [41] with nozzle diameters between 0.1 and 0.2mm [16]. The high
velocity of the liquid inside the nozzle leads to a considerable local drop in pressure
below the vapour saturation pressure. This leads to a well known cavitation phenom-
enon. Modelling and experimental studies of this phenomenon, which affects the
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discharge coefficient of the nozzle, have been widely discussed in the literature (e.g.
[22, 52, 59]). The detailed analysis of these topics is beyond the scope of this book.
We just mention that a simplified approach to the analysis of cavitating flows based
on their hydrodynamic similarity is described in [97], while the most comprehensive
model is described in [41]. The authors of the latter paper claim that ‘cavitation mod-
elling has reached a stage of maturity at which it can consistently identify many of
the effects of nozzle design on cavitation, thus making a significant contribution to
nozzle performance and optimization’. The phenomenon closely related to cavitation
is known as superheated atomization [50].

The conventional understanding of spray formation when liquid leaves the nozzle
is based on the separation of the following stages: development of a jet, conversion
of a jet into liquid sheets and ligaments, disintegration of ligaments into relatively
large droplets (primary break-up) and break-up of large droplets into smaller ones
(secondary break-up) [24, 83, 85]. Sometimes liquid emerges from the nozzle in the
form of liquid sheets, which disintegrate into ligaments and droplets, following the
above scheme [143]. In both cases, this scheme (and its various modifications, e.g.
[86, 154]), however, turned out to be too crude to describe the actually observed
initial stage of spray formation [16, 32, 95] on the one hand, and too complex to turn
it into a quantitative mathematical model on the other hand. Alternative approaches
to modelling these processes were considered in a number of papers including [62,
79, 96, 146]. In a number of papers the analysis of these processes was based on the
Reynolds-AveragedNavier-Stokes (RANS) equations, using commercial CFD codes
such as ANSYS FLUENT [38], Direct Numerical Simulation (DNS) and Large Eddy
Simulation (LES) [12, 30, 37, 99], level set andVolume of Fluid (VOF)methods [55,
106], coupled LES/VOF technique [152], specially developed axisymmetric bound-
ary element method (BEM) [49], fractal concept [72], combined level-set Volume-
of-Fluid (CLSVOF) method [4], and dynamic mesh refinement and step response
theory [167].

All quantitative models of spray formation developed so far are based on the
assumption that liquid jets emerging from nozzles disintegrate directly into droplets
due to the development of jet instabilities [26]. One of the main problems with
the analysis of these instabilities lies in the fact that the disturbances of even
two-dimensional flows (axisymmetric or plane) need to be considered as three-
dimensional in the general case. In the case of plane jets, this problem can be over-
come with the help of the Squire theorem [151]. According to this theorem, for any
unstable three-dimensional disturbance, there is a corresponding two-Dimensional
disturbance (with zero perturbation in the third dimension) that is more unstable
[105]. This allows us to seek the stability of the plane jets with a two dimensional
disturbance. Unfortunately the same approach has been widely applied to round jets,
when these jets’ stability has been studied under the assumption that disturbances
are also axisymmetric (e.g. [119, 120]). This approach is not necessarily wrong,
but it cannot guarantee that the instability captured this way is the strongest one. A
rigorous analysis of this problem, taking into account the three-dimensionality of the
round jet disturbances, has been presented in a number of recent papers, including
[63, 84, 90, 130, 164]. For experimental studies of jet disintegration see [75].
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2.1.1 Classical WAVE Model

Perhaps one of the most widely currently used models of spray formation, known as
WAVE model, is based on the temporal stability analysis of the Kelvin-Helmholtz
instability for a round liquid jet (density ρl ) with an inviscid outer gas phase (density
ρg) [118]. The liquid velocity is assumed to be constant inside the jet and drops to
zero at the interface between the liquid and gas phases. Assuming that the distur-
bances are small, axisymmetric (along the flow and in the radial directions) and are
proportional to

∝ exp (ikz + ωt) , (2.1)

this stability analysis leads to the following dispersion Equation [119]:

ω2 + 2νl k
2ω

(
I ′
1(k R j )

I0(k R j )
− 2kL

k2 + L 2

I1(k R j )

I0(k R j )

I ′
1(L R j )

I0(L R j )

)

= σsk

ρl R2
j

(
1 − R2

j k
2
) (

L 2 − k2

L 2 + k2

)
I1(k R j )

I0(k R j )

+ ρg

ρl

(
U j − iω

k

) (
L 2 − k2

L 2 + k2

)
I1(k R j )

I0(k R j )

K0(k R j )

K1(k R j )
, (2.2)

where U j and R j are the unperturbed velocity and radius of the jet, k is the wave
number assumed to be real, ω is the complex frequency (positive real part of ω

describes instability growth), σs is the surface tension, νl is the liquid kinematic
viscosity, L 2 = k2 + ω

νl
, primes denote differentiation.

The value of U j can be estimated as:

U j = C j

√
2Δp

ρl
,

where C j is the jet discharge coefficient, Δp is discharge pressure.
Generating the curve fits of the numerical solution to Eq. (2.2) the following

expressions for the maximum growth rate (Ω = max(Re(ω)) and the corresponding
wavelength Λ were obtained [118, 148]:
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where



12 2 Spray Formation and Penetration

Z = 2We0.5l /Rel , T = ZWe0.5g , Wel,g = ρl,gU 2
j R j/σs, Rel = 2U j R j/νl .

Approximations (2.3)–(2.4) are valid for Z ≤ 1 and ρg/ρl ≤ 0.1 [118], which is
expected to be satisfied in most engineering applications. Note that there is a typo in
the equation corresponding to (2.3) given in [88].

Z is also known as the Ohnesorge number and denoted as

Oh = νl

√
ρl

R jσs
. (2.5)

It does not depend on velocity and shows the effect of viscosity [32]. Note that
sometimes Oh is defined based on droplet/jet diameter, rather than radius in the
above expression [60].

In many practical applications it can be assumed that Rel � 1, which implies
that Z � 1, T � 1. In this case, making a further assumption that Wel,g � 1,
Eqs. (2.3)–(2.4) can be simplified to

Ω
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= 0.38We1.5g , (2.6)
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1
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, (2.7)

In the opposite case of a very slow moving jet when Z � 1, T � 1,Wel,g � 1,
Eq. (2.4) predicts that Λ = 9.02R j . This is a well known Rayleigh result, when the
most unstable wavelength of the jet satisfies the criterion k R j ≈ 0.7 (see Fig. 1.5 of
[26]).

This analysis of jet instabilities is not used directly in modelling of the spray
formation processes but some of the above results are incorporated into the WAVE
model. The latter is built upon the approximation of a jet by a string of droplets
emerging from the nozzle with a certain radii Rd greater of equal to R j . The number
density of the droplets is found from the conservation of the liquid flow rate. The
velocities of the emerging droplets have two components: z-component, which is
close to U j , and the radial component, perpendicular to the z-axis. The value of the
latter component is expected to be proportional to the wave growth rate Ω . Building
a dimensionless parameter, based on U j and Ω , we can anticipate that the maximal
deviation of the emerging droplets from the z-axis, described by the angle Θ , can be
estimated from the equation [118]:

tan

(
Θ

2

)
= A j

ΛΩ

U j
, (2.8)

where the value of the fitting constant A j depends on the nozzle design. For sharp
entrance constant diameter nozzles, with length to diameter ratios in the range 4–8,
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the recommended value of this constant is 0.188 [118]. The axial angle ϕ was chosen
at random in the range(0, 2π).

AngleΘ defined by Eq. (2.8) is identified with the spray cone angle. It is assumed
that the angles of emerging droplets are initially uniformly distributed between 0 and
Θ/2.

When thewavelengthΛ is noticeably greater that R j then the radii of the emerging
droplets can be estimated from the conservation of mass condition:

4

3
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j
2πU j
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)
. (2.9)

The first term on the right hand side of (2.9) describes the volume of a cylinder with
the radius R j and height Λ. The second term in this equation contributes when the
jet disintegrates over the distance less than Λ (strongly unstable jet). The condition
of validity of Eq. (2.9) is generally presented as [118]:

B0Λ > R j ,

where constant B0 is taken to be 0.61 to give agreement with data on droplet sizes
in sprays. Note that in many papers, including [118], Ω/(2π) is identified with the
disturbance frequency. This is obviously not correct as this parameter refers to wave
growth or damping. Equation (2.9) can be rewritten in a more conventional form as
[118]:

Rd = min
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3R2

j Λ/4
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,
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3π R2

j U j/(2Ω)
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. (2.10)

If
B0Λ ≤ R j (2.11)

then the initial diameters of droplets emerging from the nozzle are assumed to be
equal to R j . In contrast to the case when B0Λ > R j these droplets are unstable and
continue to break-up until their radius reaches the value

Req = B0Λ. (2.12)

If R j = Req then droplets emerging from the nozzle are marginally stable.
Remembering Eq. (2.7) Condition (2.12) for R j = Req can be presented as:

Weg = Weg(cr) = 9.806 × 0.61 = 5.98 ≈ 6.

This is a well known condition for bag break-up. Droplet breaks up when

Weg > Weg(cr) ≡ 6. (2.13)
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Note that Condition (2.13) refers to the case whenWeg is defined based on droplet
radius. If this number is defined based on droplet diameter, then this condition should
be presented as Weg > 12 (e.g. [13]). In a number of papers the value of Weg(cr)
was estimated as 5.5 ± 1 (see [166]).

To take into account the effect of the liquid viscosity, Eq. (2.13) was generalised
to [166]:

Weg(cr) = 6
(
1 + C1Oh

C2
)

. (2.14)

The empirical coefficients C1 and C2, suggested by various authors, are presented
and discussed in [166].

Criterion (2.13) is based on the assumption that the viscosity of the ambient gas is
equal to zero. If this assumption is relaxed then a new criterion for droplet break-up
can be derived based on the hypothesis that the gas boundary layer transmits shear
stresses to the liquid, and these stresses lead to the break-up process. The criterion of
this break-up, known as stripping break-up, can be presented as [13, 101] (see also
[117]):

Weg/
√
Reg > 0.5. (2.15)

Although Criterion (2.15) does not follow from the classical WAVE model
assumptions, the stripping break-up analysis is widely used alongside the bag break-
up analysis within the framework of the classical WAVE model [121, 122]. This
tradition will be followed in our description of this model.

The WAVE model is not designed to describe the details of the break-up process.
The only process which it intends to capture is the decrease with time of the average
droplet radius described by the equation:

dRd

dt
= − Rd − Rd (eq)

tbu
, (2.16)

where tbu is the characteristic break-up time, Rd (eq) is the radius of marginally
stable droplets, inferred from Eqs. (2.13) or (2.15) (for bag and stripping break-up
respectively).

From the physical background of the problem, onewould expect that tbu is propor-
tional to Rd/Λ and inversely proportional to Ω . Following [118], these two require-
ments can be combined in the following equation:

tbu = 3.726
B1Rd

ΛΩ
, (2.17)

where B1 is the fitting constant. Remembering (2.3)–(2.4), in the limits Weg → 0
and Weg → ∞ Eq. (2.17) can be simplified to

tbu = 1.72 B1

√
ρl R3

d

2σs
, (2.18)
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tbu = B1Rd

Ud

√
ρl

ρg
, (2.19)

respectively.
Equation (2.18) with B1 = π/1.72 describes the characteristic bag break-up time,

while Eq. (2.19) describes the characteristic stripping break-up time [118]. There is
much uncertainly regarding the choice of constant B1 in Eq. (2.19). Nichols [101]
assumed that B1 = 8, Reitz andDiwakar [122] considered B1 = 20, while O’Rourke
and Amsden [104] suggested that B1 = √

3.
Although the stripping break-up is expected to take place at higher Weg in the

general case, since Reg is expected to bemuch greater than 1, the conditionWeg → 0
does not strictly speaking refer to bag break-up, which takes place at Weg > 6. The
difference between the actual values of tbu and the one which follows from the
conditionWeg → 0 is accounted for by the fitting constants involved in the analysis.

2.1.2 TAB and Stochastic Models

In this section, the models different from the one described in Sect. 2.1.1 are briefly
summarised. These are the Taylor Analogy Break-up (TAB) model and Stochastic
model.

2.1.2.1 TAB Model

The Taylor Analogy Break-up (TAB) model describes the process in terms of the
critical deformation of an oscillating-distorting droplet [103, 104]. The external force
is causedby the relative dropletmotion, the restoring force is the surface tension force,
and the damping term results from the liquid viscosity. It is assumed that break-up
occurs when the droplet deformation exceeds Rd/2 (the most recent results of the
analysis of droplet deformation at low Weber numbers are presented in [43]). The
Sauter Mean Radius (SMR) of the product droplets at the moment of break-up is
found from the conservation of droplet energy during the break-up process:

SMR = Rd
7
3 + ρl Rd vdef

4σs

,

where Rd is the parent droplet radius, vdef is the velocity of droplet deformation at
the moment of break-up.

In contrast to the classical WAVE model, in the TAB model, after break-up, the
product droplets’ radii Rd pr follow the distribution:

f (Rd pr) = 1

R
exp

(
− Rd pr

R

)
,
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where R = SMR/3 is the number averaged product droplet radius.
The spray penetration predicted by the TAB model agrees with the results of

measurements described in [58]. At the same time it over-predicts the rate of droplet
break-up, and tends to predict smaller droplets close to the injector (cf. [156]).
Despite the above mentioned problems, the TAB model is widely used for spray
computations, and it is a default break-up model in KIVA 2 code.

2.1.2.2 Stochastic Model

As follows from the previous analysis, theWAVEmodel is essentially a deterministic
model, in which the radii of product droplets are determined by Eq. (2.16). The TAB
model has a stochastic element in choosing the radii of product droplets assuming
that the distribution function of these droplets is a priori given, but it still focuses
on sample droplets rather than on the whole spectrum. The model suggested in [46]
is based on a completely different approach to break-up modelling. The approach
used in this paper is based on the assumption, originally suggested by Kolmogorov
[73], that the break-up of parent particles into secondary particles does not depend
on the instantaneous sizes of the parent particles. This assumption is obviously not
valid when Rd is close to Rd(eq). In high pressure injection sprays, characterised by
large Weber numbers, the hydrodynamic mechanism of atomisation due to the mean
velocity difference at the liquid-gas surface, can be complicated by the impact of
turbulent fluctuations on jet break-up [46]. Under such conditions, when the specific
mechanism of atomisation and the scale of the break-up length cannot be clearly
defined, stochastic approaches to themodelling of break-up becomemore appropriate
than deterministic ones.

It was shown in [46] that in the limit of large times t → ∞, the general equation
for the evolution of the droplet number distribution function F(Rd) can be presented
in the form of the Fokker-Planck type equation:

∂ F(Rd)

∂t
=

[
− 3〈ln α〉 − 9

2
〈ln2 α〉 − ∂

∂ Rd
Rd〈ln α〉

+ 1

2

∂

∂ Rd
Rd

∂

∂ Rd
Rd〈ln2 α〉

]
νF(Rd), (2.20)

where

〈lnn α〉 =
1∫

0

lnn α q(α) dα,

α ∈ [0, 1] is the parameter linking the radii of product (Rd ) and parent (Rd0) droplets
(α = Rd/Rd0), q(α)dα is the normalised probability that the radius of each product
droplet is within the range [αRd , (α + dα)Rd ], ν = ν0q0, ν0 is the break-up fre-
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quency of an individual droplet, q0 is the average number of droplets produced after
each break-up action.

Equation (2.20) depends on two unknown constants 〈ln α〉 and 〈ln2 α〉. To reach
an agreement between the predictions of this model and the measurements [58], it
was assumed that 〈ln α〉 = −1/2 and 〈ln2 α〉 = 1. The frequency of break-up ν was
obtained from the relation:

ν = 1

B1

|U |
Rd0

√
ρg

ρl
. (2.21)

The value of constant B1 = √
3 was chosen in order to match experimental data on

the stripping break-up of droplets.
Further developments of this model were discussed in a number of more recent

papers including [47, 48, 124, 125, 133]. An alternative approach to taking into
account the effects of turbulence on droplet break-up within the spectrum analogy
break-up (SAB) model is described by Habchi [51].

2.1.3 Modified WAVE Models

Since the classical WAVE model has been described, a number of its modifications
have been suggested (e.g. [89]). Some of these modifications are briefly summarised
in this section.

2.1.3.1 Rayleigh-Taylor Break-up Based Model

The original Rayleigh-Taylor instability model ignored the effects of viscosity and
surface tension [26]. It predicted the instability for all wave lengths of the initial
disturbance; the rate of growth of disturbances grew with decreasing wave lengths.
This model was generalised in [6] to take into account the effects of viscosity and
surface tension. This generalisation of the model led to the prediction of instability
in a limited range of wave lengths. In the case when the surface tension is taken
into account but viscosity is ignored, the wave length of the most unstable wave was
given by the expression:

ΛRT = 2π

√
3σs

aρl
, (2.22)

where σs is the surface tension, ρl is the liquid density, a is the acceleration perpen-
dicular to the surface.

The rate of growth of the wave at this wave length was estimated to be:

ΩRT = 2a

3

[
aρl

3σs

]1/4
. (2.23)
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When deriving Eqs. (2.22) and (2.23) it was assumed that ρg � ρl .
Equations (2.22) and (2.23)were used formodelling droplet break-up by a number

of authors, including [82, 109, 127]. In this case the contribution of gravity to a was
ignored and this parameter was estimated as a ratio of the drag force to the mass of
droplets. This leads to the following expression [109]:

a = 3

8
CD

ρgU 2

ρl Rd
, (2.24)

where CD is the drag coefficient.
Since the Rayleigh-Taylor instability model and its generalisation were derived

under the assumption that the liquid-gas interface is flat, Patterson and Reitz [109]
suggested that droplet break-up due to this instability takes place when:

2Rd > ΛRT. (2.25)

Remembering (2.22) and (2.24), this condition can be rewritten as

Rd > aRT
σs

ρgU 2 , (2.26)

where aRT = 32π2/(3CD).
Since aRT is expected to be well above 6 in most practically important cases,

Condition (2.26) is expected to be more stringent than the corresponding condition
for bag instability (Condition (2.13)). In the case of the Newton flow regime (see
[25]) when CD = 0.44, aRT = 239. In a number of papers, including [82]) the right
hand side of Eq. (2.22) is multiplied by an adjustable constant CRT, the value of
which varies from 1 to 9. This makes Condition aRT � 6 even more reliable. This
means that the effect of the Rayleigh-Taylor instability can be effectively ignored if
the effects of droplet bag break-up are taken into account.

Alternative approaches to modelling bag beak-up and liquid film disintegration at
droplet bag break-up mode are discussed in [42, 44]. A simplified analytical model
for droplet break-up was suggested in [145].

2.1.3.2 Models Based on the Rigid Core Concept

One of the main weaknesses of the classical WAVE model is that it is based on the
assumption that the jet disintegrates immediately at the exit of the nozzle. This is not
compatible with a number of experimental observations, including spray penetration,
discussed below and in the next section. To overcome this problem, a number of
authors suggested modified versions of the WAVE model, based on the assumption
that the jet behaves as a solid body at the exit of the nozzle over a certain distance
from the nozzle. In what follows two of these models are briefly discussed.
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In the model suggested in [140] it was assumed that parcels constituting the
liquid core experience no drag from the gas and move as a rigid jet (core) at a
velocity equal to the instantaneous injection velocity U = U j . This concept was
based on the experimental observation that the momentum of the core of a Diesel
spray is conserved [134, 142]. Also, Karimi [71] showed experimentally that at early
injection times the injection velocity of the jet, estimated from the mass flow rate,
is approximately equal to velocity of the jet tip. This model was incorporated into
KIVA II CFD code by using a modified version of the collision algorithm of Nordin
[102] for droplets in the liquid core and the conventional algorithm by O’Rourke
[104] away from the core. The radius of this liquid core was allowed to decrease
due to stripping of droplets from its surface. This process continued until its radius
became half the radius of the nozzle. After this, the WAVE model with modified
values of parameters was activated. These modifications refer to the case of transient
jets dominated by acceleration processes.

The decrease in Ω with increasing injection acceleration was taken into account,
while it was assumed that the wave length of critical instability Λ was not affected
by the transient nature of the flow. At a qualitative level, the decrease in Ω with
increasing injection acceleration was related to the observation that flow acceleration
is expected to lead to relaminarisation of the flow and thickening of the boundary
layer in the gas phase around the jet for a certain range of Reynolds numbers [100].
The increase in the boundary layer thickness was, in turn, expected to stabilise the
gas-liquid interface [91]. This implies suppression of instability by flow acceleration.
Since tbu ∼ 1/Ω , the effect of flow acceleration was accounted for by modifying
the expression for B1 in Eq. (2.17). The following relationship was suggested:

B1 = B1 st + c1
(
a+)c2 , (2.27)

where

a+ = 2
√
Re

Rd

U 2
inj

dUinj

dt

is the acceleration parameter taking into account the effect of flow acceleration; c1
and c2 are adjustable constants. In the steady-state limit a+ is zero and B1 = B1 st.
FollowingReitz [118], it was assumed that B1 st = 10. The acceleration parameter a+
was constructed by analogy with the local pressure gradient parameter p+ suggested
by [10], assuming the laminar-type dependence of the local skin friction coefficient
on the Reynolds number.

In the model suggested by Turner et al. [159] the length of the rigid core was
estimated using the following equation:

Lb = min (Ls, Lbu) , (2.28)

where
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Ls =
t∫

0

U j (t
′)dt ′ (2.29)

is the penetration length of the solid jet,

Lbu =
t∫

t−tbu

cg(t
′)dt ′, (2.30)

where cg is the group velocity of the fastest growing disturbance and tbu is the
break-up time estimated based on Eq. (2.19), is the break-up length.

Assuming that Weg � 1, cg/U j was shown to be a constant in the range 0.91
to 0.99 for ρg/ρl between 0.1 and 0.01. This assumption is consistent with that
regarding the validity of (2.19) and is satisfied in many engineering applications,
including those in Diesel engines.

At distances larger than Lb the classical WAVE model was activated. This
approach was shown to be as accurate as the one suggested in [140], but in con-
trast to [140], it does not require the specification of two additional constants c1 and
c2. Also, in contrast to [140], it does not rely on the hypothesis that jet acceleration
leads to stabilization of the jet. As follows from the analysis of the stability of plane
jets, described in [157, 158], the effect of acceleration is not expected to be the
dominant in the development of jet break-up.

Also, it was shown in [159] that taking into account the effects of gas viscosity by
modifying the velocity profile in the gas phase allows larger droplets to be predicted at
jet break-up, and gives droplet sizes which are more consistent with the experimental
observations.

Among other models based on the rigid core concept we mention those suggested
in [1, 165].

2.1.3.3 A Unified Spray Break-up Model

In the previous sections basic principles of constructing the WAVE model and its
modifications were described. These principles can be applied to a wide range of
sprays, including those used in internal combustion engines and fire extinguishers
[147]. Further refinements of this model are essential when quantitative analysis of
specific processes is required. These refinements are focused on the description of
the process as a whole rather than its individual elements. Thus the models based on
these refinements are generally called ‘unified models’. These unified models tend to
lose their universality and are applicable for a specific range of parameters including
particular shapes of the nozzles. In what follows we will briefly describe one of these
models, suggested in [14], focused on internal combustion engine applications.

The primary break-up model used in [14] was originally developed in [61]. The
conceptual picture describing this model is schematically presented in Fig. 2.1. This
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Fig. 2.1 The conceptual picture describing the model of primary break-up, suggested in [61].
Reproduced from Fig. 1 of [61] with permission of Begell House

model considers two main processes: the initial perturbation and wave growth on the
jet surface eventually leading to the detachment of droplets.

The model is based on two main assumptions. Firstly, the length scale of atomiza-
tion (L A) is proportional to both turbulence length scale (Lt ), describing the initial
perturbation, and the wavelength (Lw):

L A = C1Lt = C2Lw. (2.31)

Secondly, the time scale of atomization (τA) can be expressed as a linear sum of
turbulence (τt ) and wave growth (τw) time scales:

τA = C3τt = C4τw. (2.32)

Empirical constants C1, C2, C3 and C4 are set to 2.0, 0.5, 1.2 and 0.5 respectively.
Assuming that turbulence can be described by the classical k −ε model, the initial

values of Lt and τt are estimated as:

Lt = Cμ

k3/2

ε
, (2.33)

τt = Cμ

k

ε
, (2.34)
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where Cμ = 0.09, k and ε are the turbulence kinetic energy and dissipation rate
[161]. The initial values of k and ε (k0 and ε0) are estimated from the balance of
forces acting on the flow in the nozzle, taking into account that all forces, except gas
inertia and turbulent internal stresses, can be ignored [61]:

k0 = U 2

8 (L/D)

[
1

C j
− Kc − (1 − s2)

]
, (2.35)

ε0 = Kε

U 3

2L

[
1

C j
− Kc − (1 − s2)

]
, (2.36)

where L and D are the nozzle length and diameter respectively (typically 3×10−4 m
and 1.5 × 10−3 m), U is the jet velocity at the nozzle (typically 200m/s), C j is the
discharge coefficient, introduced in Sect. 2.1.1 (recommended value 0.7), Kε is the
constant taking into account the shape of the nozzle exit (for a sharp entrance corner,
typically 0.45), s is the area ratio at the nozzle contraction (recommended value 0.01
[61]).

Assuming that turbulence is homogeneous, the solution to the k − ε model equa-
tions can be presented as [61]:

k(t) =
[

ε0

kCε

0

(Cε − 1) t + k1−Cε

0

]1/(1−Cε)

, (2.37)

ε(t) = ε0 [k(t)/k0]
Cε , (2.38)

where Cε = 1.92 [161].
Having substituted (2.37) and (2.38) into (2.35) and (2.36), the time evolution of

Lt and τt can be estimated as

Lt (t) = L0
t

(
1 + 0.0828 t

τ 0t

)0.457

, (2.39)

τt (t) = τ 0t + 0.0828t, (2.40)

where t is time since the injection from the nozzle exit, L0
t and τ 0t are the initial

values of Lt and τt .
τw is estimated as (cf. Eq. (2.19))

τw = Lw

U

√
ρl

ρg
. (2.41)

Lw is assumed equal to the wavelength of the fastest growing wave as in the classical
WAVE model.
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As in the classical WAVE model, the liquid jet is presented in the form of droplet
parcels. However, the break-up rate of individual droplets is estimated not based on
Eq. (2.16) but based on the following equation:

dRd

dt
= −k1

2

L A

τA
, (2.42)

where the calibration constant k1 is chosen to be equal to 0.5 [14].
The drag force, acting on the droplets, emerging from the nozzle, is assumed to

be the same as the one acting on the cone shaped liquid core with the drag coefficient
equal to 0.3 [14]. The cone half-angle was estimated in [61] as:

tan
Θ

2
= L A/τA

U
. (2.43)

At the same time, the authors of [14] found that Eq. (2.43) tends to under-estimate
the predicted cone angle and suggested that this angle should be doubled, compared
with the one predicted by (2.43)

Θ = 4 tan−1
(

L A/τA

U

)
. (2.44)

If the atomiser produces a conical liquid sheet instead of a jet then θ is controlled by
the angle of deflection [14]. The liquid sheet instability atomizationmodel, described
in [143], was recommended for the analyses of the instability of the liquid sheets [14].

The behaviour of the droplets, formed during the primary break-up, depends
mainly on the Weber number Weg , introduced in Eq. (2.3). When Weg < 6, the
droplets do not break-up directly, but rather deform to form oblate spheroids [14].
At Weg > 6 the droplets can undergo secondary break-up. The possibility of the
break-up taking place and the type of break-up are controlled both by the values
of Weg and the values of the Ohnesorge number, defined by Eq. (2.5). At small
Ohnesorge numbers, based on droplet diameters, (Oh < 0.1) the transition between
break-up regimes depends on Weg only [33]. The following break-up regimes were
identified in this range of Oh [14, 18, 33]: bag break-up (6 < Weg ≤ 10), multimode
break-up (10 < Weg ≤ 40), shear break-up (40 < Weg ≤ 425) and catastrophic
break-up (Weg > 425). The threshold values of Weg for these regimes increase as
Oh increases, as viscous forces inhibit droplet deformation which is the first step
in the break-up process [60], except for catastrophic break-up, when the range does
not depend on Oh. In all four break-up regimes the atomization was modelled as a
rate process. The detailed analysis of these regimes, incorporation of the relevant
models into a numerical code and validation of the results against experimental data
for engine application are described and discussed in [14]. Drop properties after
secondary break-up at Oh < 0.039 were studied experimentally in [60].

Alternative approaches to the multi-scale analysis of liquid atomization processes
are described in [23, 27–29, 94]. A review of the most recent primary atomization
model, mainly published in issues 11–12 of volume 23 of Atomization and Sprays,
is presented in [56].
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2.2 Spray Penetration

As follows from the analysis presented in the previous subsection, spray formation
is a complex process, the details of which are not yet fully understood. This detailed
understanding, however, is not always necessary for practical applications of spray
models. In many cases, researchers focus just on one aspect of spray behaviour
instead of trying to develop a comprehensive universal model. In most cases, this
aspect is spray penetration.

The attention to spray penetration has been motivated by three main factors.
Firstly, the practical importance of spray penetration (e.g. optimization of spray
penetration in internal combustion engines [57]). Secondly, this parameter is easily
measurable, so can be used for validation of the models [74]. Thirdly, the correct
prediction of the spray penetration can indirectly indicate the correctness of complex
models of spray formation.

Models for spray penetration, which have been developed so far, fall into one of
two categories. These are themodels based onComputational FluidDynamics (CFD)
codes with sub-models describing jet and droplet break-up processes implemented
within them (see Sect. 2.1 and numerous publications including [81]), and simplified
models, in which spray penetration has been predicted from first principles. These
groups of models are complementary and are sometimes used in parallel. This sub-
section is focused on the second group ofmodels and they usually allow us to develop
better insight into the physical background of the processes. Only axisymmetric jets
will be considered. The analysis of the influence of cross winds on the dynamics of
sprays was given by Ghosh and Hunt [40].

The problem of spray penetration is closely linked with the problem of induced
air velocity within droplet driven sprays. The latter problem was extensively studied
by Ghosh and Hunt [39] who considered 3 spray zones: zone 1, where the initial
velocities of droplets are much greater than that of the air stream and are not much
affected by it; zone 2, where the droplets slow down and their velocities become
comparable with the air velocity; zone 3, where the droplets’ velocities decrease so
much that they become lower than the terminal velocity. These zones, introduced by
Ghosh and Hunt [39], have the same physical meanings as mixing, transition and
fully developed regions considered by Borman and Ragland [8].

All simplifiedmodels suggested so far have been restricted to zones 1 (initial stage)
and 3 (fully developed region, which will be referred to as the two-phase flow). The
models developed for these zones are considered in the following subsections.

2.2.1 The Initial Stage

The model for the initial stage of spray penetration suggested in [136, 138] is based
on the analysis of trajectories of individual droplets formed at the exit of the nozzle.
It was assumed that the only force acting on the droplets is the drag force. The
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contribution of other forces, including gravity and added mass forces (see [112])
was ignored. This could be justified by the small size of droplets and the fact that
droplet density is much greater than ambient air density. The effects of droplet break-
up, evaporation and air entrainment were taken into account. As a result, explicit or
implicit expressions for spray penetration as functions of time were obtained for the
cases of Stokes (Red ≤ 2), Allen (2 < Red ≤ 500) and Newton (500 < Red ≤ 105)
flows, where Red is the droplet Reynolds number based on droplet diameter.

One of the main weaknesses of the model developed in [136, 138] lies in the
modelling of air entrainment at the initial stage of spray formation. Following [39],
it was assumed that air velocity at this stage is much lower than droplet velocity. This
assumption leads to the prediction of strong drag when liquid fuel leaves the nozzle.
At the same time, as follows from experimental observations, the mass fraction of
air in the vicinity of the nozzle is much lower than the mass fraction of liquid fuel.
As a result, air is expected to be almost instantly entrained by liquid fuel in this
region. This enables liquid fuel leaving the nozzle to maintain a velocity equal to
the injection velocity in the region close to the nozzle. This was taken into account
in the models for spray formation described in Sect. 2.1 and allows us to predict the
initial spray penetration as

s =
t∫

t0

vinj(t)dt, (2.45)

where vinj(t) is the time dependent injection velocity.Despite its simplicity, Eq. (2.45)
is expected to predict the initial spray penetration more accurately than the models
described in [136, 138] in most cases.

Roisman et al. [126] drew attention to the fact that jet velocity at the exit from
the nozzle can exceed the speed of sound in air ca . This is expected to lead to the
formation of a shock wave in front of the jet. This shock wave was assumed to be
one-dimensional and normal to the spray axis, but this is valid only for very short
times less than D0/ca , where D0 is the nozzle diameter. It is not clear how the model
developed in [126] could be generalised for longer times.

2.2.2 Two-Phase Flow

The analysis of spray penetration is simplified by the fact that zone 3, where droplet
velocities are almost equal to ambient air velocities, occupies most of the spray
volume. The analysis of droplet and air dynamics in this case can be based on the
assumption that droplet and air velocities are equal, thus treating the system droplets-
ambient air as a two-phase flow.

Most of the models predicting the penetration of the spray, approximating spray
as a two-phase flow, are based on the analysis of the conservation of mass and
momentum at various spray cross-sections (e.g. [20, 21, 126, 136]). These models
differ by some underlying assumptions, but all of them predict that the dependence
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of spray penetration s on time t is close to s ∼ √
t . In what follows, one of the earlier

models, suggested in [136], is described. Although this model was developed more
than a decade ago, its predictions are still believed to fit experimental data marginally
better than the predictions of other similar models (e.g. [162]).

From the equation of conservation of mass of droplets we obtain:

ρd A0vin = ρm Amvm − (1 − αd)Amρgvm, (2.46)

where A0 is the cross-sectional area of the nozzle, vin is the initial velocity of droplets,
ρm is the density of a mixture of droplets and gas, Am is the cross-sectional area of
a spray, vm is the velocity of a mixture.

When derivingEq. (2.46) and the following equations, the effects of the gradient of
droplet number densities and velocities inside the spray in the direction perpendicular
to spray axis were ignored. These effects were considered in a number of papers,
including [15].

Note that the state of droplets is not important in (2.46) and αd takes into account
the contribution of the gaseous fuel as well. The left hand side of Eq. (2.46) is just
the mass flow rate of fuel at the nozzle. The second term in the right hand side of
Eq. (2.46) takes into account the contribution of the mass flow rate of entrained air.
The first term in the right hand side of this equation gives the mass flow rate of the
mixture of fuel and air.

The relation between Am and A0 can be presented in the form:

Am = A0 + π D0s tan θ + πs2 tan2 θ, (2.47)

where s is the distance from the nozzle along the axis of the spray, θ is the spray
half angle, D0 is the diameter of the nozzle. When deriving (2.47) it was assumed
that θ = constant. This assumption is similar to the one made by other authors (e.g.
[107]). It was relaxed in [135].

From the equation of conservation of momentum:

ρd A0v2in = ρm Amv2m . (2.48)

Equations (2.46)–(2.48) can be combined into the following system of equations:

ρ̃r = ṽ
Ã

+ (1 − αd)ρ̃a

ρ̃r = ṽ2

Ã

}
, (2.49)

where the following dimensionless parameters are introduced:

Ã = Am/A0 = 1 + 4s tan θ

D0
+ 4s2 tan2 θ

D2
0

; ρ̃r = ρm/ρd ;

ρ̃a = ρg/ρd ; ṽ = vin/vm .
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Having eliminated ρ̃r from (2.49) the physically meaningful solution is obtained
in the form:

ṽ = 1

2

(
1 +

√
1 + 4(1 − αd)ρ̃a Ã

)
. (2.50)

As follows from (2.50), in the case of no entrained air (αd = 1) we have ṽ = 1,
whichmeans that vm = vin. This solution, however, does not have a physicalmeaning
since the formation of a spray always includes the entrained air. In a realistic spray
environment αd � 1.

Remembering the definitions of ṽ and Ã, the solution (2.50) can be rewritten as:

ds

dt |m
= 2vin

1 + √
a + bs + cs2

, (2.51)

where

a = 1 + 4(1 − αd)ρ̃a; b = 16(1 − αd)ρ̃a tan θ

D0
; c = 16(1 − αd)ρ̃a tan2 θ

D2
0

,

subscript m indicates that ds
dt |m is the velocity of the mixture.

Integration of (2.51) gives:

s + 2cs + b

4c

√
a + bs + cs2 − b

√
a

4c

+ 4ac − b2

8c3/2
ln

[
2
√

c(a + bs + cs2) + 2cs + b

2
√

ac + b

]
= 2vint. (2.52)

Two limiting cases of Eq. (2.52) were considered, namely: small s (a � bs �
cs2) and large s (a � bs � cs2). In the case when a � bs � cs2 (immediate
vicinity of the nozzle) Eq. (2.52) is simplified to:

s = 2vint

1 +
√

a + b
8c

√
a
(a − 1)

≈ vint. (2.53)

When deriving (2.53) the fact that ρ̃a � 1 and a −1 � 1 was taken into account.
Equation (2.53) predicts the expected result that in the immediate vicinity of the

nozzle vm ≈ vin.
The condition a � bs � cs2 is satisfied when s is large and/or D0 is sufficiently

small. In these cases Eq. (2.52) is simplified to:

s + s2
√

c

2

[
1 + a + 2bs

2cs2

]
− b

√
a

4c
+ 4ac − b2

8c3/2
ln

[
4cs

2
√

ac + b

]
= 2vint. (2.54)
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Equation (2.54) can be further simplified if we take into account that:

b

2
√

ac
≈ 2

√
ρ̃a � 1 (2.55)

and reduced to:

s2
√

c

2
+ s + a

2
√

c

[
1

2
+ ln

(
2
√

cs

a

)]
= 2vint. (2.56)

Remembering that x � ln x for large x and keeping the two highest order of
magnitude terms in the left hand side of Eq. (2.56) we finally reduce (2.56) to:

t ≈ s2
√

c

4vin

(
1 + 2

s
√

c

)
. (2.57)

Equation (2.57) can be rearranged to:

s =
√

vinD0t

(1 − αd)1/4ρ̃a
1/4√tan θ

(
1 −

√
D0

4
√

vin(1 − αd)1/4ρ̃a
1/4√tan θ

√
t

)
. (2.58)

Equation (2.58) can be further simplified if the second term in the right hand side
is ignored thus giving this equation as:

s =
√

vinD0t

(1 − αd)1/4ρ̃a
1/4√tan θ

. (2.59)

Equation (2.59) for spray penetration is identical to the one suggested by a number
of authors (e.g. [19]). From this point of viewEqs. (2.52) and (2.58) can be considered
as generalizations of previously discussed formulae. The combination of Eqs. (2.53)
and (2.59) gives essentially the same expression for spray penetration as suggested
by Lefebvre [83] and Borman and Ragland [8]. For practical applications, however,
it seems more appropriate to use the general Eqs. (2.52) and (2.58) rather than their
approximate versions (2.53) and (2.59). The main advantage of Eq. (2.52) is that it
can accurately predict a smooth transition from the immediate vicinity of the nozzle
to the two-phase flow in the regionwhere the spray is fully formed. Separate solutions
for the near zone and the far zone discussed in [8, 83] inevitably lead to a physically
unrealistic jump in the velocity between these zones (discontinuity of the slope).

The value of vin can be found from the pressure drop at the nozzle (Δp):

vin = C j
√
2Δp/ρd , (2.60)

where C j is the discharge coefficient.
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There is some uncertainty regarding the value of C j . Chehroudi and Bracco [11]
recommend C j ≈ 0.7, while Lefebvre [83] and Borman and Ragland [8] believe
that this value is close to 0.39 (see Eq. (7.7) in [83] and Eq. (9.22a) in [8]; note that
there seems to be a printing mistake in Eq. (7.7) in [83]: ρA in this equation needs to
be replaced by ρl , which is the same as ρd in our notation).

The spray penetrations predicted by Eqs. (2.52), (2.58) and (2.59) have been
compared with the experimental data reported by Allocca et al. [3] (Case 1) and
Su et al. [155] (Case 2). The parameter θ (half cone angle) can be estimated based on
available theoretical formulae [83], or obtained experimentally from the data in the
original papers. The second approach was chosen, as it is more accurate and reliable.
This gives the following values: θ ≈ 13◦ (Case 1) and θ ≈ 19◦ (Case 2).

As follows from the obtained results (see Fig. 1 of [136]), all three Eqs. (2.52),
(2.58) and (2.59) give reasonably accurate predictions of the observed spray penetra-
tion. The spray penetration predicted byEqs. (2.52) and (2.58), however, is noticeably
closer to the experimental values than the spray penetration predicted by the simpli-
fied Eq. (2.59). Since the results predicted by Eqs. (2.52) and (2.58) are very close,
it is recommended that Eq. (2.58) is used for modelling the spray penetration.

Also, the predictions of the abovemodel were shown to be close to the penetration
of Diesel spray observed in the rig at Brighton University (UK) and a high-pressure
dimethyl ether spray penetration observed at Chungbuk National University (Korea)
[139]. This provides additional support to the viability of the model. Also, experi-
mental results reported in [110] show that spray penetration length is approximately
proportional to

√
t . Results of a detailed experimental study of the dependence of

liquid phase penetration on the type of fuel used are presented in [108].
Despite encouraging results referring to the comparison between the predictions

of the model and experimental data for the cases considered above, this agreement
turned out to be far frombeing universal. For example,Kostas et al. [74] demonstrated
that in their experiments s ∼ t3/2 rather than s ∼ √

t . This and other similar
results encouraged us to look for alternative approaches to the modelling of spray
penetration. One of such approaches is discussed in the following subsection.

2.2.3 Effects of Turbulence

In the previous subsection, analytical expressions for spray penetration were derived
based on equations for conservation of mass and momentum for a two phase flow.
A number of simplifying assumptions were made when deriving these equations.
Namely, it was assumed that the density of mixture of gas and droplets in the planes
perpendicular to spray axis remains constant inside the spray and zero outside it. The
shapeof the sprayboundarywas controlled exclusively by the spray cone angle.These
assumptions would have been reasonable if the effects of turbulence are ignored. In
more realistic cases, when the effects of turbulence are taken into account, their
validity becomes questionable. In what follows we describe, following [116], an
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approach similar to that discussed in Sect. 2.2.2, but with these two assumptions
relaxed.

Instead of assuming that the density of mixture of gas and droplets, spray (ρm),
is constant in the planes perpendicular to spray axis inside the spray, we assume that
it depends on the distance from the spray axis r as:

ρm = ρm0(z) exp

[
− V0r2

4Dt z

]
, (2.61)

where ρm0(z) is the mixture density at the axis of the spray, the form of this function
does not need to be specified at this stage, Dt is the turbulent diffusion coefficient,
V0 is the initial velocity assumed to be equal to vin (cf. Eq. (2.46)).

Assuming that ρm0(z) is a weak function of z, Eq. (2.61) predicts that the curves
of constant ρm correspond to r ∝ √

z. This parabolic form of the spray shape
was observed in the experiments [135]. Assuming axial symmetry of the spray and
supposing that the velocity of the mixture vm is constant for given z, we calculate
the mass flow rate of the mixture of droplets and gas at the level z as

ṁ = 2π

∞∫
0

vmρmr dr = 4π Dtρm0vm z

V0
= ρm0Amvm, (2.62)

where Am = 4π Dt z/V0 is the effective cross-section of the spray.
Equation (2.62) predicts that the mass flow rate is zero when z → 0. This means

that this equation cannot be applied for small z. At the same time one would be
interested in constructing a model which could predict accurate results for large z,
but still reasonable ones for z → 0. This can be achieved by replacing the effective
cross-section introduced above with Am defined as:

Am = A0 + 4π Dt z/V0, (2.63)

where A0 is the cross-sectional area of the nozzle. In the limit z → ∞ the contribution
of A0 is expected to be negligibly small, while in the limit z → 0 Eq. (2.63) reduces
to a physically correct statement that Am = A0.

Ignoring the contribution of air outside of the area Am and assuming that the
relative volume concentration of droplets αd is small (this assumption is valid every-
where except the immediate vicinity of the nozzle), we can write the equation of
conservation of mass in the form almost identical to Eq. (2.46):

ρd A0V0 = ρm0Amvm − (1 − αd)Amρgvm, (2.64)

where Am is defined by Eq. (2.63), αd is the volume fraction of droplets, as in
Eq. (2.46) (assumed to be small).

In a similar way we can write the equation for conservation of momentum in the
form almost identical to Eq. (2.48):
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ρd A0V 2
0 = ρm0Amv2m . (2.65)

The combination of Eqs. (2.63), (2.64) and (2.65) gives us the following equation
for the velocity of the mixture (cf. Eq. (2.51)):

vm ≡ dz

dt |m
= 2V0

1 + √
a + bz

, (2.66)

where

a = 1 + 4(1 − αd)ρ̃a; b = 64(1 − αd)Dt ρ̃a

V0D2
0

. ρ̃a = ρg/ρd ,

Integration of Eq. (2.66) gives:

3bz + 2(a + bz)3/2 = 6V0bt. (2.67)

For sufficiently large z we can assume that bz � a and simplify Eq. (2.67) to

z =
(
9V 2

0

b

)1/3

t2/3 = V0

4

(
9D2

0

(1 − αd)ρ̃a Dt

)1/3

t2/3 . (2.68)

The dependence of z on t can be compared with the one predicted by Eq. (2.59). In
the limit αd → 0 Eqs. (2.59) and (2.68) predict the same penetration if:

Dt = 9

64

V 3/2
0 (tan θ)3/2

√
d0t

ρ̃
1/4
a

. (2.69)

Considering the values of parameters for experimental results discussed in [136]
(case 1):V0 = 318.3m/s,d0 = 0.2mm, θ = 13◦, t = 1ms, ρ̃a = 19.7/760 = 0.025,
we obtain Dt = 0.1 m2/s. Tentatively, the turbulent diffusivity coefficient can
be roughly estimated from the Tchen formula Dt = σ 2

u T ∗
L (strictly valid only in

homogeneous turbulence for a long time limit). Then the values of σ 2
u = 2k/3 and

TL = O(k/ε), if experimentally available, can be used for a cross-check of the above
number.

There is much uncertainty regarding the experimental observations of spray pen-
etration as discussed in [135]. The general conclusion inferred in [135] is that in
the case of low pressure injection sprays the shape of the spray is close to conical
and spray penetration is approximately proportional to

√
t . For the high pressure

injection, the shape of the spray is close to parabolic, described by Eq. (2.61). In this
case we would expect that spray penetration is fairly well described by Eq. (2.68)
and proportional to t2/3. We have checked this conclusion using data from a high-
speed video recording of a Diesel spray injected at 100MPa into air with density
of 49kg/m3. The comparison between the results of experimental measurements of
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spray penetration and the best fits of experimental data by the curves ∝ t1/2 and
∝ t2/3 showed that the t2/3 plot provides a noticeably better fit than the ∝ t1/2

plot. The maximum and mean deviations for the plot ∝ t2/3 (37.8 and 9.6%) were
clearly less than the maximum and mean deviations for the plot ∝ t1/2 (65.0 and
21.1%) [116]. This supports our approach to linking spray penetration with turbulent
dispersion of droplets, although more studies in this direction are needed.

The effects of turbulence on the initial stage of spray penetration were also
studied in [116], based on the analysis of turbulent diffusion of the liquid phase
(Eulerian approach, see [17]) or turbulent perturbation of individual droplet trajec-
tories (Lagrangian approach, see [114, 115]). In both approaches the analysis was
based on the assumption that spray at the initial stage can be approximated as an array
of non-interacting droplets. As mentioned in Sect. 2.2.1, this assumption is highly
questionable.

Note that spray penetration is closely linked with its momentum flux. Results of
detailed numerical and experimental investigation of these fluxes in high pressure
Diesel sprays are presented in [113].

Effects of cavitation and nozzle geometry on spray penetration were studied in
[149, 150].

The analysis of spray dynamics presented so far has been based mainly on the
Eulerian-Lagrangian approach (Eulerian for the carrier phase and Lagrangian for the
dispersed phase). An alternative technique for the analysis of this process couldmake
use of vortex-based algorithms (e.g. [80, 160]). In the latter paper such an algorithm
was combined with the fully Lagrangian approach to modelling the dispersed phase.
This approach is sometimes known as the Osiptsov method [53]. In the next section
the vortex-based approach is used for the analysis of vortex ring-like structures in
sprays.

2.3 Vortex Ring-like Structures in Sprays

Our analysis so far has been focused on the basic processes leading to spray formation
and penetration, ignoring a number of important details. These details include the
oscillations of sprays and the formation/dynamics of vortex ring-like structures near
the spray leading edges. The former process was considered in a number of papers,
including [123]. The focus of this section will be on the latter phenomenon.

The vortex ring-like structures are not observed for all sprays. For example, they
are not observed for sprays in Diesel engine conditions, where liquid fuel is injected
into a high pressure gas, except at the very initial stage of the process [16]. At the
same time, these structures are typical for gasoline engine sprays, where liquid fuel
is injected into gas at pressures close to atmospheric pressure. A typical spray image
in gasoline engine-like conditions (direct injection (G-DI) injector [5]) is shown in
Fig. 2.2.

As can be seen in Fig. 2.2, the shape of the spray is rather chaotic, but vor-
tex ring-like structures can be clearly recognised. There are some recognisable
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Fig. 2.2 A typical image acquired using a G-DI injector. Positions of the points where radial and
axial components of the velocity are equal to zero in the image of the vortex ring are shown as
crosses. Reprinted from Ref. [70], Copyright Elsevier (2010)

similarities between these structures and the conventional well organised vortex
rings formed, for example, during the injection of water into water with the help
of a round piston (e.g. [87, 144]). However, the early attempts to apply the theory
of conventional vortex rings to the analysis of the above-mentioned vortex ring-like
structures were not successful [137]. In our recent papers [69, 70] the conventional
vortex ring theory was generalised to take into account the effect of turbulence.
The new model developed in these papers turned out to be successful in predicting
some features of the vortex ring-like structures shown in Fig. 2.2, including their
translational velocities.

In what follows in this section we will give a brief overview of historic devel-
opments of the conventional vortex ring theory. Then recent developments pre-
sented in [69, 70] are summarised. Finally, some predictions of the theory developed
[69, 70] are compared with experimental data referring to vortex ring-like structures
similar to those shown in Fig. 2.2.

2.3.1 Conventional Vortex Rings

A schematic sketch of the vortex ring is presented in Fig. 2.3. R0 in this figure is
the radius of the vortex ring (distance from the vortex ring axis to the area of zero
vorticity); � is the characteristic vortex ring thickness. Only the case of a one-phase
fluid is considered in this section and the effects of turbulence are ignored. In the
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Fig. 2.3 A schematic view of a vortex ring. This figure is reproduced from [141] with permission
from JUMV—Society of automotive engineers in Serbia

rest of this section, an overview of historic developments of the conventional vortex
ring theory is presented mainly following [70].

Two approaches were used in theoretical studies of vortex ring translational veloc-
ities and energies. In the first approach, the relation between velocity and vorticity
was used to obtain the formulae for thin cored rings: ε = �/R0 � 1 [31, 34]. Amore
general approach valid for arbitrary ε, developed in [54] (see also [77]), is based on
the Helmholtz-Lamb formula for the ring’s translational velocity U in the form:

U = π

2M

∞∫
0

∞∫
−∞

(
Ψ − 6x

∂Ψ

∂r

)
ζdx dr, (2.70)

where ζ and Ψ are the vorticity and streamfunction, respectively, and M = I/ρ is
the momentum of vorticity per unit density.

Using Eq. (2.70), Saffman [131] (see also [132]) derived an explicit expression
for the translational velocity of a thin-cored viscous vortex ring in the form:

Us = Γ0

4π R0

[
ln

(
4R0√

νt

)
− 0.558 + O

(
νt

R0
2 ln

(
νt

R0
2

))]
, (2.71)

where Γ0 is the initial circulation of the ring, t is time and ν is the fluid kinematic
viscosity. The vorticity distribution inside this ring corresponds to the Lamb-Oseen
vortex filament [77]. This asymptotic formula is valid for the description of the initial
stage of viscous vortex ring developmentwhen νt << R0

2. The final stage of viscous
vortex ring decay (νt >> R0

2) can be described based on the Phillips self-similar
solution for the vorticity (ζ f ) and streamfunction (Ψ f ) distributions [111]:
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ζ f = Mr

16π3/2(νt)5/2
exp

(
− s2∗

2

)
, (2.72)

Ψ f = M

4π

(
erf

(
s∗√
2

)
− s∗

√
2

π
exp

(−s∗2

2

))
r2(

r2 + x2
)3/2 , (2.73)

where

s∗ =
√

r2 + x2

2νt
,

x , r are cylindrical coordinates for the axisymmetric vortex ring. The derivation of
the translational velocity in this case is not straightforward. Since Formula (2.70)
was derived based on the full Navier-Stokes equation, the substitution of Expressions
(2.72) and (2.73) into (2.70) leads to inconsistency.

Attempts to account for the second-order effects of the non-linear convective
terms of the vorticity equation were made by Kambe and Oshima [65]. However
their results are not uniformly valid. Rott and Cantwell [128, 129] studied this case
taking into account the flow dynamics in the potential flow region surrounding the
vortical region. They showed that the asymptotic translational velocity of the ring
can be predicted by the following formula:

U f = 7M

15 (8πνt)3/2
= 0.0037038

I/ρ

(νt)3/2
. (2.74)

Another approach to this problemwas developed in [7, 64, 67, 68]. These authors
obtained afirst-order solution to theNavier-Stokes equationwith the origin in the cen-
tre of the vortex centroid, valid in the limit of small Reynolds numbers Re defined as:

Re = ζ0L2/ν,

where ζ0 = Atλ is the vorticity scale; constant A is to be specified from the conser-
vation of M .

The translational velocity of the viscous vortex ring was derived in the form [67]:

U = Mθ
√

π

4π2R3
0
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}
,

{
2,

7

2

}
,−θ2

)}
, (2.75)

where θ = R0/� = ε−1, I1 is the first-order Bessel function and 2F2 is the generalised
hypergeometric function [98].
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Similarly, the kinetic energy and circulation were derived in the form [68]:

E = M2θ
√

π

2π2R3
0

{
1

12
2F2

({
3

2
,
3

2

}
,

{
5

2
, 3

}
,−θ2

)}
, (2.76)

Γ = M

π R2
0

{
1 − exp

(
−θ2

2

)}
. (2.77)

Note that apart from the definition of Re given above, at least two other definitions
of this number, have been used in the literature:

Reu = Up D/ν, (2.78)

based on the ejection velocity Up and orifice diameter D, and

ReΓ0 = Γ0/ν, (2.79)

where Γ0 is the initial circulation carried by the ring.
The closed-form representations (2.75)–(2.77) enable us to analyse the asymptotic

behaviour of these parameters. In the limit of small θ , these equations reduce to:

U f = Mθ3

4π2R3
0

√
π

(
7

30
− 11θ2

140

)
+ O

(
θ4

)
, (2.80)

E f = M2θ3

2π2R3
0

√
π

(
1

12
− θ2

40

)
+ O

(
θ4

)
, (2.81)

Γ f = Mθ2

2π R2
0

. (2.82)

In the limit of large θ , they are reduced to:

Us = M
√

π

4π2R3
0

(
2 log (θ) + 3 − γ − 2ϕ (3/2)

2

)
+ O

(
1

θ4

)
, (2.83)

Es = M2√π

2π2R3
0

(log (θ) − γ /2 − ϕ (3/2)) + O

(
1

θ4

)
, (2.84)

Γs = M

π R2
0

, (2.85)

where γ ≈ 0.57721566 is the Euler constant and ϕ is the di-gamma function
defined as
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ϕ = d logΓ (x)

dx
,

and Γ (x) is the Gamma function.
Stanaway et al. [153] performed direct numerical simulation of the Navier-Stokes

equation for an axisymmetric vortex ring at small and moderate Reynolds num-
bers. They showed that Formula (2.75) compares fairly well with their result at a
small Reynolds number [35]. The large-Reynolds-number asymptoticswas discussed
in [36].

An alternative approach to estimate the temporal evolution of the vortex ring
translational velocity was suggested by Saffman [131], using simple dimensional
analysis. He derived the following equation:

U = M

k

(
R0

2 + k′νt
)−3/2

, (2.86)

where k and k′ are adjustable constants.
To obtain these constants, Weingand and Gharib [163] compared their exper-

imental results for 830 < ReΓ0 < 1650 with those predicted by Eq. (2.86). This
comparison led them to the following values: k = 14.4 and k′ = 7.8. Later k = 10.15
and k′ = 8.909 were obtained theoretically by Fukumoto and Kaplanski [35].

2.3.2 Turbulent Vortex Rings

In contrast to the aforementioned laminar vortex ring models, the theory of turbulent
vortex rings is far less developed. To the best of the author’s knowledge, the first
attempt to investigate turbulent vortex ring flow structures was made by Lugovtsov
[92, 93] who based his analysis on the introduction of the time-dependent, turbulent
(eddy) viscosity (cf. [76, 78]):

ν∗ ∝ ��′, (2.87)

where �′ = d�/dt and � ∝ t1/4. Equation (2.87) follows from a simple dimensional
analysis [9], remembering that � has the dimension of length, while �′ has the dimen-
sion of velocity. Using Eq. (2.87), Lugovtsov [92, 93] developed a turbulent vortex
ring model with turbulent viscosity ν∗.

Equations (2.75)–(2.77) were originally derived for � = √
2νt (laminar vortex

ring). Later, in [69] it was shown that they remain valid in a more general case
when � = atb, where a and b are constants (1/4 ≤ b ≤ 1/2). The model based
on this presentation of � was called the generalised vortex ring model. This model
incorporates both the laminar model for b = 1/2 and the fully turbulent model for
b = 1/4. For a = √

2ν, b = 1/2 and for large times (small θ ), the leading order
term of (2.75) is identical with the one predicted by Eq. (2.74). For small times,
νt << R2

0, the vorticity is concentrated on a circle of radius R0 and tends to a
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Gaussian form [67]. The leading term of Expression (2.75) coincides with Saffman’s
formula (2.71) [35].

For b = 1/4 in the generalised vortex ring model, the leading term in (2.80)
corresponds to

U f = 0.0105Mt−3/4/a3. (2.88)

The same asymptotic behaviour of the translational velocity for the turbulent vortex
ring was found theoretically and tested experimentally in [2, 45]. Some preliminary
results of the comparison of the predictions of the above results, referring to the
generalised vortex ring model, with the published experimental data were reported
in [69].

One of the important limitations of the model described above is that it is based
upon the assumption that R0 = const. Possible alternative approach in which this
assumption is relaxed for conventional laminar vortex rings is based on Eq. (2.86).
The latter equation was generalised by [69] to take into account the effects of turbu-
lence. These authors started with the dimensionally correct equation:

U = M

k R3 , (2.89)

where k is a proportionality constant. The decay of circulation can be described by
the second dimensionally correct equation:

d (U R)

dt
= −k

′ ν∗ U

R
, (2.90)

where k
′
is another proportionality constant. The viscosity ν∗ is defined by Eq. (2.87).

In contrast to the case considered by [131] and [163], ν∗ depends on time. Having
substituted Eq. (2.89) into Eq. (2.90) and integrating the latter equation from t =
t0 = 0 to t , one obtains:

R2 − R2
0 = k

′
a2

2
t2b. (2.91)

For b = 1/2 and a = √
2ν, Eq. (2.91) reduces to the one derived by [131] and [163].

Substituting Eq. (2.91) into Eq. (2.89) gives:

U = M

k (R2
0 + k′a2

2 t2b)3/2
. (2.92)

For b = 1/2 and a = √
2 ν, Eq. (2.92) reduces to Eq. (2.86). Hence, Eq. (2.92) can

be considered as the generalisation of Eq. (2.86) to the case of arbitrary a and b,
including the case of turbulent vortex rings. For further analysis of Eq. (2.92) see the
original paper [69].
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As follows from the further analysis of the generalised vortex ring model
(Eq. (2.75) for � = atb performed in [70], the vorticity distributions, predicted numer-
ically (for realistic Re = ζ0L2/ν) and analytically (for Re → 0) look rather different.
In the numerical results, the contours expand and shift along the axis of symmetry
with time, while forms predicted by the analytical solution only expand during the
time interval under consideration. Results of calculations of the time evolution of the
vortex ring velocities and energies, based on vorticity distributions, predicted by the
analytical formulae and numerical solution, however, show that both variables are
not sensitive to Re. Hence, analytical formulae are expected to be good approxima-
tions for realistic values of vortex ring velocities and energies even for high Reynolds
numbers.

The underlying physics behind these effects was clarified by the newly found
analytical solution for the normalised vorticity distribution in the limit of long times
in the form ω0 + Reω1, where ω0 is the value of vorticity predicted by the classical
Phillips solution in the limit Re → 0 [111]. Results of further investigations of the
effects of Re on vortex rings, leading to the formation of elliptical vortex rings, are
described in [66].

As pointed out in [5, 70]. The main advantage of the generalised vortex ring
model is that it incorporates an additional parameter b, which can potentially make it
applicable to the analysis of not only classical vortex rings, but also complex vortex-
ring-like structures similar to those shown in Fig. 2.2. Some results of this comparison
for translational velocities of these structures are presented and discussed in the next
section.

2.3.3 Translational Velocities of the Vortex Rings-like Structures

The analyses in this section is focused on typical non-evaporating sprays in gasoline
engine-like conditions, similar to those shown in Fig. 2.2. The experimental condi-
tions are described in detail in [5]. A summary is presented here, following [70].

Preliminary investigationswere performed on two production gasoline injectors; a
lowpressure port fuel injector (PFI) and a high-pressure, direct injection (G-DI) injec-
tor [5]. In both cases, iso-octane was injected into air under atmospheric conditions.
High-speed photography was used to observe the formation and translation of vortex
ring-like structures. Within both sprays, vortex ring-like structures were observed.
However, the most stable and consistent results were obtained in the experiments
with the high-pressure injector. In the G-DI spray (see Fig. 2.2), four vortex-ring-like
structures could be identified within the experimental data. The two most persistent
(and clearly defined) structures were chosen in the comparison with the predictions
of the model described in the previous section.

A Dantec Dynamics phase Doppler anemometer (PDA) was used to study the
dynamics of fuel droplets in the vortex structures. Measurements of the fuel droplet
velocities and diameters were performed in a fine measurement grid that bisected
the spray axis and the region of the ring-like structures. The optimisation of the
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Fig. 2.4 The values of normalised velocities Ūωx (t̄) = Uωx (t)/Uωx (tinit) versus normalised time
t̄ = t/tinit as obtained from the experimental data (circles), their approximation (Ūωx (t) = t̄−1.14)
(thin solid curve) and calculated from Eq. (2.93) for t̃init = tinit/t0 = 0.5 (dashed curves) and 5
(thick solid curves), and b = 1/2 and 1/4 (numbers near the curves). Reprinted from Ref. [70],
Copyright Elsevier (2010)

PDA operating parameters and the statistical accuracy of the measurements formed
an important part of the study. These PDA data were used to study the integral
characteristics of the vortex rings including their translational axial velocities.

In Fig. 2.4, the values of the observed axial velocities, normalised by the value
of the velocity at the time when the vortex ring was initially observed Ūωx (t̄) =
Uωx (tinit) versus normalised time t̄ = t/tinit are shown by circles. Following [5],
the experimental results were approximated by the function Ūωx (t) = t̄ Bn , where
Bn = −1.14 was found using the best fit technique. The plot Ūωx (t) = t̄−1.14 is
shown in the same Fig. 2.4.

In [5] these results were compared with the predictions of the generalised vortex
ring model in the limit of long times. In what follows, the same comparison is made
for arbitrary time, following [70] and using Eq. (2.75). Note that this equation cannot
be used directly for comparison with experimental data, as it refers to vortex ring
velocity, while the measured variable is the fluid velocity in the region of maximal
vorticity Uωx (t). These two variables are related by the equation [69]:

Uωx ≡ Vωx/vn = Ux + 2πθ2

∞∫
0

μ erfc

(
μ√
2

)
J1(θμ) J0(σmaxμ)dμ. (2.93)

The direct comparison between the experimental results and Eq. (2.93) is still
complicated by the fact that the relation of the value of tinit and the instant of time the
vortex ring is expected to be initiated (t0) cannot be inferred from experimental data.
Following [5], two well separated values of t̃init = tinit/t0: t̃init = 0.5 and t̃init = 5
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were considered, and the corresponding values of Ūω x (t̄) = Uωx (t)/Uωx (tinit) ver-
sus t̄ for b = 1/2 and b = 1/4, where t̄ = t̃/t̃init = t/tinit, were calculated. The
plots are shown in the same Fig. 2.4. Note that

t init = tinit
t0

= θb
init. (2.94)

For b = 1/2, the range of t init: (0.5, 5) corresponds to the range of θinit: (0.7, 2.2).
For b = 1/4, the same range of t init corresponds to the range of θinit: (0.8, 1, 5).

As follows from Fig. 2.4, most experimental points (8 out of 13) lie between
the theoretical curves corresponding to t̃init = 5 and b = 1/4 and 1/2. The points
outside this range still look reasonably close to this region remembering the scatter
of experimental data. At the same time only 4 out of 13 points lie between the
theoretical curves corresponding to t̃init = 0.5 and b = 1/4 and 1/2. Hence, one can
conclude that the observed vortex ring-like structures refer to the late stage of vortex
ring development with the values of b lying between b = 1/2, corresponding to the
laminar case, and b = 1/4, corresponding to a fully developed turbulent case. The
most probable value of b = 1.14/3 = 0.38 also lies between 1/4 and 1/2.
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