
Chapter 2
Literature Survey and Theory

This part is split into three sub sections. First a brief introduction, covering the
studied reactions and their mechanisms is presented. Second, the fundamentals of the
electronic structure of model systems and adsorbed species, with a focus on electron
emission spectroscopy (EES) are discussed. Last, the motivation for studying catalyst
model systems under ambient pressure conditions is introduced, followed by a brief
description of thermal stability under applied conditions.

2.1 Chosen Catalytic Reactions

The following sections deals with the reactions studied within this work. For UHV
and ambient experiments CO oxidation, for UHV ethene hydrogenation and for ambi-
ent conditions photocatalytic water splitting is introduced. As these model reactions
are extensively studied in surface science only a brief overview is given. Further,
the survey is limited to findings on Pt surfaces and Pt nanoparticles, in the case of
photocatalysis, to semiconductor based systems (i.e. CdS).

2.1.1 CO Oxidation

The conversion of CO and O2 into CO2 in the gas phase has a free enthalpy of
–283 kJ/mol and is therefore thermodynamically favored [1, 2]. However, in order
to initiate this reaction, the activation energy for the dissociation of O2 has to be
overcome, lowered e.g. by a heterogeneous catalyst. The reaction occurs on Pt (and
other group VIII metals) surfaces via a Langmuir-Hinshelwood (LH) mechanism
[3–8] with the following steps1 (Eqs. 2.1–2.4, ∗ represent surface adsorption sites).

1 Also a low temperature mechanism based on molecular oxygen [9, 10] and additional pathways
for different surface sites (steps and terraces) [11] are known.
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O2 + 2∗ � 2O∗ (2.1)

CO + ∗ � CO∗ (2.2)

CO ∗ +O∗ � CO2 ∗ + ∗ (RDS) (2.3)

CO2∗ � CO2 + ∗ (2.4)

2CO + O2 � 2CO2 (sum) (2.5)

Despite this simple mechanism a few particularities of the reaction need to be
mentioned. It is necessary for the CO and the O2 molecule first to be strongly
adsorbed (chemisorbed) before reaction takes place [1], a coverage dependent step.
Pre-adsorbed CO inhibits dissociative oxygen chemisorption (a necessary prereq-
uisite for the reaction to happen), whereas a pre-adsorbed oxygen layer affects the
sticking probability for CO only slightly [12]. This phenomenon is commonly known
as ‘CO poisoning’ and needs to be taken into account for experimental considera-
tions. Based on these observations the two key factors influencing the reactivity of a
catalyst towards CO oxidation are given: First, the chemisorption of CO and second,
the dissociative adsorption of oxygen [13].

Supported Pt clusters2 on MgO(100) showed a change in reactivity towards CO
oxidation atom by atom [15, 16]. Based on TPR and IRRAS results different reaction
pathways were assigned [2, 15, 17]. The reactivity as a function of size was also
correlated to the corresponding level of the center of the d-band [18–21] for each size
and thus the efficiency of breaking the oxygen double bond [17, 22]. Recent results in
a similar size range support the correlation between electronic structure and reactivity
[23, 24], additionally stressing the influence of the shape of the catalyst particle.
For bigger particles, the different adsorption sites observed for CO responsible for
the different TPR peaks, were successfully assigned, by comparing it with stepped
surfaces [25].

The observed behavior of changing reactivity atom by atom, is particularly intrigu-
ing since the CO oxidation reaction is one of the classic examples of structure insen-
sitivity. This means, its turnover rate is essentially independent of metal dispersion,
even though the structure and coordinative unsaturation of exposed metal atoms are
known to differ among clusters of different size [7, 26]. However, several examples
for insensitivity are known [27] (and herein) for very small sizes and is correlated
to the higher binding strength of CO on step sites present on these small particles,
which contain a higher fraction of CO bound to step sites.

Recently the CO oxidation reaction on supported Pt particles (of different sizes)
was studied under applied conditions (elevated pressures and temperatures, as well
as steady-state conditions) and by means of different techniques. Monitoring changes
in plasmon frequency (INPS, Sect. 5.2.2) the reaction as a function of the mole
fraction (at ambient pressures) was measured on Pt catalysts (2–20 nm size) on SiO2
and proved to be able to detect CO poisoning [28], comparable to UHV results.
Similar sized catalysts were investigated under near atmospheric pressures (in a

2 Previously Ptx (x = 1, 2, 3) on SiO2 had shown different CO adsorption/desorption properties in
TPD measurements already [14], however no CO oxidation had been studied at that point.

http://dx.doi.org/10.1007/978-3-319-01499-9_5


2.1 Chosen Catalytic Reactions 17

reaction cell) and supported by UHV characterization. TOF and activation energies
were extracted and the results were extrapolated to single crystal data, suggesting no
size effects in 2–3 nm particles [27, 29]. Catalysts synthesized by colloidal methods
and tested in flow reactors, at elevated temperatures, support these findings [7, 30] and
the assumption of structure insensitivity. CO oxidation on cluster materials produced
with atomic size control were recently investigated at elevated pressures and revealed
size dependent reactivity which was correlated to a change in particle shape and
electronic structure [31]. Lastly, larger nanoparticles (3–9 nm) in μ-reactors showed
oscillation behavior for the reaction [32], similar to observations known from Ertl
et al. [33].

Measuring the reactivity in these studies, steady-state reaction conditions are
present and the change in reactivity as a function of temperature is probed. While
running the reaction the temperature is increased, at a certain temperature a sudden
increase in turnover is observed and this known as light off phenomenon. This
behavior is explained by the earlier introduced CO poisoning effect. In the low
temperature range CO has a much higher sticking coefficient than oxygen and thus
the CO molecules occupy all free sites on the catalyst as soon as exposed to the
reactant mixture and consequently prevents the catalytic conversion. With increasing
temperature the residence time of the CO gets shorter and eventually oxygen can
bind and subsequently react to CO2—due to stoichiometry each oxygen molecule
reacts with two CO and thus leaves two free surface sites after desorption. In a
cascade reaction all available adsorbed CO molecules react off and give rise to
a sudden increase in CO2 production. Decreasing the temperature a hysteresis is
found, because when cooling the sample, free sites are still available and sustain the
conversion down to temperatures below the ignition temperature of the light off [30,
32].

In conclusion, the CO oxidation mechanism on Pt, and other d-metals is well
understood and serves as a benchmark reaction to characterize reactivity. However,
with respect to behavior for supported metal particles and small clusters under ambi-
ent conditions, there is still the need for studies in order to fully understand the role
of the size, particularly with respect to the electronic structure.

2.1.2 Ethene Hydrogenation

The decomposition of ethene under vacuum has been proven to occur over a family of
single crystal surfaces, Pt, Rh, Pd, Ru as well as supported Pt, Pd and Ni particles.
For Pt(111), but also for other d-metals, in the absence of hydrogen, ethane is formed
and can be detected when studying thermal desorption of ethene, thus the formation
of ethane occurs via a self-hydrogenation [34].

During the thermal decomposition, hydrogen is formed on the surface and is able
to hydrogenate ethene to ethane. The rate determining step (RDS) is the C −H bond
breaking [35] and the overall reaction is described by the following steps (Eqs. 2.6–
2.10).
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C2H4 + ∗ � C2H4∗ (2.6)

C2H4∗ � C2H3 ∗ +H ∗ (RDS) (2.7)

2H∗ � H2 (2.8)

C2H4 ∗ +H∗ � C2H5 ∗ +2∗ (2.9)

C2H5 ∗ +H∗ � C2H6 + 2∗ (2.10)

Based on isotope labeling experiments (TPD, IRRAS) [36–39] it was concluded
that the catalytic ethene hydrogenation reaction on surfaces proceeds as a step wise
process of hydrogen incorporation. This step wise general mechanism is called the
Horiuti-Polanyi mechanism [40] and is shown in Eqs. 2.11–2.15 [41].3

H2 + 2∗ � 2H∗ (2.11)

C2H4 + ∗ � C2H4 ∗ (π − bonded) (2.12)

C2H4 ∗ +∗ � ∗C2H4 ∗ (di − σ bonded) (2.13)

∗C2H4 ∗ +H∗ � C2H5 ∗ +2 ∗ (RDS) (2.14)

C2H5 ∗ +H∗ � C2H6 + 2∗ (2.15)

C2H4 + H2 � C2H6 (sum) (2.16)

As denoted in the equations, ethene forms two types of adsorbates on the surface
depending on the temperature [44]. Between 37–45 K, π -bonded species (associa-
tively chemisorbed) are formed [45, 46], which upon heating above 52 K begins to
form a stronger chemisorbed di-σ species [47–49] on Pt(111) sitting in a fcc 3-fold
hollow site [49]. These species are the kinetically relevant ones and the RDS is the
recombination of the reactants, which must overcome the strong di −σ species [41].
Above ∼250 K4 ethylidine is formed [49, 50] which is a strongly triple-bond car-
bonaceous surfaces species that forms a strongly adsorbed and difficult to remove
over layer on the Pt-surface. Calculations suggest that ethylidyne does not directly
participate in the reaction mechanism, thus the conversion to ethane is likely to pro-
ceed via hydrogen incorporation [51]. This process increases significantly at higher
temperatures [35], but so does the formation of elementary carbon on the metal
surface, at temperatures above 450–500 K. At higher concentrations a graphite layer
forms and the organic deposits become immobile, consequently the active sites on the
metal are poisoned [34, 35]. At even higher temperatures (∼700 K) ethene rapidly
forms a monolayer of graphene. The formation of carbon is structure sensitive

3 The presented mechanism is the simplest proposed hydrogenation mechanism, and also known
as competitive Horiuti-Polanyi mechanism, as the reactants ethene and hydrogen compete for one
single class of adsorption sites. In order to explain observations with respect to micro kinetics on
heterogeneous catalysts this approach is too simple, however since no kinetic interpretation is done
within this thesis, the reader is referred to the literature for a more detailed understanding [42, 43].
4 At room temperature the hydrogenation reaction of ethene is again surface-insensitive because of
the size and symmetry of ethene [35].
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as described above in contrast to the hydrogenation and represents due to catalyst
deactivation one of the major problems in industrial processes.

Despite the numerous publications available, two major questions remain (part
wise) unanswered [36]. First, the exact mechanism for the formation of ethylidyne
and its actual role in the catalytic formation of ethane and second, a detailed picture
of the ethane formation including all relevant C2 moieties.

For the ethylidyne species the question arises as to whether it is a simple spectator
[52] or does it have a more active role in the hydrogenation of ethene [36]. The
current opinion is [53], that it does not actively participate in the reaction, however
blocks the sites available for ethene adsorption [54] or reacts with hydrogen and thus
indirectly affects the reaction kinetics of hydrogenation [51, 55].

The catalytic hydrogenation probably occurs via the incorporation of hydrogen
atoms into a weakly adsorbed ethene, maybe even on a carbonaceous layer [56]. This
ethene then forms ethyl moieties and eventually forms ethane, released as product
form the surface [36, 55, 56]. However, all these processes are competing with the
formation of ethylidyne. As a consequence of the competitive formation the efficiency
of the reaction under vacuum is low and the formation of ethane only accounts for a
small percentage of the initial amount of ethene. For example, measurements found
that only 10 % of a saturated ethene layer were converted via self-hydrogenation to
ethane at 283 K [54].

Based on these considerations and experimental evidences a current model for the
ethane formation on Pt(111) is depicted in Fig. 2.1a, involving both π -bonded and
di −σ bonded species [49]. The competitive interplay between ethylidyne formation
and the hydrogenation to form ethane [49] is presented as both a reaction scheme
and as an energy diagram.

Possible routes to the formation of ethylidyne are shown in Fig. 2.1b, despite
experimental [34–36, 49, 53, 54, 56–58] and theoretical [44, 51, 59, 60] efforts, the
elementary steps involved in the transformation from ethene to ethylidyne are still
debated. Further, the influence of co-adsorbates (i.e. oxygen, CO) on the reactivity
(as a function of coverage) have been studied [39, 53, 57, 61, 62], however are not
within scope of this thesis and are not discussed.

Various investigations on ethene hydrogenation on supported (Pt) particles also
have been performed [25, 43, 63–66] and the following observations are reported. For
the adsorption of ethene on platinum nanoparticles, the ethylidyne species is formed
at slightly lower temperatures than 300 K; carbon polymers are already formed at
390–480 K showing no trace of attached hydrogen in contrast to single crystals [59].
Hydrogenation studies on Pt particles supported on silica (zeolites) indicate a struc-
ture insensitive behavior as for Pt(111) [43, 63]. However, for particles supported on
SiO2 and Al2O3 with a size below 2 nm a structure sensitivity is observed. For pro-
gressively smaller sizes a four times increase in reactivity diminishes below 0.6 nm,
until no reactivity was measured [64, 65]. On a more mechanistic level it was men-
tioned that ethylidyne would not be involved in the reaction in the case of supported
particles [49, 67] and that in absence of hydrogen only the di − σ species could be
converted to ethylidyne [68].
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(a) (b)

Fig. 2.1 Reaction scheme and energy diagram for the surface chemistry occurring during ther-
mal conversion of ethene via hydrogenation on Pt(111), (a). The mechanisms shown, for both
the conversion of ethene to ethylidyne (via an ethylidene intermediate) and for H − D exchange
and hydrogenation reactions (via a common ethyl moiety) [36]. Possible reaction pathways for
ethylidyne formation over Pt group metals at T > 200 K, (b), three mechanisms are suggested:
mechanism 1 (a,b,f and e), mechanism 2 (a,b,g and h) and mechanism 3 (a,i,j and e) [51]. a
Reprinted with permission from [36]-Copyright (1996) American Chemical Society. b Reprinted
from [51], Copyright (2012), with permission from Elsevier

In summary, the mechanisms of the catalyzed ethene hydrogenation reaction (even
on simple model surfaces) is far from being settled. A better control on the reaction,
i.e. by means of a well defined catalyst might help to shed light on some of these
open questions.

2.1.3 Photocatalytic Water Splitting

Photocatalysis is based on the principle, that through adsorption of photons free
charge carriers are generated, which supply catalyzed redox reactions with enough
energy to get a reaction going. In the case of water splitting, the mechanism of
photocatalytic hydrogen generation as illustrated in Fig. 2.2a, can be divided into three
steps: first absorption of photons by a semiconductor material creating electron/hole-
pairs, second migration to the surface or recombination, and third surface reduction/
oxidation reactions [69].
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(b)(a)

Fig. 2.2 Illustration of the mechanism of photocatalytic water splitting and corresponding energy
diagram. a Process sketch. b Energy diagram. The process a involves three steps: photon absorption
generating electron-hole pairs (step 1), charge-carrier separation (and recombination, step 2) and
surface reduction/oxidation reactions (step 3). Schematic energy diagram b for exciton mediated
water-splitting in a semiconductor. A minimum band gap size of 1.23 V versus NHE and suitable
band edge positions are prerequisite [70]. Reprinted with permission from [70]-Copyright (2007)
American Chemical Society

A photocatalyst material should adsorb UV-Vis photons efficiently to meet the
requirement of using the sunlight as an energy source [69]. This property is deter-
mined by the DOS of the underlying semiconductor material. Electronic states in
semiconductors, according to the band model, can be described by a valence band
(VB) and a conduction band (CB) separated by a band gap (Eg) [71]. Illumination
will lead to excitation of electrons from the VB to the CB and generation of empty
states (so called ‘holes’ h+) at the upper edge of the VB as soon as the photon
energy exceeds the band gap (hν > Eg). Photo generated electrons and holes that
subsequently migrate to the surface of the semiconductor without recombination
can cause reduction (H2 formation, EH2O/H2 = 0 V ) and oxidation (O2 formation,
EOH−/O2

= 1.23 V or oxidation of a hole scavenger) reactions [69]. The water split-
ting reaction (2H2O � 2H2 + O2) can be described by the partial equations for
reduction (Eq. 2.17) and oxidation (Eq. 2.18) [70].

4H2O + 4e− � 2H2 + 4OH− + 4h+ (red) (2.17)

4OH− + 4h+ � O2 + 2H2O + 4e− (ox) (2.18)

2H2O � 2H2 + O2 (sum) (2.19)

Since for the formation of the O2 molecule a complex four hole oxidation is
necessary (see Eq. 2.18), the oxidation reaction is quite difficult to achieve. In order to
still be able to study the reduction reaction (Eq. 2.17) the oxidation step is replaced by
the oxidation of a so called hole scavenger. The reduction potential of this scavenger
lies energetically above the VB; the oxidation usually requires only one or two holes
and can therefore be easily achieved. In the experiments within this thesis, TEA
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(triethanolamine) as a sacrificial hole scavenger was used. The disadvantage of a
scavenger is, that it gets consumed during reaction (hydrogen evolution) and thus the
reaction is no longer a cyclic process.5

In order for H2 and O2 formation to occur at the semiconductor surface the CB
edge must be more negative than the reduction potential6 of the H2O/H2 redox cou-
ple whereas the upper VB edge must be more positive than the oxidation potential
of OH−/O2 as illustrated in Fig. 2.2b. These requirements for a semiconductor pho-
tocatalyst for hydrogen generation give rise to a minimum band gap of 1.23 eV,
corresponding to a wavelength of 1008 nm. Due to losses from over potentials in var-
ious steps of the photocatalytic process, suitable band gaps for real photo catalysts lie
in the range of 2 eV (≤620 nm) and therefore these systems are in principle capable
of utilizing light in the visible range of the solar spectrum [69]. For the discussion of
nano structured materials as photo catalysts the above considerations of the general
electronic structure of semiconductors are however not quite adequate, since quantum
size effects have to be considered. These lead to a distribution of rather individual,
discontinuous electronic states and enable the tailoring of the band gap of nanome-
ter size objects by synthetic variation of their composition, shape and dimensions
[72, 73].7

In the presented case CdS, as a prominent example for nano structured II-VI semi-
conductors, were used since their lower band gaps compared to corresponding oxide
materials make them attractive candidates for visible light assisted photocatalytic
hydrogen generation. The hole scavenger TEA protects the CdS from anodic photo
corrosion (caused by oxidation reactions, i.e. CdS + 2h+ → Cd2+ + S) by swiftly
consuming the holes, preventing any other oxidation reactions [75]. Using nanorods
(NRs), the metal sulfide photo catalysts permit short bulk to surface transfer distances
for the charge carriers reducing the probability of electron-hole recombination by
control of the rod diameter [69]. NRs are particularly advantageous compared to
nano particles, because of their high chemical stability. Their large structures, up
to hundreds of nanometers, prevent them better from agglomeration or coalescence
[74]. Further, concerning noble metal decoration, it has been shown that these struc-
tures can serve as a suitable support for the nucleation and growth of noble metal
clusters and larger particles from solution [76, 77].

After photon absorption, charge carrier separation and migration is the next crucial
step of photocatalytic hydrogen generation. For the formation of hydrogen the gen-
erated electrons need to be transferred to the semiconductor surface or to a catalytic
active metal particle. In a similar way holes must be transferred to the surface, in order
to catalyze O2 formation or the oxidation of a hole scavenger. High photocatalytic

5 In terms of energy efficiency this makes the performance less productive; thus in perspective of
an applied research the reduction potential and the availability of a scavenger needs to be taken into
account.
6 Redox potentials are given with respect to the normal hydrogen electrode (NHE) at pH = 0.
7 For example, it was shown that the band gap size of CdS clusters decreases from about 3.6 to
about 2.6 eV (bulk CdS Eg = 2.4 eV [74]) when increasing the diameter of the clusters from 10 to
60 Å.
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activity can only be obtained when competing processes like trapping by surface
defects or photoluminescence by electron/hole recombination can be suppressed to
some extent [78].

The use of noble metal particles as co-catalysts has proven to greatly enhance
the photocatalytic activity for hydrogen generation [70, 75, 76, 79]. A comparative
study on CdS nanoparticles showed that amongst Pt, Pd and Rh the highest hydrogen
production rate can be obtained over Pt metal8 loaded CdS particles [79]. Thus, Pt
was chosen as the co-catalyst metal. The metal particles act as an efficient sink for
photo generated electrons and thereby catalyze the reduction of water to hydrogen
[81].

In order to improve further the efficiency of the hydrogen evolution reaction, it is
necessary to fully understand the underlying reaction mechanisms. Understanding
and controlling the metal co-catalyst is one way to achieve higher reactivity.

2.2 Electronic Structure and EES

This section is dedicated to the main focus of the UHV experiments in this thesis,
the electronic structure of metal surfaces, supported metal clusters and adsorbate
interactions. In the light of the idea to tune reactivity by the modification of the
catalyst (i.e. size) a brief introduction of adsorption and the electronic structure of
the catalyst adsorbate interaction is given.9 Further, an overview over EES results
on metal particles and clusters is presented, followed by a sections about EES of
adsorbates and the data treatment for comparison to gas phase spectra, applied in
this work.

2.2.1 Adsorption

As mentioned, the way of how gases/adsorbates interact with surfaces is of crucial
importance and considered as a key step in heterogeneous catalysis [85]. Conse-
quently, in order to understand the nature of heterogeneous catalyst properties, it is
essential to investigate the adsorption behaviour of reactants [35, 86]. A comprehen-
sive understanding of adsorption requires detailed information about the electronic
properties of the adsorbate-substrate pair [38], as the electronic structure of a surface
is an essential factor determining its chemical reactivity [19]. A few thoughts, con-
siderations and models utilized in this work are briefly mentioned in the following.

8 These findings can also be related to Pt being the most active metal in electrochemical hydrogen
evolution, owing to the ideal chemisorption strength of the adsorbed reaction intermediate H+
corresponding to the Sabatier principle [80].
9 An introduction to the underlying fundamental solid state theory can be found in the literature
[41, 82–84].
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The catalytic reactivity of a material can be described by Sabatier’s principle
[41, 87]. It states, that catalytic reactions proceed best if the interaction between
reactant/adsorbate and surface is neither too strong, nor too weak10; thus the opti-
mum reactivity is related to the heat of adsorption. Sabatier’s principle is reflected in
volcano curves [88], where the reactivity of different elements towards a particular
reaction is plotted as a function of its position in the periodic table, and thus its elec-
tron(ic) configuration [87]. As a result of experimental and theoretical observations
plotted as volcano curves, often Pt turns out to be the optimum catalyst material [89].
This is the reason for the choice of Pt in this thesis with respect to CO oxidation [1,
20] and for the hydrogenation of ethene [21, 35], where Pt is known to be ideal. The
optimum reactivity of Pt (compared to other d-metals) is further well described using
the popular d -band model [18–21]. The model describes trends in the interaction
between an adsorbate11 and a d-metal surface to be governed by the coupling to the
metal d-bands [90].

Consequently, the bond strength between catalyst and adsorbate, and thus, whether
a metal is reactive or not, can be estimated and manipulated changing i.e. the center or
the filling, of the d-band. In the case of Pt, its aforementioned outstanding reactivity
(for oxidation and hydrogenation) can be explained by an optimum position of the
metal d-band. Thus, an ideal ability of the surface to bond to the adsorbates in the
sense of Sabatier’s principle, based on considerations on the electronic structure [91].
This model also explains, why molecules adsorb more strongly on under-coordinated
sites, such as steps and defects, on surfaces. Since the surface atoms on these sites
miss neighbors, they have less overlap and will be narrower, leading to a d-band
shift and consequently a stronger bonding [92]. Based on this insight, the reactivity
of supported clusters12 with under-coordinated sites, can be explained and exploited
to fine tune desired chemisorption bond strength and reactivity [15, 22].

Further, the adsorbate surface interaction can be described on the basis of mole-
cular orbitals (MO). Of course, the interaction involves the whole band structure
of the solid, however these simplified MO considerations are sufficient to explain
and understand the later experimentally observed adsorbate MOs (see appendix Sect.
A.3 for gas phase EES spectra [93]) and their changes in the EES spectra. Briefly,
the relevant (outermost) MOs for CO and ethene/TCE activation and chemisorption
to a surface are summarized.

The Blyholder model [94–96] describes the MO interaction of a CO molecule
at a transition metal surface. The lone pair of electrons on the carbon atom (5σ ,
HOMO) donates into the metal, forming a σ -bond. The d-orbitals of the metal donate
electron density into the anti-bonding (2π∗, LUMO) orbital of CO giving rise to a
π -bond (back donation). The energetic shift of the 5σ orbital is therefore directly
related to the strength of the bond formed between CO and the surface (lower 5σ

10 I.e., in the case of CO oxidation the metal should bind neither to strong for the CO to poison the
surface, nor to weak to not being able to break the oxygen bond.
11 An atom or molecule in front of a metal surface interacts with all valence states of the surface
atoms. For a transition metal, a broad sp-band and a narrow d-band.
12 Assuming a cluster with enough atoms, to be considered already metallic.
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MO, stronger bond). Thus, the lower the energy level of the MO (i.e. high BE),
the stronger the chemisorption of the CO [97].13 For olefines, a similar MO, the
Dewar Chatt Dunchanson model is known. As for CO, the ethene molecule donates
π -electrons of its lone pair (HOMO) into a d-metal with the right symmetry and forms
a σ -bond. By means of a back donation the d-orbitals of the metal donate electron
density back into the π∗ orbital (LUMO) of the olefin, weakening the C = C bond,
while the metal olefin π -bond gets stronger [98, 99]. The stronger the bond of the
molecule to the surface, the lower the energy of the ethene HOMO, thus as measure
of chemisorption strength the BE of the ethene πC−C is decisive.

In cases of substitute groups on the olefine (i.e. chlorine), the different substitutes
of the alkene alter its electronic structure and therefore the energy levels of the MOs.
Dependent on the electronegativity of the substitute groups the strength of the C = C
bond is influenced [93, 100]. Using substitute groups such as halogens, the strength
of the C=C bond is lowered. Consequently, in the case of i.e. TCE, the interaction
with the metal for both donation and back-donation gets less and chemisorption is
more difficult. Further, the additional substitute groups attached to the olefine render
the molecule more stericly demanding, complicating a strong chemisorption bond
to the metal [101].

2.2.2 EES of Supported Clusters

From an experimental perspective, electron emission spectroscopy is probably the
most important and often used technique to investigate the (valence) electronic struc-
ture [102]. The following briefly discusses the major results of the last few decades
gained by means of EES with respect to clusters (without adsorbates). In contrast
to gas phase PES [103, 104], conventional EES of supported clusters yielded little
information [22].

For the first EES of supported ‘clusters’ reported, deposition was performed by
metal evaporation and thus the experiments suffered form poor cluster size control
and increase in size with the deposited amount [102, 105]. However, the evolution
of deposited atoms/clusters to bulk properties were observed for Ag on SiO2 [106],
Pt and Pd on C [107] by means of XPS. In the case of silver, bulk features were
established at a coverage of 5 × 1015 atoms/cm2 and were preceded by a shift
towards lower binding energy (BE) for increasing coverages in the low BE energy
threshold of the EES spectrum by approximately 2.5 eV and the appearance of the
spin-orbit split Ag 4d peaks. A similar behavior, was observed for Pt and Pd as a
function of coverage. The most prominent feature of the EES however, was the onset

13 The 5σ and 1π orbital are almost energetically degenerate, as a consequence of chemisorption and
thus, the extent to which these MOs are joined is another marker of the strength of chemisorption.
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of electron density at Ef and a bulk Pd behavior at 14 × 1015 atoms/cm2 [108].14

The origins of the aforementioned core level shifts were discussed in relation to final
and initial state effects and as a function of ‘size’, based on growth models for the
chosen deposition method [105, 109].

Later experiments, promoted through the development of sophisticated cluster
sources, first ‘real’ EES data of size-selected Pt clusters was obtained and clarified
earlier observations [110–112]. Comparing IP of Pt atoms and dimers, the support
was seen to induce a 1.6–1.8 eV negative shift in IP due to final state screening (expla-
nation see Sect. 2.2.3), suggesting that clusters of this size were not metallic. Also,
the valence electronic structure was probed as a function of cluster size, showing
the characteristic Pt spin-orbit split photoemission peaks. However, the experiments
were performed using cluster coverages at which aggregation of the clusters cannot
be ruled out and thus contradict observations made for similar systems in gas phase
[96]. More recently experiments, present no new insights except, that EES (UPS) of
‘size-selected’ Ag923 and Ag25 clusters is achievable while assuring that no agglom-
eration15 occurs [113]. Selected Pt clusters supported on TiO2 probed by means of
XPS [31], showed size-dependent shifts towards lower BE for increasing size, in
agreement with the above literature.

Concerning MIES, only in the last decade and considerably few attempts have
been done towards elucidating the electronic structure of supported catalyst materials.
On MgO the alkali metals Na and Li have been probed [114] as well as Ag [115],
deposited via vapor deposition—in either case the metals could hardly be detected
and only at high coverages. Further, Pd on MgO was probed revealing small features
at extreme high coverages [116, 117], the authors consider that a reduction in particles
size beyond 1 nm will give rise to the change of the interaction process between He∗
and the adsorbate from AN to AD as soon as the transition from metallic-like to
molecular behavior of the cluster takes place.

2.2.3 Photoemission of Adsorbates: Data Treatment

Photoemission experiments have been shown to provide much insight into the elec-
tronic structure of the adsorbate/adsorbent interaction [64, 97, 118]. Thus, this
section is dealing with the peculiarities and problems of these techniques for the
study of adsorbate interaction and approaches used in this thesis. General choices
for data treatment are presented and explained, the interpretation is subject of the fol-
lowing section. The considerations are based on the general knowledge on PES/EES,
the (experimental) principles are briefly introduced in the Chap. 3 in Sect. 3.2.5.

14 Within this work also CO was dosed on the surface and the resulting UP spectrum revealed the
expected CO MO peaks, which were shifted about +0.5 eV compared to of single crystal data thus
indicating a possible cluster induced effect [108].
15 Using lower coverages additionally characterized by means of STM.

http://dx.doi.org/10.1007/978-3-319-01499-9_3
http://dx.doi.org/10.1007/978-3-319-01499-9_3
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Fig. 2.3 Schematic UPS spectra of adsorbed species on a d-metal and the corresponding DOS of
the metal and MOs of the adsorbed species [119]. J.W. Niemantsverdriet: Spectroscopy in Catalysis:
An Introduction, page 69. 2007. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced
with permission

The general picture of a EES experiment of an adsorbate on a d-metal, including
the changes to the spectrum, can be seen in Fig. 2.3. The important features are the
change �φ in the work function (WF), attenuation of the d-band signal, �I , and
the presence of adsorbate photoemission peaks. The change in WF can be explained
using the jellium model as a simple description. An adsorbed species changes the
dipole layer of the surface (depending on the dipole moment of the adsorbate) which
is the surface contribution to the WF and this changes its value. The attenuated
d-band intensity is changed because the adsorbed gas reduces the photo emission of
the substrate [119].16

With the intention to study the adsorbate-substrate/catalyst interactions the occur-
rence of adsorbate peaks originating from the corresponding MOs are of paramount
interest. In particular, a comparison with gas phase PE spectra of the free molecule
can yield information on the MO interaction with a surface, which manifests itself
as a shift in the IP of the adsorbate’s MO [97, 99, 120, 121]. Further, the changes in
the WF of the adsorbent can reveal more information on the nature of the interaction
as well as corroborate conclusions reached by studying the shift of IPs.

In gas-phase studies the electron BEs are commonly referenced to the vacuum
level and plotted on an ionization potential (IP) scale, whereas in the study of solids,
EF provides the experimental reference point on a BE scale (with EF = 0) [101].
Thus, in order to compare gas phase spectra with spectra of adsorbed molecules

16 However, this does not need to be interpreted as an electron flow from the d-band into the
unoccupied states of the adsorbate.
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on a surface, the BE scale of the latter is converted into IP energy scale.17 For this
purpose the WF has to be added to the measured electron BE. It is usual practice to
reference with respect to a fixed WF value, either the WF of the clean substrate as
recommended by Broughton et al. [122] or by using the WF of the saturated surface
as suggested by Kelemen et al. [97, 101]. The practice of using a fixed WF reference
point accounts for the fact that usually adsorbate BE (measured with respect to EF),
which belong to non-interacting orbitals, are fixed in energy when increasing the
adsorbate coverage; although the WF is coverage dependent [101, 122]. Further
details on the argumentation on the so called ‘reference level problem’ can be found
in the literature [123, 124]. For referencing the EE spectra of this work, the WF of the
clean metal substrate as indicated in Eq. 2.20 is added, thus following the procedure
suggested by Broughton et al.:

IPsolid = BEsolid + φclean surface (2.20)

Furthermore, as seen in the sketch in Fig. 2.3, at high IP energies an increasing
amount of secondary electrons [86, 119] are present. These electrons have under-
gone inelastic collisions and additional scattering events while traveling through
the specimen and therefore contain no meaningful information about the electronic
structure [97, 121]. Unfortunately, these electrons also suppress features from the
adsorbed molecule in the spectra. In order to reveal features obscured by these sec-
ondaries, it is a common approach to subtract a fit function [125]; for the spectra
in this work a polynomial function is fitted to the spectra and subtracted from the
original spectrum [126].

A more detailed description of this approach, along with the used peak fitting
procedure and details on the parameters, is stated in the appendix in Sect. A.1.5.

2.2.4 Interpretation of BE Shifts of Adsorbates in EES

Comparing gas phase spectra of the free molecules with that of adsorbed ones, two
observations are made: loss of rotational fine structure, thus broadening of peaks,
and a shift in energies on an IP scale. The extent of the energy shift reflects the state
of the adsorbed molecule [101, 118]. However these shifts �EB compared to the
gas phase values cannot be directly related to chemical properties since they consist
of mainly two parts that can be separated in contributions from physical adsorp-
tion, called ‘relaxation shifts’ �ERV and chemical adsorption �EBOND (Eq. 2.21)
[97, 118].

17 It is noteworth, that this conversion of BE to IP still fails to completely define the adsorbate surface
interaction in terms of the molecular orbitals of the adsorbate. In the case of UPS this is largely due
to the fact that it is an integral technique and therefore probes a very large number of molecules at
once, while at the same time requiring relatively high coverages (1 ML) to resolve individual peaks
[97]. Only with a local technique at very low coverage, i.e. in the absence of adsorbate-adsorbate
interactions which can lead to a 1 eV shift, can the true adsorbate electronic structure be realized.
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�EB = �ERV + �EBOND (2.21)

For physisorption, the valence band peaks belonging to MOs are found to shift
towards lower IP compared to the gas phase values. Most of this effect can be
accounted for as a final state effect, where the electron hole from the emitted elec-
tron is screened by surrounding molecules and the surface [97], thereby increasing
the KE of the emitted electrons and lowering the IP [99]. This energy shift (�ERV )
is referred to as ‘relaxation energy’ [118, 127] although it also contains a potential
energy contribution which depends on the adsorption geometry in front of the surface
[123].

For core-level BE the observed relaxation shifts (�ERC) are usually bigger, as the
presence of valence-electron reservoir in the metal allows the molecular equivalent
of outer-shell relaxation, as electron charge is transferred into the molecule’s valence
orbitals during photoemission. Concerning the size of the molecule, the larger the
molecule, the less the observed relaxation shift as the created hole charge tends to
be screened already in the molecule itself [118].

In the case of chemisorption, the shifts oppose the trend observed and shift to
higher BE/IP. The cause is an initial state effect, due to the change in the chemistry
of the molecule [99], where the bonding MO is lowered18 in energy [128].

The different changes expected in EES along with their energy shifts upon adsorp-
tion of a molecule are summarized in Fig. 2.4. The energy level diagram highlights
again, that due to the possible convolution of the introduced initial and final state
effects, it is difficult, to gain clear chemical information from EES if both physisorp-
tion and chemisorption occur [124].

Last, with respect to the differences found in the application of UPS and MIES for
probing adsorbates, symmetry considerations are necessary. For UPS an additional
selection rule based on symmetry needs to be applied, that has a polarization depen-
dency of the light [96, 97]. Thus, the orientation of the adsorbate orbitals and the
polarization of the incoming light both play a decisive role in the photoemission of
an electron in UPS. Applying Fermi’s Golden Rule, the photoemission experiment
only detects electrons that lead to a total symmetric dipole transition matrix element
and the final state of the photoemission is necessarily gerade. If the incident light is
s-polarized then it has ungerade symmetry in the emission plane and in order for the
transition matrix element to be non-zero, the initial state must also be ungerade. This
occurs for p-orbitals that are parallel to the surface plane (i.e. 1π or 2π∗ in the case
of CO, as it is known to adsorb perpendicular to the surface in many cases). If the
incident light is p-polarized then it has gerade symmetry and therefore only gerade
initial states will photo emit (for CO, 5σ and 4σ ).

For MIES, other selection rules apply which are not considered in this thesis.
The UPS setup in this work uses unpolarized light, thus contributions of both s-and
p-polarized light can be seen.

18 For the particular case of C2H4 chemisorption the important MO to observe is the πC−C MO, a
high BE/IP corresponding to a strong bond [99].
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Fig. 2.4 Energy level diagram for EES (on an IP scale) from an adsorbate molecule, showing
ground state M, core-hole state M+(core), as well as hole states M+(VBS) and M+(VNBS) of
binding and non-binding valence orbitals to the substrate, respectively. Hole-state energies (BE)
are lowered (�ERV ) upon physisorption, because of screening by the substrates (note the bigger
relaxation for core holes �ERC). Upon chemisorption, the bonding orbital can be identified by an
increase �EBOND in BE, may however include contributions of �ERV [118]

2.3 Model Catalysts Under Ambient and Applied Conditions

In this section the motivation and common approaches for the study of model catalyst
materials under ambient conditions is further elucidated. Additionally, in the context
of the performed experiments, a short introduction into the stability of supported
catalysts is given.

2.3.1 Materials and Pressure Gap

The understanding of surface reactions in general, with respect to catalytic reactions,
was predominantly achieved using surface science [64, 86, 129]. Most of these
findings, however were obtained on idealized systems and under idealized conditions,
mainly on single crystals at low pressure and temperature conditions. The dilemma
of the traditional surface science approach becomes apparent. Investigations of
real catalysts (complex materials), conducted under relevant conditions by in − situ
techniques, provide little information on the surface of the catalyst, because the
techniques which are surface-sensitive can often only be applied on model surfaces
under particular conditions (e.g. vacuum). Further, despite being able to describe
a catalytic reaction on a well-defined single crystal of a metal under well defined
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and simplified conditions, this becomes tremendously more complicated when the
same reaction runs over small catalyst particles on a support in a realistic reactor
environment [119].

In this perspective, gaps between catalysis and traditional surface science have
been identified in the mid 1980s: the ‘pressure gap’ [130], the ‘materials gap’ [131]
and sometimes the ‘complexity gap’19 [132]. Bridging these gaps are still important
[119] and current issues in catalysis [133].

The first approaches to overcome these gaps were so-called single crystal
approaches. The bridge to more realistic conditions was established by simply
extrapolating the results from UHV/single crystal experiments to industrial con-
ditions [134].20 Considering the difference of roughly ten orders of magnitude in
pressure and simplification of the reaction [131] this is a rather surprising result and
does not work, but for a few examples [134, 137].

In order to overcome the materials gap, more complex surfaces under UHV
conditions are studied. In particular, moving from single crystal surfaces towards
metal oxide supported particles with different sizes and complexity. These model
catalyst surfaces have significantly contributed to a better understanding [35, 64,
138–143]. Beside these supported particles, prepared in UHV usually by means of
deposition by evaporation processes [27], other means of preparing model catalyst
surfaces are know, e.g. using lithography [129, 144–146]. Except, for a few examples
(as the use of size-selected supported clusters in this work) the prepared model
materials often lack reproducibility, thus the majority of experiments cannot be
reproduced and compared [26]. Furthermore, all these more realistic, model systems
also mark only another way point, since the structure and chemical composition
of a catalyst in operation will be largely determined by dynamic processes. This
is problematic, since static conditions, typically applied in surface science, become
increasingly irrelevant with increasing rate and pressure [134].

Therefore, by using these more sophisticated materials, two major strategies
towards bridging the pressure gap have been pursued. On one hand there is the
popular approach of adapting conventional surface science techniques to work at
elevated/high pressures for in-situ measurements [24, 27]. This has been success-
fully achieved for a wide variety of instruments, i.e. STM [53, 147, 148], XPS [137]
or (E)TEM [149–151]. Other, (optical) techniques have been readily applied at higher
pressures as well, e.g. IRRAS [29, 152], S-SHG [49] or FEM [153]. On the other
hand, a current trend in achieving insight at elevated pressures and more realistic con-
ditions is the application of new characterization methods, such as micro-reactors
[154, 155] or sensing devices, exploiting different physical properties [156–159].

Despite the mentioned efforts being only a rough and only partial overview on the
current work on the materials and pressure gap, it is still a way to go until conventional

19 The complexity gap is covering the study of gas and mass transport phenomena, which addition-
ally to materials and pressure gaps need to be considered [132].
20 The first example was the calculation of the rate of ammonia formation under industrial conditions
[130, 131], based on well studied single-crystal surface reactions [1, 135, 136].
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surface science allows for ultimate insight into the ‘work’ of an industrial catalyst.
Using sophisticated model catalyst systems and a variety of different techniques, this
work helps to contribute bridging the gaps.

2.3.2 Stability

With respect to reactivity studies of model catalysts, but also during application
in industrial processes of ‘real’ catalysts, the stability and possible deactivation of
a catalyst is a problem of great concern for both [160, 161]. In either case, good
knowledge of the stability of the catalyst is a prerequisite for the study of its reac-
tivity, however, often catalyst reactivity is probed [25, 27, 29], with addressing little
attention to its stability.

Causes of deactivation are basically three-fold: chemical, mechanical or thermal—
hereby six different routes of deactivation of catalyst material are described (some
have been introduced before, without further explanation): poisoning (i.e. CO on Pt),
fouling (i.e. coke formation during ethene hydrogenation on Pt), thermal degradation,
vapor compound formation accompanied by transport, vapor-solid and/or solid-solid
reactions, and attrition/crushing [162, 163].

Within focus on the ambient part of this work the thermal deactivation, and more
particular sintering as temperature induced degradation mechanism is studied. Three
mechanisms for crystallite growth are known and advanced: crystallite migration,
atomic migration and vapor transport. These processes can in general be accelerated
by promoters (i.e. water vapor, oxygen) and are usually irreversible.

Since vapor transport requires very high temperatures it is unlikely to happened
in the conducted experiments, the two remaining possible mechanisms of particle
growth are: Ostwald ripening (interparticle transport) or particle coalescence and are
briefly introduced on an qualitative basis, further information in the literature [149,
164]. Figure 2.5 shows illustrations for the two processes along with theoretical
particle size distributions (PSD)—as an initial PSD, the ideal case of a Gaussian
distribution is taken (of course this varies with synthesis process). In general, the
sintering of small metal particles on an oxide support are driven by a favorable,
lower total energy of the particle, due to the loss of surface area and further enhanced
by the additional lower surface free energy when uncovering the support surface
[41].

The minimization of the surface free energy is the driving force for particle coa-
lescence (merging of particles) after migration of particles over the surface. The
movement of the surface atoms at elevated temperatures induces a Brownian type
movement of particles on the surface and eventually two meeting particles coalescent
and become one particle. The total number of particles decreases as larger particles
are formed on the expense of smaller ones. With respect to the PSD the number of
larger particles will rise, while the distribution in general will decrease in size—a
particular characteristic is the tail towards larger particles. During Ostwald ripening
the larger particles grow at the expense of smaller ones, as atoms get detached from
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Fig. 2.5 Schematic illustration of Ostwald ripening (right) and Migration and coalescence (left)
sintering processes of particles on surfaces. Below are shown the corresponding, theoretically to
expect PSD

the smaller ones and subsequently attached to the bigger particles. When the sinter-
ing process is advanced, a decrease in the number of particles is expected, as atoms
move to the larger particles and smaller ones ‘disappear’. The maximum of the PSD
is shifted to higher values with a sharp cut-off; however, the tail of the distribution
faces towards smaller particles as a consequence of the continuous supply of smaller
particles [149, 165].

The different mechanisms can in general be distinguished by their ‘tail’ of the
PSD, even if this argumentation might be considered part-wise invalid based on
experimental observations [166]. Concerning the temperature, when to expect sin-
tering, the correlation with characteristic physical properties is useful [161]. The
so-called Tamman and Hüttig temperatures, are directly related to the melting tem-
perature. In the case of Pt, sintering is expected from THüttig = 0.3Tmelting ≈ 608 K,
for small particles, already at lower temperatures. These observations also justify
the use of metal oxides as support materials, as they are considered thermostable.
In order to study sintering phenomena on a local level, particularly TEM [167, 168]
and STM [169], have shown to be precise methods with insights into the fundamen-
tal mechanisms are, however disregard ensemble effects. Therefore, methods close
to application [163, 164, 170] are the usual choice; new methods, correlating local
phenomena with integral methods are highly desirable.
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