Chapter 3
Modal Interval Extensions

3.1 Introduction

The problem discussed in this chapter is that of obtaining a class of interval func-
tions F : I*(R¥) — I*(R), consistently referring to the continuous functions f
from R* to R.

In classical interval analysis, an interval extension of a R¥ to R continuous func-
tion z= f(x1,...,xx) is the interval united extension Ry of f. Given an interval
argument X = (X1,..., X;) € I(R¥), it is defined as the range of f-values on X

Rf(Xl,...,Xk) = {f(xl,...,xk)lxl € Xi,..., Xk EXk}
= [min{ f(x1,...,xx) | x1 € X1,..., Xk € Xk},

max{ f(x1,...,xx) | x1 € X1,...,xx € Xi}],

which can be considered as a “semantic extension” of f', since it admits the logical
interpretations

(Vx1 € X1)---(Vxr € X)) (3z € Rf(Xl,...,Xk))Z: f(x1, .0, xk)
and
(VZG Rf(Xl,...,Xk)) (Elx1 EX])---(ka EXk)ZZ f(xl,...,xk).

Since the domain of values of a continuous function is generally not easily
computable, an interval syntactic extension fR(X1, ..., Xi) is defined by replacing
the real operators of the real functions f(xi,...,x;) on R by the homonymous
operators defined on the system (/(R), (D)), that is, replacing
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40 3 Modal Interval Extensions

1. their numerical arguments Xy, ..., xx by the interval arguments X1, ..., X, and

2. their real arithmetic operators @ by the corresponding interval operations
(@ which, in the common case of the truncated computations of any actual
arithmetic, must be the outwards directed Q@ r because of the inclusion

XWY C XWgrY = Out(XWY).
The crucial relation between both extensions is

Ry(Xi,....Xp) S/R(X1..... Xp).

under the condition that the function fR(X1, ..., Xy ) is well defined, i.e., that it does
not imply division by an unspecified interval containing the value zero. Therefore a
syntactic extension fR(X1, ..., Xj) is computable from the bounds of the intervals
X1, ..., Xk, and usually represents an overestimation of R s (X1,..., Xi).

Example 3.1.1 The united extension of the continuous real function

X
14+ x

f(x) =

to the interval [2,4] is Ry ([2,4]) = [2/3,4/5], the range of f in this interval. The
syntactic extension for the same interval is

R4 = o = 2/5.473),

and, in fact, R/ ([2.4]) = [2/3.4/5] C [2/5.4/3] = fR([2. 4]).

Syntactic interval functions have the property, fundamental to the whole field of
Interval Analysis, of being “inclusive”, that is, for A} € Bj,...,Ax < By, the
relation

JR(Ay, ..., Ax) S/R(Bu, ... By)

holds.
A basic critical fact is that the interval syntactic extension fR of f satisfies only
one kind of interval predicate compatible with outer rounding:

(Vx1 € X1)---(Vxi € Xi) (Fz € Out(fR(X1, ..., Xp) 2= f(x1,...,Xxk).

In the context of modal intervals, it may be expected, as a starting point, that as
soon as the R-predicate P (x) results in the modal interval predicate Q(x, X) P (x),
the relation z = f(x1,...,x;) must become some kind of interval relation Z =
F(Xi,..., Xi) guaranteeing some sort of (k + 1)-dimensional interval predicate of
the form
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Qi(x1, X1) oo Qulxx, Xix) Qu(z. Z) z= f(x1,..., Xk)s

where an ordering problem obviously arises since the quantifying prefixes are not
generally commutable.

3.1.1 Poor Computational Extension

To find a more general approach, we scale down the problem of digital compu-
tation to its bare essentials and start by considering the most elementary sort of
computational functions able to get actual information about the ideal connections
established by the continuous real functions f : R¥ — R. To prevent the restrictions
of any extension by set of values due to the limited character of system (/(R), +, %),
illustrated in Chap. 1, we will first introduce the definition of a “poor”” computational
extension of a continuous real function.

Definition 3.1.1 (Poor computational extension) The function F : R — I(R)
is a poor computational extension of a continuous real function f : RF — R if the
existence of F(a)’ implies that f(a) € F(a)'.

These simplest partial computational functions are defined on a subset of R
and have, wherever defined, the two values Sup(F(a)’) and Inf(F(a)’), upper and
lower bounds of the analytically defined value f(a), the value of which the exact
determination is, as a general matter of fact, out of reach for digital processing.

The usefulness of this definition is to induce a more general one for extensions
of the kind F : I*(R¥) — I'*(R), as it results from the lemma that follows.

Lemma 3.1.1 (Semantic formulation of a poor computational extension) Let
F : R¥ — I(R) be a poor computational extension of f, and let f : R — R be
a continuous function. Supposing that F(a)' € I(R) exists, the condition f(a) €
F(a) is equivalent to

(VX' € IRY) ((x € X') € Pred*([a.a]) = (z € f(X')) € Pred* (Prop(F(a)))).

where f(X') is the united extension or domain of values of f on X'.

Proof This logical formula is equivalent to
(VX' e IRY) (a e X' = F(a) N f(X') # 0),

which is equivalent to f(a) € F(a)’ because:

(1) particularizing X’ to [a, a]’, becomes

(@a€la.a] = F(a)' N f(la.a]') # 0) = f(a) € F(a)"
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Fig. 3.1 Poor extension f
diagram

(2) for the reverse implication, if f(a) € F(a)',

(VX' € IR") (@ae X = f(a)e f(X) = F(a) N f(X) # 9).

Figure 3.1 illustrates this proof.

Example 3.1.2 For the function f : R — R given by f(x) = x/3, a poor compu-
tational extension can be F : {1} — I(R) given by F(1)’ = [0.33,0.34]". In this
case,a = l and f(1) = 1/3 satisfy f(1) € F(1)'. This relation is equivalent to

(VX" e IR))(1 € X' = [0.33,0.34] N f(X') # 9),
which can be written in the form
(VX' e IR))(1 € X' = (3z€[0.33,0.34]) z € f(X"))
or
(VX' € I(R))((x € X') € Pred*([1,1]) = (z € f(X')) € Pred*([0.33, 0.34])).

Now, the equivalent definition for poor computational extensions, made available
by this lemma, can be extended to define logically the “modal interval extensions”
of continuous functions by formally substituting the element [a, a] by a general
modal interval A € I*(R¥), overcoming the rigidities of the theory of functions of

the ordinary interval analysis which are induced by the set-theoretical domain-of-
values approach.

3.1.2 Modal Interval Extension

In the logical formulation of the poor computational extension of a continuous
function, let us replace the argument [a, a] and its modal image Prop(F(a)’) by
the more general argument and image, A and F(A).



3.2 Semantic Functions 43

Definition 3.1.2 (Modal interval extension) If f : RF — R is a real continuous

function, then F : I*(R¥) — I*(R) is its modal interval extension, if, wherever
F(A) exists,

(VX' € I(RY)) ((x € X') € Pred*(4) = (z € f(X")) € Pred*(F(A))).

The logical form of the condition is acceptable. It is thus necessary only to
emphasize the properties that make these functions interesting for a computation
by intervals. The first indication of the nature of this definition is that it does not
give a univocal value for each F(A) which exists, but it gives only a lower limit for
the modal inclusion. Indeed, by Lemma 2.2.13, the condition that ' (A4) is a modal
extension of f can be written in the following equivalent form:

(VX' € I(RY)) (Impr(X') € A = Impr(f(X')) € F(A)).

There remains the task of uncovering the properties which characterize analyti-
cally and semantically these formally constructed “modal interval extensions”.

3.2 Semantic Functions

We will define the two “semantic” interval functions which play a grounding role in
the theory because they are in close relation with the modal interval extensions of
continuous functions.

Definition 3.2.1 (*-semantic extension) If f is an R¥ to R continuous function
and if x = (x,, x;) is the component-splitting corresponding to X = (X ,, X;) €
I*(RY),
fFX)y = NN [fGepxi), f(xpx0)]
xpEX X, €X;

= [ min max f(x,,x;), max min f(x,,x;)].

7
x,,EX x,EX p X ,

and is called the *-semantic extension of f.

Definition 3.2.2 (**-semantic extension) With the same hypotheses as the previ-
ous definition,

X)) = N \/ [f(xp.xi), f(xp.x;)] =

x,EX X )€

= [max/ min Sf(xp,x;), min max f(x,,x;)]
x;€X; xp€X), X GX, ,,GX

and is called the **-semantic extension of f.
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Remark 3.2.1 1If all the X -components are proper intervals, i.e., X; = @ allowing
for the abuse of language, then

(X)) = (X)) = [min{ f(x1,...,x¢) | x1 € X[, ..., xx € X[},
max{ f(xi,....x¢) | x1 € X|....,xx € X;}].
which corresponds to the interval united extension Ry of the classical interval
analysis, and Mod( f*(X)) = 3.

If all the X -components are improper intervals, i.e., X , =@ allowing for the
abuse of language, then, one has instead

X)) = (X)) = [max{f(x1,...,x) | x1 € X[,...,xx € X{},

min{ f(x1,...,x¢) | X1 € X{,...,xx € X }],

with Set(f*(X)) = Ry and Mod(f*(X)) = V.

Example 3.2.1 For the continuous real continuous f(x1,x2) = x7 + x3, the com-
putation of the *-semantic and the **-semantic functions for X = ([-1, 1], [1, —1])
yields the following results:

2 ) 5
x1€[=11) x2€[-1,1 [xi + x5, x7 + x3]

f*([_lv 1]7 [17_1])

2+ 1,x7] = [1,1];

x1€[—1,1)

2, 2 2, 2
el xi€[=11) e+, %1+ 2]

AN\ 1+ x2 =[11].

ST(A=11] 1 -1))

x2€[—1,1)
For the continuous real continuous function g(x;,x;) = (x; + xz)z, the corre-
sponding *-semantic and **-semantic functions for X = ([-1,1],[1,—1]) don’t

have coincident values:

g (L1 [L-1D= V A [ +x)% () +x2)7]

x1€[—1,1) x2€[-1,1)

= V  J[if x; < Othen (x; — )2 else (x; + 1)%,0]

x1€[—1,1)
= [1,0];
(L1 -1 = A Vo (xr +x)% (x1 + x0)7

xo€[—1,1) x1€[=1,1]

= /\ [0,if x» < O then (x, — 1)* else (x> + 1)?]

x€[—1,1)

= [0, 1].
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In general, both semantic extensions are out of reach of any direct computation
except for some very simple continuous real functions, as the previous example
may suggest, as unary operator (exp, In, . ..) and the arithmetic operators of which
semantic computations, properties and implementation are in Chap. 5.

The case of equality between both extensions characterizes the following
important concept.

Definition 3.2.3 (JM-commutativity) A continuous real function f : R¥ — R is
JM-commutable for A € I*(R¥)if f*(A) = f**(A).

3.2.1 Properties of the Semantic Extensions

The semantic extensions are not independent: there exists a relation of duality.

Theorem 3.2.1 (Duality of the semantic functions) If f is an R* to R continuous
function and X € I*(RF),

Dual(f*(X)) = f**(Dual(X)).

Proof From the definitions of f* and f** and Lemma 2.2.10

Dual(f*(X)) = Dual(x\// /\{ [f(x), f(x)])

pxl'E i

A \/ @) f0)] = f** (Dual(X)).

xp€X)x

The following result yields the basic relation of inclusion between the semantic
extensions.

Theorem 3.2.2 (Min-max) If f is an R¥ to R continuous function, and (X', X )
is any component splitting of X' € I(R¥), then

(V(x1,x2) € (X}, X%)) max min f(x;,x;) < min max f(xi,x2)
xleXlszX2 xZEszleXl

and

max min f(x,%2) < f(X1n, X2n) < min max f(xy,Xx7),
x1€X szX szX x1€X1

where Xy, is a point on which the function min,,cy, f(x1,x7) reaches its
maximum and X is a point on which the function max,, ex: f(x1,x2) reaches
its minimum.



46 3 Modal Interval Extensions

Proof The first inequality is true since
(Vxi € X)) min  f(x1,x2) < f(x1,%2)
x2€X2

(Vx2 € X)) max f(x1.x2) = f(x1,x2)
x1€X]

For the second inequality, defining

Jm(x)) = min  f(x}, x2),

szX

Sfu(xh) = max  f(xq,x5)

x1€X

it follows that

(Vx}y € X)) (Vx5 € X5) (fu(x)) < f(x],x5) < fu(x))).
|
Remark 3.2.2 Since all the values f,,(x/) are less than or equal to all the values of
Jfu(x}), and the functions f;, and fy are continuous, the sets F,, = { f,(x) | x| €

X1} and Fj, = {fu(x}) | x}, € X}} are intervals such that Sup(F,,) < Inf(F};,),
as is partially stated by this theorem.

Next, firstly, the inclusion relation between f*(X) and f**(X) will be shown:

Theorem 3.2.3 (Inclusion of f* in f**) If f is an R* to R continuous real
function and X € I*(RY), then

fHX) € fX).

Proof

rx=\V /\ [f(xpoxi). f(x . x0)]

x,,eX’ X;€

= [ min max f(xp,x;), max min f(xp,xi)]

’
xpeX X;€ X x,€X), xi€X;

€ [max min f(x,, x;), min max f(xp,x)]

xi€X] xp€X), xi€X|x,

= /\ \/ [f(xpvxi)vf(xpvxi)]

xi€X[x,€X’,

= f(X).

Secondly, there follows the C-monotonicity of f* and f**.
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Lemma 3.2.1 For X € I*(R) and any R ro R continuous functions Fy, F,
Fi) € B = $2 Fien < §2 .

Proof In agreement with the Definition 2.2.17 of the meet—join operator,

a) If X is a proper interval,

2 Fo= V R

(x.X) xeX’
= [nelan/ Inf(F; (x)), ma Sup(Fi(x))]
< [min Inf(F3(x)), max Sup(F>(x))]

=V FE®x)

xex’

= (:(% F(x).

b) A dual proofis valid if X is an improper interval.

Lemma 3.2.2 For X;, X, € I*(R)and F : R — I*(R),
X, cx, = §2 Fooc 82 F.
(x,X1) (x,X2)

Proof

a) If X is a proper interval,

Q F(x) = V F(x) = [min Inf(F (x)), max Sup(F(x))],
(x.X1) xeX| xeX| x€X/|

al) if X is a proper interval, then X| C X} and therefore
[min Inf(F(x)), max Sup(F(x))]
xeX/| xeX|
C [min Inf(F(x)), max Sup(F(x))]
x€X) x€X]

=V F(x)

4
XE€X)
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a2) if X, is an improper interval, then X{ = X; = {a} and ( .[(2 ) reduces to the
X,la,a
identity operator.

b) The proof is completed by a similar reasoning if X is an improper interval, and
by a two step process through a point xo € X| N X} for the case of X improper
and X, proper. |

Lemma 3.2.3 For X1, X, € I[*(R) and Fy, F> : R — I[*(R),
(X1 € X2, Fi(x) € Fo(x)) = §2 R <82 B,
(x,X1) (x,X2)
Proof From Lemmata 3.2.1 and 3.2.2,

§£2 R g(sz) Fi(x) g(g) Fy(x).

(x,X1)
|

Theorem 3.2.4 (Inclusivity of the semantic extensions) If X,Y € I*(R¥) and
f from R¥ to R is continuous,

XY = (ff(X)c frY), [f(X) c f7X).

Proof From the previous lemma,

£0 ) _
x) _<gl)"'(gk)[f(xl""’x")’f(xl""’xk)]

_ ) )
(M‘QY])(%) [f(-xla"' 7xk)vf(xlv"' ,Xk)] - f**(Y)

N

3.2.2 Characterization of JM -Commutativity

Next the case f*(X) = f**(X) will be characterized, when X is not uni-modal.
The main role in this characterization is played by the saddle-points of the function

f.
Definition 3.2.4 (Saddle-points set) Let (X}, X,) = X' be a component splitting
of X' e I(R¥), and f be a continuous function from R¥ to R. The set of saddle
points of f in X' is

SDP(f, X', X5) = {(x1, X2m) | (VX1 € X)(Vx2 € X5) (f (X1, %2)

< fxeimxam) < fx1,x2))}.
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Fig. 3.2 Saddle-point
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Figure 3.2 illustrates this definition.

Definition 3.2.5 (Saddle value). Let (X, X5) = X’ be a component splitting of
X' € I(RF), and f be a continuous function from R to R. The set of saddle values
of fin X'is

SDV(f, X, X5) = (X 1m» X2m)

if (SDP(f, X, X5) # @ and (x4, x2n1) € SDP(f, X}, X})). Otherwise, it is unde-
fined.

A well known property of saddle points is in the next lemma.

Lemma 3.2.4 If (xi,Xx2n) and (x},.x%,,) are two saddle points of f in

1m>

(X'}, X?%), then (x 1n, x5,,) and (x',,. X2) are also saddle points. Moreover,

fGimxom) = f@im, x5y) = [, x2m) = f(x],,x5)
Proof For any x| € X and x, € X the inequalities
Sxim,x2) = f(xim, Xom) = f(x1,X2m)
S X2) < f(x0 X0y) < f(x1,X5)

are true. So, particularizing the first one to x’lm and x’2 e and the second one to x 1,
and x 2M >

S o) < f(x, %58) < f(1m, X5y) < f(1m, Xam) < f(x,, Xam)
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which implies the result. Moreover

F&x2m) = f(xim, Xom) < f(x1,%00m)
and

S & X2) < [ X0y) = (X0 %20)
imply

(& x2) < f(x, x0m) < f(x1,X2m).

Therefore (x,,, x2p) is a saddle point. Similarly for (x 1, x5,,). |

1m>

In accordance with this result, the set of saddle values of f in (X, X) is either
empty or contains a unique point.

Lemma 3.2.5 [n the context of the previous definition, if there exists a saddle point
(X1m»X2m) of fin X',
SDV(f. X1, X3) = f(x1m. X2m)

= min max f(x;,x;) = max min f(x,x7).
x1€X x2€X2 x2€X2x1€X1

Proof From

min max f(x1,x2) < max f(xX1,,%X2) < f(X1m,X2m)
xleX’ x2€X2 szX2

< min f(x,x2n) < max min f(x,x2)
xleX szszleX

and Theorem 3.2.2 which closes the <-chain. |

Theorem 3.2.5 (JM-commutativity) Fora given X € I*(R¥), the joint validity of
SDP(f, X', X}) # @, SDP(f, X, X’) # @ is equivalent to f*(X) = f**(X);
in this case,

f*(X) = f**(X) = [SDV(£. X, X}), SDV(£. X}, X'))].
Proof As

SDV(f, X', X!) = min max f(x,,x;) = max min f(x,,x;),

,,GX X; € X xleX x,€ X

SDV(f, X}, X') = min max f(x, x;) = max min S(x,,x;),
Xl

xleX x,€ X ,,EX
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Fig. 3.3 Function
f(x1,x2) = x? 4+ x3 in
X' =(-11.00.2])

then

X)) = VN [f(xpx). f(xpx0)]

7 ... ’
x,,epr,eXl-

= [ min max f(x,,x;), max min f(x,,x;)]

xp€X), x,€X] xp€X), xieX]

= [max min f(x,,x;), min max f(x,, x;)]
xi, X! x,eX’

’
xieX,-xl,eXp i X;xp »

= NV 1fxp.x), f(xpx)] = f**(X).

x,-eX,{xl,eX;,

Remark 3.2.3 The JM-commutativity of a function f implies the applicability of
one of the two semantic theorems, the direct or its dual. Which one will depend only
on the truncation’s sense, outer or inner, of the computation of f*.

Example 3.2.2 For the continuous real function f(xy, x2) = x7+x3 the *-semantic
and **-semantic extensions for X = ([—1, 1], [2, 0]) (see Fig.3.3) are
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Fig. 3.4 Function
f(x1,x2) = x? 4+ x3 in
X = (L1, [-L1])

=L = VoA [+ adad + 3]

x1€[—1,1]x2€[0,2]

=V 443 =[41],

T xel-LIy

L4 R0) = A\ Vo a3 xd 4+ 3

x2€[0,2) x1€[—1,1}

= N3 +1=[41
ey b xp 11 =141

and
SDP(f, X, X]) = SDP(f,[-1,1],[0,2]") = {(0,2)}
SDV( f, XI’,, Xl-’) = SDV(f.[-1,1],[0,2]) = 4
SDP(f. X/, X ;) = SDP(f,[0,2]',[~1,1]) = {(1,0), (—1,0)}
SDV( f, X{,Xl’,) = SDV(/.[0,2]',[-1,1]) = 1.

For the same function f(x1,x;) = x7 + x3, the *-semantic and **-semantic
extensions for X = ([—1, 1], [1, —1]) (see Fig.3.4) are
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fA-LALL-1)) = \/ AN I+ x5.x] + 3]

€[-1.1) x2€[-1.1)
=& \/ Y X2+ 1,x3] = [1,1],
UELLLD = ALV 4 )
= A [B.x+1=[11]

x2€[—1,1]

and

SDP(f. X}, X]) = SDP(f.[-1.1]".[-1.1])) = {(0. 1), (0.— 1)}
SDV(f. X\, X}) = SDV(f,[-1,1],[-1,1]) = 1
SDP(f. X/. X,) = SDP(f.[-1. 1], [-1.1]) = {(=1.0), (1, 0)}
SDV(f. X/. X)) = SDV(£.[-1.1],[-1.1]) = L.

3.3 Semantic Theorems

The values of the extensions f* or f** may not yield, without further thought,
much clear meaning about the values of the real f on its domain. Two key theorems
reverse this misimpression, uncovering completely the meaning of the interval
results f* and f** and characterizing them as the key referents for the semantic
interval extensions previously defined in logical terms.

Theorem 3.3.1 (*-semantic theorem) Given a continuous real function f : RF
— R and a modal vector A € I*(RF), whenever F(A) € I*(R) exists, we have
that the following are equivalent propositions:

a) f*(A) c F(A),

b) (VX' € I(R¥)) ((x € X') € Pred*(4) = (z€ f(X')) € Pred*(F(A))),

¢) (Ya, € A') Qi F(A)) (Ga; € A)) 2= f(ay.a)

Proof If Ay,...,A, are the proper components of A and A,ii,..., Ay the
improper ones, then

Impr(f(a,, A})) = Dual(f*(a,, A}))
= Dual( V V [f(ai,....,ap,aps1,....ax),

4
ap_HEAp akEAk

flar,....ap,apq1,....a1)])
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VANEENUTRVAN [f(ai,....,ap,aps1,....ax),

’ i
ap+1€Ap+1 ax €Ay,

f(al,...,ap,ap+1,...,ak)]

fay, A:).
Therefore, (a) implies (b):

(VX' € IRY) (x € X') € Pred*(A)
& Impr(X') € A
& (Ja, € A/p) (ap e X, X, 2 A))
//((X1, X») is the components’ splitting corresponding to (4 ,, 4;).
= (3a, € A) f(X,X5) 2 f(ay, A))
//f (X7, X%) or f(X') designates the united extension of f on X'
& (3a, € A Impr(f(X)) € f*(ap. A;)
= Impr(f(X")) S f*(4,. A))
= Impr(f(X")) € F(A)
//see the hypothesis a).
& (z€ f(X')) € Pred*(F(A))).

(b) implies (a): Let @, be any point of A’, and X" the interval (a,, 4}),

(Va, € A) (x € (ay, A}) € Pred*(4))
= (Va, € A) (z€ f(a,, A))) € Pred"(F(A))
/ /Particularization of the hypothesis b).
& (Ya, € A,) Impr(f(a,, A}) € F(A)
& (Ya, € A)) f*(ap.A) € F(A)
& fH(A,.4)) S F(A).

(a) is equivalent to (c):

f*(4) € F(A)
& (Ya, € A) f*(ay, A;) C F(A)
& (Va, € A) (z€ f(a,, A))) € Pred* (F(A))
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& (Ya, € A)) Q(z, F(A)) z € f(ap, A))
& (Va, € A)) Q(z, F(A)) (Qa; € A)) z= f(a,,a)).

Remark 3.3.1 The *-semantic theorem allows interpreting universal intervals
as “regulating or feedback ranges”, and existential intervals as “fluctuation or
autonomous ranges” for the system consisting of the interval data and result
(A,,A;, F(A)), and the analytical connectionz = f(a,,a;).

Example 3.3.1 For the continuous real function f(x,y) = x + y, from the defini-
tion of f*,

iy = §2 82 [xdyx+ =+ v+l
(x.[x1.x2D) (. [y1.02])

as will be proved in Sect.5.3.1. For X = [1,2] and Y = [2, 3] and since the result
is Z = [3, 5], we may write [1, 2] + [2, 3] = [3, 5], with the meaning

(Vx €[1,2]) (Vy €[2,3]) Az € [3.5])x+y =z

Similarly, for X = [1,2] and Y = [4, 1] the resultis Z = [1,2] + [4,1] = [5,3]
which means, in this case,

(Vxe[l.2]) (Vze[3.5]) @y e[L.4) x +y =z

Andsoon, for X = [2,1]and Y = [1,4] the resultis Z = [2,1] + [1,4] = [3, 5],
which means

Vye[1,4)Ex e [1,2]) Fz < [3.5])x+y =z

for X = [2,1]and ¥ = [3,2] the result is Z = [2,1] + [3,2] = [5, 3] with the
interpretation

Vze3,5])@xe[1,2]) @y e2,3])x+y =2z

Moreover, these interval statements (or interpretations of the modal functional
relation f*(X,Y) = Z) are robust to “modal outer rounding” of the result, as
is shown for example in the replacement of the Z-value [3, 5] by [2.9,5.1] 2 [3, 5],
orof [5,3] by [4.9,3.1] 2 [5, 3], the latter being equivalent to a set-theoretical inner
rounding of [3, 5]'.

Example 3.3.2 Let us apply the result about the function f(x,y) = x + ytoa
naturalistic context. Suppose we have two cable reels of lengths a = 10 and b =
20 units. When connected, they can cover an overall length ¢ = 30. This most
elementary situation can be expressed for all that computationally matters by the
algebraic expressiona + b = c.
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Consider the parallel but more realistic interval-situation where the first reel of
cable has a length a known only to lie in a range bounded by the interval A’ =
[10,20], i.e., a € [10,20]’; about the second reel we know that b € B’ = [10, 25]'.
Let us consider the connection between both reels and let us apply the *-Semantic
Theorem 3.3.1 for f* restricted to the function of addition f(a,b) = a + b.

Case 1: [10,20] 4 [25, 10] = [35, 30] means
(Va € [10,20]') (Ve € [30,35]) (3b € [10,25]) c = a + b

that is, a determined length of a wider regulating interval [25, 10] can be selected
to get some, in principle, unknown but determinable length ¢ lying within the
improper interval C = [35, 30], in spite of the value a belonging to the proper
operand A = [10, 20] being understood as coming out of some general random
selection process.
Case 2: [10,20] + [10, 10] = [20, 30],

[10,20] + [17,17] = [27, 37],

[10,20] + [25,25] = [35, 45],
the variable b taking fixed values 10, 17 or 25 in the interval-set B’ = [10, 25],
the indeterminacy of A = [10,20] is carried to the interval C by the relation
¢ = a + b so that the value of ¢ will range randomly and in parallel with a
on one of the intervals [20, 30], [27, 37] or [35, 45]. The quantified statement (for
example for the first equality) is, if b is bounded to the only value of the point
interval [10, 10],

(Ya € [10,20]") (3c € [20,30]) ¢ = a + 10.
Case 3: [10,20] 4 [10, 25] = [20, 45] means
(Ya € [10,20]) (Vb € [10,25]") (3c € [20,45]) c = a + b,

so that ¢ will show the joint full indeterminacy coming from a and b.
Case 4: [20, 10] 4 [25, 10] = [45, 20] will be interpreted by

(Ve € [20,45]') (3a € [10,20]') (3b € [10,25]) ¢ = a + b.
Case 5: [10,20] + [20, 15] = [30, 35] means

(Ya € [10,20]") (3c € [30,35]") (3 € [15,20])c =a + b
that is, with the same autonomous interval A = [10,20] and a narrower
regulating interval B = [20, 15], a determined length of b € B’ = [15,20]

should be selected (a regulation operation) just to get some length ¢ lying within
the domain of the proper interval C = [30, 35]'.
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A dual feedback semantics for proper and improper modal intervals is established
by the following Dual Semantic theorem.

Theorem 3.3.2 (**-semantic theorem) Given a continuous real functions f : R¥
— R and a modal vector A € I1*(RF), whenever F(A) € I*(R) exists, we have
that the following are equivalent propositions:

a) f*(A4) 2 F(A),
b) (VX' € I(R")) ((x ¢ X") € Copred*(A) = (z ¢ f(X')) € Copred*(F(A))),
¢) (Va; € A}) Q(z,Dual(F(A))) (a, € A)) z = f(a,, a;).

Proof From the definitions of f*(X) and f**(X) we obtain
Dual(f*(X)) = f**(Dual(X)).
Applying Theorem 3.3.1 to f*(Dual(A4)) € Dual(F(A)), Theorem 3.3.2 follows.

Example 3.3.3 For the function f(x,y) = xyand X = [—1,2], Y = [5,3] the
values of f* and f** are f*([—1,2],[5,3]) = f**([—1,2],[5.3]) = [-3.6] (see
Chap. 5). Then, in accordance with both semantic theorems,

(Vx € [-1,2]) (Fz € [-3,6]) @y € [3,5]) z = xy,

(Vy €[3.5]) (Vz € [-3.6]) Ax € [-1.2]) z = xy.

Remark 3.3.2 The Semantic Theorems show that:

* The semantic decision to apply the *-semantic theorem or the **-semantic
theorem is made when one of the modal roundings, outer or inner, is selected.

e The functions f*(X) and f**(X) are semantically optimal for each semantic
theorem.

¢ The effective computation of a modal extension F(A) is not indicated by these
two theorems which give only modal bounds, f*(X) or f**(X) according to
the chosen rounding, to any modal extension F(A).

Example 3.3.4 The solution of the equation [3,7] * X = [4, 6] is (see Chap.5)
X = [4,6]/Dual[3,7] = [4,6]/[7.3] =[4/3,6/7].
As an inner rounding of X is [1.334,0.857], then
[3,7] % [1.334,0.857] < [4, 6]
and the *-semantic theorem gives a meaning to this result

(Ya € [3.7])(3b € [4,6]')(3x € [1.334,0.857]') ax = b.
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|

Fig. 3.5 Gas containers

The interpretation of the proper and improper intervals provided by the Semantic
Theorems opens a wide field of technical applications for the theory of modal
intervals, as the following suggestive example illustrates.

Example 3.3.5 Let us consider the volume v of a gas container, of which the
temperature ¢ takes values inside certain intervals. Assuming the validity of the
equation

v =kt/p,
where k is the ideal gas constant, let us suppose the following intervals of variation
k € K’ =[0.00366,0.00367]", t € T' = [263,283]", p € P' =[0.99,1.01]".

The problem is to determine the volume, keeping the pressure p within certain pre-
established bounds, that is

(Vk €[0.00366,0.00367]") (Vr €[263,283]) Q(v, V) (3p €[0.99,1.01]") v=kt/ p.
This semantic is equivalent to the interval inclusion
V'K, T,P)CV

with K and T proper intervals and P an improper one. Computing v*, the result is
v*([0.00366,0.00367], [263,283],[1.01,0.99]) = [0.97...,1.02...] €[0.97,1.03]
which means that for every value of k and ¢ there exists a volume v between 0.97 and
1.03, depending on k and ¢, which makes the pressure within the desired limits. The
container is to be built with a feedback valve to allow its volume to be regulated

within the computed bounds, to keep the stated conditions, as the left graph of
Fig. 3.5 illustrates.
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Allowing the pressure to vary within the domain P’ = [0.9, 1.1]’, the resulting
interval for the volume is

V*([0.00366, 0.00367], [263,283], [1.1,0.9]) = [1.06....,0.94.. ] < [1.06,0.95].

In accordance with the *-semantic theorem, this result means that for every k and ¢
and every volume v between 0.95 and 1.06, the pressure falls within the limits. The
container can be built without any feedback valve because, for any volume between
the bounds, the pressure is inside the stated conditions, as the right graph of Fig. 3.5
illustrates.

3.4 Syntactic Functions

The two applications of the meet—join operators to a continuous function f from
R* to R, define the two semantic extensions f* and f**. From now on only real
continuous functions with syntactic tree will be considered, so the existence of a
syntactic tree for any function f is assumed and not explicitly repeated.

Looking at a syntactic tree of the continuous real function f, where the nodes
are the operators, the leaves are the variables, and the branches define the domain
of each operator, f can also be operationally extended to a syntactical function fR
from 7*(R¥) to 7*(R), by using the computational program implicitly defined by
the syntactic tree of the expression defining the function.

3.4.1 Syntactic Extensions

Definition 3.4.1 (Modal syntactic *-extension) The function fR* from 7 *(RF) to
I*(R), called the Modal syntactic *-extension of f,is defined by the computational
program indicated by a syntactic tree of the real function f from R¥ to R, when the
real operators are transformed into their *-semantic extensions.

Definition 3.4.2 (Modal syntactic **-extension) The function fR**, called the
Modal syntactic **-extension of f,is defined similarly to fR*, but with the operators
transformed into their **-semantic extensions.

Example 3.4.1 For the continuous real function f(xy, x2) = x1x2 +g(x1, x2), with
the operator g(x1, x2) = (x| + x2)2, syntactic trees of f, fR* and fR** are

X1 X2 X1 X2 X1 X X1 X X1 XX X1 Xy
\ / \ / \ / \ / \ / \ /
. g )" g ()** g
\ / \ / \ /
+ (+)* (+)**

| | |
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If X; = [-1,1], X, = [1,—1], fR* and fR** are computed as follows. For the
X1X2 operator:

x-extension :  V /\ [x1x2, x1x2] = [0, 0],
xi€[-11) xo€[-11)

% * -extension :  /\ V [x1x2, x1x2] = [0, 0].
x€[-11) x1€[-11)

For the g(xi, x2) operator:

*-extension : V /A [(x1 + x2)2, (x1 + x2)%] = [1,0],

x1€[—1,1) x2€[-1,1)

* x ~extension :  /\ Vo + x2)% (x4 x2)?] = [0.1].

xo€[—1,1)x1€[—1,1]

Therefore,

L= = VAN [y + e,y + ] = [1,0],
y1€[0,0)' y2€[0,1)

R*LIL L= = V  V [y 4y 4 ] =[0.1].
y1€[0,0) y2€[0,1]"

Lemma 3.4.1 (Duality relation)
Dual(fR* (X)) = fR** (Dual(X)).

Proof If W is the computational program indicated by a syntactic tree of f and w;
are the operators, then

Dual(fR*(X)) = Dual(¥ (w?, X)) = ¥ (w;*, Dual(X)) = fR**(Dual(X)).
|

Definition 3.4.3 (Modal syntactic operator) A modal syntactic operator is any
continuous function f from R¥ to R that is JM-commutable.

Definition 3.4.4 (Modal syntactic function) A modal syntactic function fR is a
function defined similarly to fR* or fR**, but with all of its operators being JM-
commutable, that is, modal syntactic operators.

This definition will extend considerably the framework of the four rational
operators of real analysis {+, —, %, /}, since the constructive aspect which supports
the four rational operators loses its interest within the numerical context where,
obviously, all the operators are calculated with controlled deviations up to a certain
degree.

A modal syntactic function will be, consequently, any function with the form of
a continuous real function in which all its operators are modal syntactic operators,
and where the functional correspondence Arguments — Values is obtained by the
computational program indicated by the syntactic tree of the function.
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Later results will indicate the considerable repertoire of modal syntactic func-
tions: Abs(x), power(x,n), log,(x), root(x,n) are modal syntactic operators,
continuous and unary, and consequently possible nodes of the syntactic tree of a
modal syntactic function.

At this stage, it is necessary to fix some notations to make easier the discussion
of the problems presented by modal syntactic functions:

1. For a function f the symbols f* and f** indicate the semantic functions f™* :
I*(RF) — I'*(R) and f** : I*(R¥) — I*(R) defined by the correspondences
X — f*(X)and X — f**(X), which do not depend on any syntactic tree
of f.

2. fR(x) and fR(X) indicate the functions fR : R — R and fR : I*(R¥) — I*(R)
established by the computational program indicated by the syntactic tree with
which these functions are indicated, where fR(X) exists when the operators of
the syntactic tree of f are modal syntactic and the computation of fR(Prop(X))
does not include any division by intervals containing zero.

3. Contrary to the equality f(x) = fR(x) on R, not only do the equalities between
f*(X), f*(X) and fR(X) not hold in general, but the forms of functions
which are equivalent on R, say f; and f;, in the sense fjR(x)= f,R(x), do
not necessarily maintain this same equality on 7*(R).

Example 3.4.2 The expressions

1
14+ x

A =+
— X

2
1 —x2

fa(x) =

define the same continuous real function, for x > 1. Nevertheless, their syntactic
extensions to the interval X = [2, 3] are

AR((2,3]) = 1_; 3] + 1+1[2 5= [—3/4,—1/6]
PR3 = s = [2/3,-1/4),

2,3]
which are different.

Theorem 3.4.1 (Inclusivity of the modal syntactic functions) The modal syntac-
tic extensions fR* and fR** (fR if it is the case) of a continuous real function | from
R* to R, are inclusion-isotonic.

Proof f X CY,¥isa syntactic tree of f and w; are its operators, for any w; the
implication X € Y = w;(X) € w;(Y) holds, and therefore

R (X) =¥ W . X) S ¥W.Y)=/R"{Y).

The same reasoning holds for fR**. [ |
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3.4.2 Modal Syntactic Operators

The definition of modal syntactic operator extends the list of the real operators. Now,
let us identify the most important classes of modal syntactic operators which will be
the best interval operators for the syntactic tree of a modal syntactic extension.

Theorem 3.4.2 (One-variable operators) Every one-variable continuous function
is JM-commutable, and therefore a modal syntactic operator.

Proof There is no commutation problem between the meet and join operations. W

Remark 3.4.1 The interesting operators are the monotonic operators or other easily
programable ones like abs(x), power(x,n), log(x) or root(x,n) described in
Chap. 5.

For the JM-commutativity of operators with two or more variables, the following
definitions play an important role.

Definition 3.4.5 (Uniform monotonicity) A k-variable continuous function
f(x,y) is x-uniformly monotonic on a domain (X', Y’) € (R,RF1), if it is
monotonic for x on X’, and it is unary or keeps the same sense of monotonicity for
all the values y on Y.

Definition 3.4.6 (Partial monotonicity) A k-variable continuous function f(x, y)
is x-partially monotonic on (X', Y’) € (R, R¥~!) if it may increase with x for some
y-values, and may decrease with x for the rest of the y-values on the domain Y’.

Example 3.4.3 The functions xy and x/y are partially monotonic. Uniformly
monotonic functions, which are monotonic increasing or monotonic decreasing for
each component, include, for example x + y, x — y, min(x, y) max(x, y).

Theorem 3.4.3 (Two-variable operators) Every two-variable continuous func-
tion f(x,y) which is (x,y)-partially monotonic on a domain (X',Y’), is JM-
commutable for the corresponding interval arguments (X, Y).

Proof 1f X and Y share the same modality, f(x, y) is bounded by its values in the
vertex of the domain (X', Y’). Otherwise, the possible cases, depending on the sign
of the X, Y -bounds, are characterized by the behaviour of f(x, y) on the borders of
the two-dimensional interval domain, where the existence of two saddle-points is,
case-by-case, easily assured by means of the continuity of f. These points are in
the set of vertices of (X’, Y’), or in some point of this domain. l

Figure 3.6 illustrates a case of this reasoning, showing an interval domain,
arrows indicating the sense of monotonicity of some two-variables operator, and
the corresponding saddle point, which coincide with the origin for these senses of
monotonicity.

Remark 3.4.2 This is the case of the operators x +y, x —y, x % y or x/y, described
in detail in Chap. 5, and the interesting operators max(x, y) or min(x, y).
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Fig. 3.6 Saddle point for a
two-variables operator

Saddle-points

Fig. 3.7 Saddle points for

addition
3

SDV(+,[1,2],[-1,2]") m
1

1 2

SDV(+,[-1,2]',[1,2]")

Example 3.4.4 For the addition of a proper interval and an improper one,

[1,2] + [2,—1] = [SDV(+, [1,2],[-1,2,]),SDV(+, [-1,2],[1,2])]

= [ min max (x , min max (x =13,1
[xe[l.Z]’ye[—l,Z]/( +y) yE[—l,Z]’xE[l.Z]’( +y)] [ ]

In Fig. 3.7 the sense of monotonicity of the sum in this interval and the saddle
points are represented, where the arrows indicate the sense of monotonicity in the
rectangular domain.

If both intervals are proper,

[17 2] + [_17 3] = [SDV(+, ([17 2]/7 [_17 35 ]/)v Q)v SDV(+, ﬂv ([—1, 3]/5 [15 2]/))]

=[min min x+ y, max max x + Y]
x€[1,2) ye[-1,3]) y€e[L,2]) xe[-1,3])

=[0.5]
If both intervals are improper,

[17 _1] + [15 _2] = [SDV(+5 Qs ([_15 1]/5 [_25 1]/))vSDV(+v ([_17 1]/5 [_25 1]/)7 ﬂ)]

=[ max max x4y, min min x4+ y]
x€[—1,1) ye[-2,1)/ yE€[=1,1) x€[-2,1}

= [2,-3]
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Fig. 3.8 Saddle points for
the product function
a A
2 >
1
112
-1 p

For the product, the main problem appears when the domain intersects the axis. For
[1,2] % [3,—1],

[1,2] = [3,—1] = [SDV(, [1, 2], [3,—1]), SDV(, [3,—1],[1, 2])]

= [ min max , min max x
[xe[l,Z]/ye[—l,3]’ 24 y€[—13] x€[1,2] y]
= [3v _1]

Figure 3.8 depicts the sense of monotonicity of the product in this interval and the
saddle points are represented.

Remark 3.4.3 Partial monotonicity does not guarantee the JM-commutativity for
more than two variables, as is seen in the case of the function f(x, y,z) = x(y +2).

Theorem 3.4.4 (Uniform monotonicity) Every uniformly monotonic continuous
function f(x,y), with (x,y) € R¥, x-monotonic increasing and y-monotonic
decreasing on (X', Y"), is JIM-commutable for (X ,Y) and

RX.Y) = fH(X.Y)= ["(X.Y)
= [f(Inf(X), Sup(Y)), f(Sup(X), Inf(Y))],

where

Inf(X) = (Inf(X)),...,Inf(X,))
Sup(X) = (Sup(X1),...,Sup(X;)),

and so on for'Y .

Proof As f is uniformly monotonic,

X proper = the minimum of f is in Inf(X)

X —i ing :
increasing X; improper = the maximum of f is in Inf(X;)
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Y; proper = the minimum of f is in Sup(Y;)

Y —d ing :
eereasing Y; improper = the maximum of f is in Sup(Y;).

Therefore

min max X, xX;,v,.,y:) = f(Inf(X), Sup(Y
(3 )EX .Y ) (xl-,yne(X,-,Y,-)'f( pXi¥pyi) = f(fX), Sup(¥))

= max min
(xiayi)e(XisYi)/ (xpsyp)e(XpsYp)/

Sxp.xiiy,.90)

and, analogously,

min max X,.%i,y,,¥;) = f(Sup(X), Inf(Y
(xi.y)EX;.Y;) (xp’yp)E(X,,,Yp)'f( p XYy yl) I p( ) 1))

= max min
(xp.y)EX Y p) (xiy))e(XiY;)

fxp. xii ¥, ¥0)-

So, f*(X,Y) = f**(X,Y) and

SHX.Y) = [f(Inf(X), Sup(Y)), f(Sup(X), Inf(Y))].

Example 3.4.5 The function f(x, y,z) = (x—y)/(z+) in the domain X = [0, 2],
Y = [4,3], Z = [2, 1] is x-monotonic increasing , y-monotonic decreasing, and
z-monotonic increasing, as can be shown from the constancy of the signs of (x — y)
and of (z + y) on the particular interval domain involved in this example. Then

RX.Y.Z) = [*(X.Y.Z) = f*(X.Y.Z)
= [f(Inf(X), Sup(Y), Inf(Z)), f(Sup(X), Inf(Y), Sup(Z))]
=[(0-3)/(2+3).2—-4)/(1+4)]
= [_3/55 _2/5]7
Example 3.4.6 A specially interesting example of continuous uniformly monotonic
increasing operator is the function “limited identity”, that is,
LID: R’ —R

min(x, y) if £ < min(x, y)
(t,x,y) — LID(t,x,y) = 1 ¢ if min(x, y) <t < max(x, y)
max(x, y) if max(x,y) <t
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This operator is JM-commutable on its domain because it is a uniformly monotonic
continuous function. Therefore

LID**(T, X,Y) = LID*(T, X, Y)
= [LID(Inf(T), Inf(X), Inf(Y")), LID(Sup(T), Sup(X), Sup(Y))]

If T is the interval [—oo, +o¢], then

LID**([—00, +00], X, Y) = LID*([—00, +00], X, Y)
= [min(Inf(X), Inf(Y")), max(Sup(X), Sup(Y))]
=XVvY

If T is the interval [4+00, —o0], then

LID**([+00, —00], X, Y) = LID*([+00, —c¢], X, Y)
= [max(Inf(X), Inf(Y)), min(Sup(X), Sup(Y))]
=XAY

After admitting these T-arguments we see that LID incorporates, among the modal
syntactic operators, the C-lattice operators “meet” and “join”.

Actually, the enlargement of the set of modal syntactic operators from the classic
one (+,—, *, /), is quite important for applications, for example for control and
approximation problems, mainly given the limitations imposed by the easy loss of
information originating in multi-incidence and not-optimal syntactic trees of real
expressions. In the computational context of 7*(RR), the classical rational operators
(4, —, %, /) have obviously no particular privilege over other programmable ones
and holding the essential properties of continuity and JM-commutativity, since all
of them are to be computed through the use of a suitably approximated arithmetic.
Coming back to the “meet” and “join” operators, their use will only require
an additional remark: the application of the semantic theorems will demand the
consideration of the implicit #-variables they introduce.

Example 3.4.7 The operator
CLIP(¢,x,y) =t — LID(¢, x, y)

is uniformly #-monotonic increasing and (x, y)-monotonic decreasing and its
program is

t —min(x, y) if + < min(x, y)
CLIP(¢,x,y) =30 if min(x,y) <t < max(x, y)
t —max(x, y) if max(x,y) <t

following a similar reasoning.
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Theorem 3.4.5 (Partial uniform monotonicity) If f(x,y) is a x-uniform mono-
tonic continuous function in the domain (X', Y') and X = (U,V), Y = (Y ,,Y;)
is the component-splitting of X and Y into their proper and improper components,
then
FH(X.Y) = (f*(Inf(U),Inf(V), ¥) v £*(Sup(U), Inf(V), ¥))

AN

(f*(Inf(U), Sup(V).Y) v f*(Sup(U).Sup(V), ¥)). (3.D

Proof Taking into account Definition 3.2.1 of *-semantic function, the associativity
of the meet and join operators, and the x-monotonicity of f:

1) If V =0, X = U is uni-modal proper and

[H(X.Y)

V82 fwn =V 1wy

uel’(y.Y)

S*(nf(U), Y) v f*(Sup(U).Y).

2) If U =0, X =V is uni-modal improper, as

f*(X,Y) = min max/ma)gf(v Yp»¥i), max min rnlnf(v Y, ¥l
Yp EY Y, €Y; veV ypery, Y vev

if f is v-monotonic increasing

fH(X.Y)=[min max f(Inf(V),y,,y;), max min f(Sup(V).y,, ;)]
ypEY;, yieYl{ ypeY; y,-EY,{

and if f is v-monotonic decreasing

fH(X,Y) =[min max f(Sup(V).y,.y;), max min f(Inf(V),y,,y;)]
¥p€Y), ¥y, €Y} y €Y', y, €Y}
On the other hand, as

f*Inf(V),Y) A f*(Sup(V),Y)
= [ min max f(Inf(V) Y5 Vi) ma))/( m1n f(Inf(V) Y, ¥l
Vi€

yp€Y, y€

A

[ min max f(Sup(V) Yy Vi), ma;& mm f(Sup(V) V¥l

V€Y, €
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if f is v-monotonic increasing

f*Inf(V),Y) A f*(Sup(V),Y)
= [ min max f(Inf(V),y,,y;), max min f(Sup(V),y,, ;)]
/pyl-eY' ypeY;, yl-EY,{

ypeY i

= [7(X.Y),

and if f is v-monotonic decreasing

fH(If(V), Y) A f*(Sup(V),Y)
=] min/ max SSup(V),y,. ¥, rnal)/(/ mi}r}/ Snf(V),y,, )]

Yp€Y, y,€Y; Yp&Y, yi

= f(X.Y).
3) If X =(U,V) is multi-modal, applying successively (2) and (1), we obtain
(3.1). |

Example 3.4.8 The function f(x,y,z) = xy + 1/(x + y) + z — z? in the domain
X =10,1],Y = [2,1], Z = [4,2] is x-monotonic increasing and z-monotonic
decreasing. Its *-semantic extension

X7z = NV AN N w+1/x+y)+z—2xy+1/(x+y)+2—7]
x€[0,1) ye[1,2)z€[2,4)

is not easily computable. But following Theorem 3.4.5, as

S (nf(X), Y. Inf(Z)) = f*([0.0].[2.1].[4.4])

= AN [1/y—=12,1/y—12] = [-11,—11.5]
ye[1,2]

S*(Sup(X), Y. Inf(Z)) = f*([1.1].]2,1].[4.4])

= N DA =12y 4104 y) - 12)

=[-9.66...,—10.5]
f*(nf(X), Y. Sup(2)) = f*([0.0L.[2. 1 12.2])

= AN Wy=21/y=2=[-1.-15]

S (Sup(X), Y. Sup(Z)) = f*([1.1].12,1].[2.2])

= N YA+ =2y +1/(145) -2

=[0.33...,-0.5].
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then

([—11,—11.5] v [-9.66 ..., —10.5])
f*(X.Y,Z) = A = [-1,-10.5].
(-1,—1.5] v [0.33...,-0.5])

Theorem 3.4.6 (k-Uniform monotonicity) Every continuous function f(x,y),
with x € Rand y = (u,v) € R\ which is uniformly monotonic for the
y-arguments on a domain (X',Y’), u-monotonic increasing and v-monotonic
decreasing, is IM-commutable for the corresponding interval arguments (X, Y).

Proof The continuity of f(x, y,) on X', for any y, € R¥~!, implies the existence
on X’ of the x-minimum and x-maximum of f(x, y,). This allows showing the
existence of the saddle-points, which means its JM-commutativity.

Let us denote by (x, u, v) the split of (x, y), and by (x, u,,, vyr) the coordinates
where f(x,u,v) reaches a u-minimum and a v-maximum irrespective of the value
for x. If

Sty vyr) = min f(x,upm,var),
xeX’

then (x,,, n,vp) € SDP(f, (X', U’), V') because
Vx e XYNYuecU)VveV')
(f(xm,um,v) =< f(xmvuvaM) = f(xvumva) =< f(xﬂuva))

Let (x,ups,v,) be the coordinates where f(x,u,v) reaches a u-maximum and a
v-minimum irrespective of the value for x. If

JSCep up,vy) = max f(x,up,vm),
xeX’

then (xp7,up,vim) € SDP(f, V', (X', U’)) because
Vx e XYVueU)VveV')
(fCeow,vm) < fOupvm) < fxpm upvim) < f(Xn.up,)).
Therefore, following the proof of the previous theorem,
[TXY) = fHXY)
= if X proper then
[min f(x. Inf(U). Sup(¥). max f(x. Sup(U). Inf(V))]
if X improper then

[max f(x, Inf(U), Sup(V)), min f(x, Sup(¥), Inf(¥))].
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Example 3.4.9 The function f(x,y,z) = (x — y)/(z + y) in the domains of X =
[0,3], Y = [2,4], Z = [3, 1] is x-monotonic increasing , y-monotonic decreasing
and it is not monotonic in z. Then

XY, Z) = (XY, Z) = R(X.Y, Z)
= max, f(nf(X), Sup(Y), 2), ;n[lir;], S (Sup(X),Inf(Y), 2)]

Z

= [Zg[llé}gl,((o —4)/(z+4), 121[13131],((3 —2)/(z+2))]
= [-4/7,1/5].

Remark 3.4.4 The theorem is not essentially modified when x has more than one
component if the condition of uni-modality is imposed on X .

Remark 3.4.5 Actually, those functions of the type f(x,y), which are uniformly
monotonic for y € R and JM-commutable for x € R” on any vertex of the
y-prism defined by the y-interval-arguments, can be admitted to the repertoire of
modal syntactic operators. In fact,

fXm, Yarottm,v) = min max f(x, y, Uy, vuy)
xeX’ yey’

is a saddle-value of the (x, y)-function f(x,y,u,,vy) because for every x € X/,
yeY ueU andveV’

S Yo, v) < fXm Yarstm,vu) < f(X, ypr,tm,vm) < f(,y,u,vy).

Remark 3.4.6 Anyway, the operators of the syntactic trees should be as simple as
possible for actual practice, in spite of constituting a larger family than the classical
ones for real functions.

3.4.3 Modal Syntactic Computations with Rounding

A modal syntactic computation with outer or inner rounding is defined by the syntax
of fR(X) where the interval value of every component and the exact value of every
operator are replaced by their modal inner or outer rounding.

Definition 3.4.7 (Outer-rounding computation of fR*(X)) The outer-rounding
computation Out(fR*(X)) is the function defined by the computational program
of fR*(X), in which the value of every X -component is replaced by its modal outer
rounding Out(X;) 2 X;, and also the exact value of every operator w*(X;,...) is
replaced by its computed actual outer-rounding Out(w*(X;,...)) 2 0*(X;,...).

Definition 3.4.8 (Inner-rounding computation of fR**(X)) The inner-rounding
computation Inn(fR** (X)) is the function defined by the program of fR**(X), in
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which every X -component X; is replaced by Inn(X;) € X;, and every exact value
0**(X;,...) by Inn(@**(X;,...)) € 0™ (X;,...).

Remark 3.4.7 In a hypothetically ideal “real” arithmetic, the Out and Inn operators
would reduce to the identity operator. If the real-arithmetics’ rounding supporting
Out and Inn is supposed to be <-monotonic increasing and the elements of the
corresponding digital scale are applied to themselves, it is usual to speak of an
optimal rounding.

Lemma 3.4.2 (Duality relation)
Dual(Out(fR*(X))) = Inn(fR**(Dual(X))).
Proof

Dual(Out(fR*(X))) = Inn(Dual(fR*(X))) = Inn(fR** (Dual(X))).
|

Theorem 3.4.7 (Inclusivity of the modal syntactic extensions) The rounded
modal syntactic extensions Out(fR* (X)) and Inn(fR**(X)) (or, Out(fR(X)) and
Inn(fR(X)), if such be the case) of a continuous real function f from R¥ to
R, are inclusion-monotonic increasing, if the supporting interval rounding of the
arguments and of the operators are also inclusion-monotonic increasing.

Proof This property holds for the modal syntactic extensions fR*(X) and fR**(X)
(or fR(X) if such be the case). For computations with rounding the result may be
obtained by considering the different roundings as ordinary inclusion-monotonic
increasing operators interposed into the syntactic tree of fR. |

Theorem 3.4.8 (Dual computing process) IffR(X) is a modal syntactic function,
then

Inn(R(X)) = Dual(Out(fR(Dual(X))).

Proof From Lemma 3.4.1. |

Remark 3.4.8 Computations with modal intervals do not need a double arithmetic,
with inner and outer rounding. This theorem allows the implementation of only
the outer rounding interval arithmetic. Note the application of the Out operator
to Dual(X) in the second term: Dual is not a modal syntactic operator and the
information about X implied by this expression will be Inn(X).

3.5 Concluding Remarks

From the operational point of view, the most outstanding characteristic of the system
of modal intervals 7*(R) is the following: in a similar way that real numbers are
associated in pairs having the same absolute value but opposite signs, the modal
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intervals are associated in pairs too, each member corresponding to the same closed
interval of the real line but having each one of the opposite selection modalities,
existential or universal.

From the regularity point of view, I*(R) is a decisive improvement over /(R)
since I*(R) is not only the structural completion of I(R), but also solves the
referential character of interval computations to the isomorphic ones on the real
line.

The system [*(R) provides a lot of properties immediately and consistently
related with an informational approach to numeric data, as they arise from the pro-
cedures of measurement and digital computing. These properties are not obtained by
using an additional over-imposed model, as in the models supported by probability,
but are built on the inherent logic of the practical possibilities of the use of numbers.
In fact, 7*(R) is not a “model” for the numeric information, but the indispensable
logical and operational frame for any geometrical model using numeric information.
From the viewpoint of the technical constitution of the system 7*(R), the main
points are the following:

1. Association of each interval A € I*(R) to the set Pred(A) of the predicates P
on the real line that A accepts, that is, those by which the modally-quantified
statement Q(x, A) P(x) is made true. This step brings out the particular set-
theoretical character of the inclusion of modal intervals, and supplies the
important theorem about the mutual transfers of information between the “exact”
result of a naturally analytical relation and the outer and inner-rounding of its
interval computation.

2. The logical re-formulation of the “poor interval extensions” of continuous
real functions, allowing of defining the “modal interval extensions” of these
functions, with their all-important * and **-semantic theorems, supports the
application to modal intervals of the appealing intuition tied to the notions of
“regulating” and “autonomous” ranges, and indicates the dependence between
semantics and interval rounding. Starting from “poor interval extensions” selects
also as meaningful only two of the different interval extensions of continuous
functions that could be built if only the lattice completion of /(R) was consid-
ered, a decision which would lead to an, in principle, different extension for each
ordering of the meet and join operators.

3. The theory of interval modal syntactic functions clarifies the somewhat com-
plicated relationship between the syntactic structure of the functions and their
semantics, defined by their corresponding *- and **-semantic extensions. This is
the key which solves the critical question of the dependence between computa-
tional process and the meaning of the computed results.
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