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Abstract. The aim of this paper is to understand the influence of the inter-
play between a time-dependent increasing speed of propagation and a time-
dependent coefficient in the dissipation on qualitative properties of solutions
to the wave model

ure — a’(£)Au + b(t)ur = 0, u(0,z) = ui(z), ue(0,z) = ua(x). (0.1)

Our considerations are focused to energy estimates. The main difficulty is to
find a good description of non-effective and effective dissipations depending
on a given speed of propagation. The obtained energy estimates are optimal
as special examples will show. At the end we will sketch very briefly how
to get scattering and over-damping results. So, we propose a classification of
different damping terms which is motivated by the thesis of J. Wirth for the
case a = 1.
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1. Introduction

The papers [12] and [13] are devoted to the study of the Cauchy problem for the
wave equation with time-dependent dissipation

uge — Au+ b(t)uy = 0, u(0,z) = uy(z), u(0, ) = ua(x). (1.1)

A description of the influence of the coefficient b = b(t) on the qualitative behavior
of solutions is given due to the following classification:

o Scattering: If b(t) has a very weak influence, then there is a relation to the free
wave equation. Such relations are described by so-called scattering results.
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o Non-effective: If b(t) has a weak influence, then the classical energy decays to
0 and corresponding LP-LY9 decay estimates are the classical Strichartz decay
estimates with an additional term as a time-dependent coefficient coming
from the decay of the energy itself. Such weak dissipations will be called
non-effective.

o FEffective: If b(t) has a stronger influence, then LP-L? decay estimates are
similar to those ones for the classical damped wave equation but with an
additional decay function related to the dissipation itself. Such dissipations
will be called effective.

e Quer-damping: If b(t) has a “very strong influence”, then in general we can
not expect any decay estimate of the classical wave type energy.

In both cases, scattering or over-damping, we have in general no energy decay.
Roughly speaking, energy decay only appears for dissipations “between” the condi-
tions b ¢ L1(RT) and 1/b ¢ L1(R™) in (1.1). But we have to be more precise. This
leads to distinguish between non-effective and effective dissipation. Correspond-
ingly, we only cite here two results from [11]. Assuming the coefficient function
b = b(t) is a positive, smooth and monotone function of ¢, which satisfies

k
1
(k) <
b < e ()
for all k£ € Ny.

Result 1.1. Assume limsup,_,. tb(t) < 1. Then the solution u = u(t,z) of (1.1)
satisfies the LP-LY decay estimate

1
(t)
for p € (1,2], q is the corresponding dual index, N, = n(zl7 - ;) and \(t) is an
auxiliary function which is defined by

A(t) = exp (; /0 t b(T)dT) .

Result 1.2. Assume tb(t) — oo as t — oo. Then the solution u = u(t,x) of (1.1)
satisfies the LP-LY decay estimate

1@ Vutt Moo <€ @072 670 (Juallgos + usllpm ) (12)

t ~5(p—9)-3
I Dyuttles < (14 [ 7)) (sl s + il 30
(1.3)

forp e (1,2], q is the corresponding dual index and N, = n(ll) - ;)

What about wave models in (1.1) without any dissipation? In a series of pa-
pers (see [7], [8], [9] or [5]) the authors have obtained results about decay estimates
for solutions to the Cauchy problem

uge — a?(t)Au = 0, u(0,z) = u1(z), ut(0,z) = uz(z). (1.4)
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Therein a(t) is chosen as a?(t) = A\%(t)b*(¢), where A(t) is a monotonously
increasing function and b(t) is an oscillating function. In this paper we shall treat
only the case of an increasing propagation speed and we are not interested in
special oscillating parts in the coefficient a(t). We recall that some results from
[10] are obtained under the following assumptions to the coefficient a = a(t):

(A1) a(t) >0, d'(t) > 0, for t € [0, 0),
a(t) _ d'(t) a(t)
W2 0040 = ) =" Ay’
(A3) |a"(t)] < aga(t)(a 2 )2 s >0
— A(t) bl - )

is strictly increasing with a positive constant C' and for large t.

IN

aq ag, a1 > 0,

c
(A4) t+
Va(t)
Here A(t) =1+ fot a(s)ds is a primitive of a(t). So a combination of the goals
of [10] with the goals of [12] and [13] seems to be reasonable. For this reason we
devote to the wave model
upe — a*(t)Au+ b(t)uy = 0, u(0,2) = ui(2), u(0,2) = uz(z) (1.5)
with time-dependent increasing speed of propagation and dissipation. An interest-
ing issue is to introduce precise descriptions for non-effective and effective dissipa-
tions in model (1.5). Such a classification we shall propose in Sections 2 and 3. We
derive energy estimates in both cases. Some examples show in Section 3.7 that our
estimates are optimal. At the end of the paper we sketch very briefly scattering

and over-damping results. Most of the results are part of the thesis of Mr. Bui
Tang Bao Ngoc [1].

2. Non-effective dissipation

Let us devote to the wave model
uge — a*(t)Au + b(t)ug = 0. (2.1)
Our question is the following:

Under which assumptions to the coefficient b = b(t) for a given time-
dependent speed of propagation a = a(t) can we call b a non-effective
dissipation?
Here non-effective means, that on the one hand we have really a dissipation effect
(scattering to wave models is excluded), but on the other hand the wave model
itself is hyperbolic like from the point of view of decay estimates for the wave type
energy. Motivated by the considerations from [12] we assume:

(B1) b(t) > 0, b(0) = ult) 40) b ¢ LR,
(0

(B2) 11 (8)] < Cuplt) y
(B3) limsup,_,. p(t) < 1.



12 T.B.N. Bui and M. Reissig

Instead of the assumption (B3) we assume sometimes
(B3) liminf; o0 p(t) > 1.
Finally, we suppose
(C) limsup,_,,, u(t) +aft) <2,
where a = «(t) is defined by
(¢ t
() zza(t)a().
a(t) A(t)
Theorem 2.1. Let us consider the Cauchy problem (2.1) under the assumptions

(A1) to (A3), (B1), (B2), (B3) or (B3)" and (C). Then we have the following
estimates for the kinetic and elastic energy:

ot M < 0V (ol + ez,
Jot¥utt s < Y (el + sle).

Here A = A(t) is defined by
A(t) := exp (; ]Q b(T)dT). (2.2)

Proof. Applying partial Fourier transformation we have iy +a?(t)|€|?@ + b(t)as =
0. Later we will derive estimates for the fundamental solution E = E(t, s,£) of an
equivalent system of first order by different ways in different parts of the extended
phase space (0,00) x R™: in the dissipative zone and the hyperbolic zone. These
zones are defined by

i ZhYP(N) = {(t,g) t 2> t€}7

® Zaiss(N) :={(t,€) : 0 <t <te},
where t¢ satisfies A(t¢)|{| = N.

2.1. Considerations in the dissipative zone

a(t)
A(t)
Then the transformed equation can be written in the form of a system of first order
(in Dt)

Let us define the micro-energy U = (N§(t)@, Dyai)T, where we denote §(t) :=

_idté(t)
2 5(t)2
a”(t)[¢]
b(t
Nory 0@
Thus the solution U = U(t,&) can be represented as U(t,£) = E(t,s,£)U(s,§),
where E(t, s, &) is the fundamental solution, that is, the solution to the system
D.E(t,s,§) = A(t,€)E(t, s,), E(s,s,&) =1, 0<s <t <t

In the further calculations we use the following statement:

N&(t)
DU = A(t,6)U, A(t,€) =



Time-dependent Speed and Dissipation for Waves 13

Lemma 2.2.

1. The assumption (B3) implies for the auziliary function X = A(t) the proper-
ties
k At
[0 4es 20
o A7) TA()

A(t)
and (1)

2. The assumption (B3)" implies (( )> € LY(RY) with

/ ) A(t)
A2( )\ (t)

Alt
Furthermore, )\2((2) is monotonously decreasing for large t.

is monotonously increasing if t tends to infinity.

Proof. To prove these statements we only use integration by parts and straight-
forward calculations. O

Lemma 2.3. Assume that a = a(t) satisfies (A1) and (A2), and the function p =
wu(t) satisfies the condition (B3). Then there exists a constant 6 € (0,1) such that

t 1-§
a(r) A(t)
t)° dr < : 2.3

o ||ty % S %)
Proof. The statement follows directly after integration of the following inequality:

a(t)

W< (L) = g A AOHD 4

A2(t) ~ Na(t)°A%(t) A2(t) a(t)' N () a(t)PA3(t)
where we use that the right-hand side can be estimated to below by

a(t)t=° A(t)d (t)
(I-2¢) () 6a(t)1+5)\2(t) for large t,
and ¢ < 1 due to condition (B3). The desired estimate
a(t)'=? a(t)'—? A(t)d' (t)
O (- () 5a(t)1+5)\2(t))

1
is true if it exits a constant C > 1 such that

A (t) < (1 — c— D6 1a2(1).

From that we can choose any ¢ satisfying § < (limsup, A(t)a’(t)/a®(t))~!. This
supremum is finite by condition (A2). O
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Denoting by EU*) the entries of E we get for k = 1,2 the system
&)
0

2
. | ,
D,ECR = ]\(75)(|f)| EM +ib(t) ECR, BUM (s,5,€) = 0h.

D,EF) = EMR) 4+ No(t)EP),

Integration yields

(o9

(t

S

)\2((8; E(Qk)(S,S,f) + ]\;L\iP / 5 )\2 )E(lk (7. s f)

We are going to prove the following lemma:

ER(t,5,6) =

(o9

))E(lk) (87 876) 4 ZN(S(t) /t E(Qk) (7—7 S,f)dT, (24)

ECP(t,s5,6) =

Lemma 2.4. Let us assume (Al) to (A3) and (B3). Then we have the following
estimates for the entries E¥D(t,0,€) of the fundamental solution E(t,0,€) in the
dissipative zone:

(IEW@0,9)] 1B (1,0,6) AD A
WM&Q“‘(W®W@@|WWW@M>< i i

with K (t) := [3 a®(T)A2(T)dr < N*(t)a(t) A(t).
Proof. Let us consider

i€ 2 (11)
NA2(t /5 A (T)EYY (1,0,8)dr

& ‘ T
_ NZLJ / 5(0 )\2 dT+/ ( ))\Q(T)szT/O E(Ql)(ﬁ,o,g)dedT)

_ MF e -
= oo e /0 N () /0 BCD(0,0,€)d0dr
_ P &2 e

- ON)\Q(t)K(t) - )\Q(t>/0 (/0 CL2(T))\2(T)dT) E®Y(0,0,¢)do

Rewriting the integral equation gives

CNN(t)ECV(t,0 € _ ONAZ‘(G)E(?U(G,O,@
€2 (2) /’“”)€ 0

with kernel

Fa(t, 0, €) = —|g|2K$(f2>(9)/0 (TN (r)dr, 0 € [0,4]. 2.7)

E@Y(#,0,6) =

do (2.6)
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Now we estimate

[ s ot <iee [Csw 5O (o - weoan

o<i<t (0)K (1)
2 K(0) 2 _ 2 42
<t [ 5w s ier [ awaon = i <1
uniformly in Zgiss(N). Therefore, we obtained
(21) €[ K(t)
0,015 o (2.9

Substituting this estimate into the first integral equation implies
2K t
0,91 < 00+ xo) [ 1 ar <o viepswa <o = 1

Next, we consider

AZ(0) il¢[?
(22) 512
ECD(t,0,¢) = ()t )/ 5r )(r,0,8)dr
_A%0) g (22)
= e A0 / TN (T / E®2(9,0,¢)dodr,

2 (22) 1 qe2 2 ) E(22)
20E®0.9 =116 [ ([ emar) 5 .06

respectively. Our goal is to show that |E(?)(¢,0,¢)| < ai?(lt;. Therefore, we
rewrite the integral equation as
2 (22) t 2 (22)
4 (t)aE(t)l_(?o’@ = a(t)ll_é +/0 ka(,0,6)” (0)5(0)152’0’5)% (2.9)
with the kernel
bt 0.6) = —e? “O° /t (NN (r)dr, 00,4, (2.10)
o a(t)'=0X%(0) J ’ ’

The following integral over the kernel satisfies the desired estimate. It holds

t : o)
< (a(®))

s [ o @O o
<lel s 0@ < Ao [0 e

Alte
SIEPNF (Al ) < IEP 4 S 1
Here we have used Lemma 2.3 and, therefore,
a(t)1_5

(22)
20,615 0y

(2.11)
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After plugging this estimate into the first integral equation and using Lem-
ma 2.3 again we have

t 1-6 t)l 5 A(t) a(t) -9
E£12) < / a(7) < < : 2.12
This completes the proof. O
Now let us come back to
U(t, &) = E(t,0,)U(0,¢) for all 0 <t < tg. (2.13)
a(t)

Because of a(t)|€]|u(t, &)] < N
be concluded from (2.13) and Lemma 2.4:

|u(t &)| in Zaiss (V) the following statement can

Corollary 2.5. We have in the dissipative zone Zgiss(N) the following estimates
for all 0 <t <te:

a(t)'=?
A2(t)
( 1-6

A2(t)

aOl€llat 9] < O )

(
€7 K (2) |
A%(t)

|’&(0,§)| +Cn |Dt'&(07€)|a

N N a N
|Dea(t, §)| < Cn a(0,8)|+Cn | Dy (0, £
Lemma 2.6. Let us assume (Al) to (A3) and (B3)'. Then we have the following

estimates for the entries E*)(t,0,€) of the fundamental solution E(t,0,€):

a(t) a(t)

_ ( [EUY0,8)] |[EY(t,0,¢)] Aty At
(|E(t,07f)|) T ( |E(21)(t,0,§)| |E(22)(t,0,€)| > 5 a((t)) a((t)) : (2~14)

At) A

Proof. We start by estimating the first column. Plugging the representation for
ECU(t,s5,€) into the integral equation for EM (¢, s, £) gives
a?( ( )E(”)(G,O,f)dﬂdT,

6(0) L 1112 *(6
s (B0 =1 '5'// X(r ()

(0)
)"
5(1t)|E(”)(t 0,6 <1+ |g|2/ / AQEf_; ( )|E(”)(0 0,€)|dodr,

~
<1

sty B 0.9 S e (17 [ [ a0ravar) S exp (P 47(0) 51,
o(t) o Jo

EO(,0.6)] S 8000 = o).
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Here we have used the definition of dissipative zone and assumption (A2) for
a(t). Let us consider EGV(t,0,€). We have

|EED(1,0,¢)] |€|2 / 5((T A ()| B (7,0, 6)|dr

7)
a2 2
< g2 (T))‘(Té dr < [E2AMa(t) < Oy “P
3 / S e(p) )T SIEPAWa) < Ox
3
Now we will estimate the entries of the second column. We get
t 2
B0, =ivn) [ 4T e [ [T 8 p0n 6.0, s
0 (T)/ 6
P

Because the first integral is uniformly bounded by the second statement from
Lemma 2.2 we can obtain by the above reasoning together with assumption (A1)
the desired estimate for E(1?). For E(?) we have

1 |E(22)(t,0,§)| /S A(t) + |€|2A(t) / ( ))\2( )d

o(t) a(t)A*(t) — a(t)A*(t)
A(t) [€12A() /
< dr .
ot el o © N
~ -~ -
<Cn
. LA .
If we notice the second statement of Lemma 2.2 the function 22(1) is decreasing.
At
Taking account of the increasing behavior of a(t) this implies that " (t)g\Q)(t) is
uniformly bounded for large ¢. This completes the proof. O

2.2. Considerations in the hyperbolic zone

Here we use the hyperbolic micro-energy U = (a(t)|¢|a, D+@)T. Then U satisfies

u a(t)|5|>U. (2.15)
a(t)[§]  b(t)

Let us carry out the first step of diagonalization. For this reason we introduce

(1 -1 L1011 ©) o 21
M_<1 1>,M _2(_1 1>andU = M.

Dta
DtU = A(t,g)U = (
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So DU =D(t,)U® + R(t)U©) | where

O i S P E G S

1 Dta+ibt —Dta—Fibt
R(t) = (Rii(t)) := 9 ( _Dia —H'Z(J(i) D —|—ib(§)) > '

Let Fy(t) be the diagonal part of R(t). Now we carry out the second step of
diagonalization procedure. Therefore we introduce the matrices

0 Ry 0 ; d1(t)
N — TL— T2 - da(t)[¢] Ny =I+NW
Ray . 01(t) ’ :
0 —1 0
To —T1 4a(t)[€]

!’

Here 6, := “ + b. We have
a

a’ ? a 2
) (A0Y aee
da(B)le] ] ™\ Aa(®)lE] |~ NA@)[E] N?
If we use the ansatz b(t) = pu(t) Z(t) and the assumptions (B3) or (B3)" and (C),

i.e., we have limsup,_, . u(t) < 1, then

b(t) 2 (t)a(t) V2 2 _C
(4a(tt)|§|) :(4a[zt§A(tt)|§|) 5(A(751)|g|) S N2

Thus we can choose a sufficiently large N such that the determinant of V7 is

det N —1—( %1(t) )2 < 1/2. Hence, the matrix Nj is invertible. Settin
P a(n)e) ' ’ ' PoeTne
03 8, d1(2)
1 _ O _(p_ 1 _ 8a(t)[¢] da(t)[¢]
BM = D,N (R — Fo)N® = » 5.5 506
“a(t)le]  Sa(t)lg]

and Ry (t,&) = —N; ' BMW(t,€). We can conclude that

(Dy = D(t,€) = R())Ni(t, YUY = Ni(t,€)(Dy = D(t,€) — Fo(t) = Ru(t,€)) U
Now we shall find the solution U (t,€) := Ny(t, &)U (t,€), where UM (t,€) is
the solution to the system
(D = D(t,€) = Fo(t) = Ru(t, ) U (£, €) = 0.
We can write UM (t,€) = E(t,te, )UM (te, &), where E(t, s,€) is the funda-

mental solution, that is, the solution of the system

DyE(t,5,6)=(Dy—D(t,§) — Fo(t) = R1(t,€)) E(t,5,£), E(s,8,8) =1,t > s> te.
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The solution Ey = Ey(t,s,&) of the “principal diagonal part” of the last system
fulfils

DtEO(t7s7§) = (D(taé-) + FO(t))EO(t787£)7 E0(5757€) = I7 t 2 S 2 tﬁ
Thus

Vatt) Ms) [ exo( [ ia(r)glar) 0

o5 0= ) At 0 exp( = [ ia(r)[¢ldr)

Let us set

RQ(tv 375) = EO(t7 875)_1R1(ta€)E0(t7 875)7

0 t t1
Qt,s,) =T+ [Ra(t1,5.6) [ Raltz,s,€)... Ro(tr, s, E)dty ... dtadt,.

k,’:l S S S
Then Q(t, s, &) solves the Cauchy problem

DtQ(t7 875) = RQ(tv S, g)Q(ta S, 5)7 Q(Sa S, 5) = I7 t Z S Z t§
The fundamental solution E = E(t, s, §) is representable in the form E(t,s,&) =
Eo(t,s,£)Q(t, s, ). Taking into consideration the above representation for Q(t, s, £)
we are able to prove the following estimate:

t) < Cx.

.0l <o ([ Rieolar) <en (] (40)

The backward transformation yields
U(t,€) = MN1(t,§)Eo(t, s, £)Q(t, 5, )Ny ' (s, )M U (s,),

therefore, we may conclude

(e Y= et

Corollary 2.7. We have in the hyperbolic zone Zhyp(N ) the estimate

‘( a(t)|€lalt, €) )' o Ve < a(te) |élalte, €) )'

Dtﬁ(t,g) \/a t£ Dt’[’/(t&g)

( a(ﬁjgl(gf?)@ )‘ forall ¢ > s > .

for allt > te.

2.3. Gluing procedure and L2-L? estimates

Before gluing the estimates in the dissipative zone and the hyperbolic zone we
state the following lemma:

Lemma 2.8. Assume that the functions u = pu(t) and o = a(t) satisfy the assump-
tion
limsup (u(t) + a(t)) < 2.

t—o0
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Then the following inequality holds:

(Oval®) _

Aty

Proof. We have from the definition of A and «
At)Val(t) _ P (; Jo n(s) a(s)) ds) exp (é Jo O‘(S)Z((z)) d8>

A(t) ~ exp(foA‘z))d )

= o (5 [ (uts) +ats)—2) ) as).

According to the assumption it holds p(t) + «(t) — 2 < 0 for t > ¢, with a suitable
to. From that we may conclude

V2]

(t)y/a(t) fo a(s)
. Sew ( /0 (w(s) +als) - 2) (S)ds) < C(ty). (2.16)
This completes the proof. O

From the statements of Corollaries 2.5 and 2.7 we derive the statement of
our theorem.

Case 1: {|¢] > N}. Then the statement of Corollary 2.7 implies immediately

‘( UKWt§>'<va ‘(KMO&)N

Dya(t, €) At) Dyu(0,€)
for all ¢ > 0.
Case 2: {|§] < N} and {t > t¢}. Then the statements of Corollary 2.7 imply

immediately

et . Valt) Ate)
@MH@M+Wt@w§C¢a9Mﬂ
\/a

< Q)QM@(>mme

From Corollary 2.5 we have for ¢ = i

(atte)lellatte, &)1 + Drfte, 1)

Alte)

Jaoy PeiteOl).

( 1-06

(0, ) + 1%

alte) )
A2(te)

A(t&) |th”(07§)|

alte)[E]la(t, )| + |Dea(te, )] < C
Summarizing we get

; ; Val(t) (Valte alte)> =
a(t)[&]|at,E)[+|Dia(te,£)| <C ) ( ( ) | (0,6)[+ E(tg)

e wmmoo
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1
for all admissible (¢,£). If we choose 6 > ) and apply Lemma 2.8, then we may
conclude
. . t) /. . o

a(t) €][a(t.8)|+ 1 Dei(t,) | < Cy V;&()) (1(0.€) +|Dy(0,6)]) for all admissible (t,€).
Case 3: {|¢] < N} and {t < t¢}. Then the statements of Corollary 2.5 imply
immediately

()t

40,61+ 0" 15

a(t)[€l[a(t, &) + | Dea(t, §)| < Cn | D (0, €)]-

1
If we choose § > 9 and apply Lemma 2.8, then we may conclude

. . Va(t)
a(t)[€]|a(t,§)|+|Dea(t,€)| < Cn )

This completes the proof to Theorem 2.1. O

(14(0,8)|+|Dya(0,£)]) for all admissible (,£).

Remark 2.9. If we choose in Theorem 2.1 the coefficient a(t) = 1, then the obtained
estimates coincide with the estimates from Result 1.1 for p = g = 2.

Ezample. Let € (0,1) or p€ (1,2— ,!,). We choose with [ > 0

1+1
1 p(l+1)
t)= 1+t At) = L+t b(t) = :
alt) = (L0, AW = | @+ =T
These coefficients satisfy the assumptions of Theorem 2.1. Taking into considera-

p(l+1)

tion A(t) = (1+1¢) 2 we may conclude

_u(l+1)
1+ 8)'Vult, ), uet, )| o S @ +8)27"2 (ol + [Juallze).-
Ezample. Let p € (0,1). We choose
a(t) = e, A(t) = €', b(t) = pu.
By

These coefficients satisfy the assumptions of Theorem 2.1. We have A(t) = e2".
So, we may conclude

[(eVult, ), ue(t, ) || o S €2 2 (luallm + lluzllze).-
Ezxample. Let > 0 and m > 1. We choose

1

T4
1

(1 4 1) log(elm] + £) - - -log!™ (elm] 4 £)”
These coeflicients satisfy the assumptions of Theorem 2.1.
We have A(t) = (log!™ (el™ + 1)) 2. So, we may conclude
(elm + 1)z
log!™l(elm] + 1))

a(t) = (e +1)!, A1) (el™ ),

and u(t) =

H((e[M] + ) Vul(t, ), u(t, ))HL2 < ( ; (Hu1||H1 + ||u2||L2).
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3. Effective dissipation
We consider the following Cauchy problem
uge — a? () Au + b(t)uy = 0, w(0,2) = uy(x), u(0,2) = uz(z). (3.1)

In the previous section we have concerned with the influence of the dissipation
term b(t)u: for a given speed of propagation a(t) such that the equation (3.1) is
from the point of view of long time behavior of solutions and its energies in some
sense close to the wave equation with increasing speed of propagation. Now our
question is the following:

Under which assumptions to the coefficient b = b(t) for a given time-dependent
speed of propagation a = a(t) can we call b an effective dissipation?

Here effective means, that on the one hand we have really a dissipation effect
(overdamping is excluded), but on the other hand the model is parabolic like from
the point of view of decay estimates for the wave type energy.

We will apply a transformation of the damped wave equation from (3.1) to a wave
equation with time-dependent speed of propagation and potential. Thus, we define
the new function

1t
v(t,x) := exp ( / b(T)dT)u(t, x).
2 Jo
After some calculations we get
1 1
v — a(t)Av — (4b2(t) + 2b’(t))v —0.
Applying partial Fourier transformation we have
’lA}tt + m(t7§)f} = O7 (32)
here
1 1
m(t,€) = (DI~ | B(0) — ,H(0) (33)
To study the interacting between a(t) and b(t) we assume:

R
o o FEED

k
) for k=1,2,

(B'1) b(t) > 0, b(t) = u(t)z

2 Jdgut)] < Cunte) (

(B'3) u(t) = oo as t — oo, is monotonous.

p(t)
A(t)

Using assumption (B’'1) we can rewrite the formula (3.3) by

a’(t) 1 a(t)\’
A2 2 (“(t)A(t)) '

Assumptions (B’2) and (B’3) show that b/(¢) is a negligible term in comparison
with b%(t), this means |b/(t)| = o(b*(t)) as t — oo.

m(t,) = a0l — |10
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We introduce the auxiliary symbol

<m@:w@wW—ﬂ%:¢www—fpﬁg~ (5.0

The main result of this section is the following statement:

Theorem 3.1. Let us assume the conditions (A1) to (A3) and (B'1) to (B'3). Then
we have the following L?-L? estimates:

For the kinetic energy we have

fustt ez a0 (1+ [ Tar) " (el + aalzo).

For the “elastic” energy we have

ta27_ T2
lu(t. ez a0 (14 [ ar) Gl + el

3.1. Regions and zones
We define the separating curve t¢ = t(|¢]) b

e L)
r={tol=,"

and introduce the following regions in the extended phase space (0, 00) X RE:
the hyperbolic region: Ilyy, = {( &) |¢] > ;ffl(tt))}

the elliptic region: Il = {( €): ¢ < éi((tt)}

The auxiliary symbol (£) () is differentiable in these regions and satisfies

i
a'(ta(t)|E? — ﬂégl(lt()t) ﬂégl(lt()t)
Ot (E)pry = £ ( ) s Ogl{€vty =
()bt

where the upper sign is taken in the hyperbolic region.
We will also divide both regions of the extended phase space into zones. For
this reason we define

a*(t)[¢]

<§>b(t) ’ (35)

the hyperbolic zone:
Znyp(N) = {(taf) S (€)bry = Nu(t) 2632) } N Uhyp,

the pseudo-differential zone:
Zoa(N.2) = {(0.) - enlt)

the dissipative zone:

Zasleo) = {6 el < o
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the elliptic zone:
Zanlen.2) = {00 1161 > v 4 ) b {0y = et A(i)} N M,

the reduced zone:

Zual®) = {09+ Qo < en0) /4 )

Remark 3.2. The dissipative zone can be skipped if we assume the further assump-
tion
a’(t) a(t)
S1 = € L'(RY).
5! b2~ u(ae <

Under this additional assumption we define Zeyi(€) := Zen(0, €).

3.2. The hyperbolic region
3.2.1. Symbols in I}y p.

Definition 3.3. Let us define the following classes of symbols in the hyperbolic
zone:

Si{mi,ma, ms} = {C(tﬁ) H|DEDFe(t, )] < Canl€)psy a1

a(t) \ms+k

( ) for all (£,€) € Zuyp(N), a, and k < z}.
A(t)

Lemma 3.4. The family of symbol classes Si{mi,ma,m3} generates a hierarchy

having the following properties:

Si{m1, ma, ms} is a vector space,

Si{ma,ma, ms}Si{m}, mh, ms} C Si{mi + m}, ma + mh, ms +mi},
DfD?Sl{ml,mg,mg} C Slfk{ml — |af, ma + ||, m3 + k},
So{—1,0,2} C LELH(Zayp(N).

Proof. We only verify the fourth property. Indeed, if ¢ = ¢(¢,£) € So{-1,0,2},
then

e * a?(r)dr N < a(r)dr C C ~
L oematars [ T~ [ e S Auie S Nt <

due to the definition of the hyperbolic zone and assumption (B’3). Remark, that
here we used

(&) ~ a(t)¢] uniformly on Zy,y,(N) (3.6)

to conclude what we wanted to have. O
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3.2.2. Consideration in the hyperbolic zone. Now we consider the micro-energy
V = (&), Dyd)". (3.7)
Then it holds
0 <€> D(ﬁ <>f>b(t) 0
o)
D,V = b<f>>v+ Y V. 3.8
! < 0 0 (e 5®) 0 (3:8)
2(&)v(t)

Lemma 3.5. Let us assume the conditions (B'1), (B'2) and (B’3). Then the fol-
lowing estimate holds for the fundamental solution Ev(t,s,&) with (s,§),t,£) €
Zhyp(N), S S t:

< Valt)
Vats)

Proof. Let us carry out the first step of diagonalization. For this reason we set

M:(l _11) M1:1< 1 1), and V(© = M1y,

|EV(t7 S7§)|

1 2\ -1 1
Hence,
DV =D(t, VD + R(t, &)V, (3.9)
where
bty 0 )
D(t, &) = € S2{1,0,0}, 3.10
wo=( o 3. ) es00 (3.10)
Dt<<§>b(t) _ <b')(t) _Dt<(€>)b(t) <b’)(t)
- 2(&) (1) 4(E)v(t) 2(&) (1) 4(E)v(t)
R(tv g) - _ Dt<§>b(t) b/(t) Dy <§>b(t) b/(t) S 51{07 O, 1} (311)

2ty M 2(&)v(t) AE) bty

Let Fy(t,€) be the diagonal part of R(¢,&). Now we carry out the second step
of diagonalization procedure. Therefore we introduce the matrices

M o
NW = Rt 7'16"'2
T2—T1

0 D&y V(D)

(t
HEVs 867,
= _ De()uy + b’ (t) a )0 - € Sl{_1707 1}7

162, T 82,

Ni(t, &) = T+ NW(t,€) € $1{0,0,0}. For sufficiently large time tq = to(g) the
matrix Ny (t, &) is invertible with uniformly bounded inverse N *(t,£) for t > tg in
Zhyp(N) (see Remark 3.6). Now we can follow the usual procedure to diagonalize.
Let

B(l)(t7€) = DtN(l)(t7§) - (R(tvg) - FO(t7€))N(1)(t7§) S SO{_17072}»
Ra(t,€) = =Ny (1,6 B (1,€) € So{—1,0,2}.
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Then we can conclude
(De=D(t,6)=R(t, &) N1 (£, )V = Ni(t,€) (D —D(t, &)~ Fo(t, €) —Ra(t,€)) V.

Now we shall find the solution V() (¢, &) =: Ny (¢, &)V (t,€), where V(D (¢, £)
is the solution to the system

(Dy — D(t,€) — Fo(t,€) — Ru(t,€)) VI (t,€) = 0.

We can write VI (¢, &) = Ey (t,te, )V (te, €). Here Ey (t, 5,£€) is the fundamental
solution to the following system:

(Dt - D(tvé.) - Fo(tvé.) - Rl(taf))EV(t787€) = 0) EV(Sa 875) = Ia t 2 S Z t{
The solution Ey = Ey(t, s,£) of the “principal diagonal part” of this system fulfils
DtEO(t737£) = (,D(tag) + FO(t7€))E0(t737§)7 E()(S,S,f) =l t>s> tf'

Thus
t
Ealt.5,6) = exp (i [ (P, €)+ ol )ar).
and we can get
L0 (E)p(ry ) Ve  Va®)lEgl  al(t)

Ey(t dr | = ~ ~ .

sl oo ([ G600 Voo~ Vas)lel ™ Vals)
Let us set

Ra(t,s,&) = By '(t,s S)Rl(t §)Eo(t, s, ),

th—1

t1
,5,6) = I+Z Rg (t1,s,8) Rg(tg,s,f)--- Ro(tr, s,€)dty, - - - dtodty .
k} 1 S S

Then Q = Q(t, s, &) solves the Cauchy problem
DtQ(t7 875) = RQ(tv Svg)Q(ta 8)5)7 Q(Sa 875) = I7 t 2 S Z t{

The fundamental solution Ey (t, s, ) is representable in the form Ev (¢, s,§) =
Ey(t,s,£)Q(t, s,§). Furthermore, applying the fourth property from Lemma 3.4 to
Ri € So{—1,0,2} C LEL{(Znyp) we sce that

t
Q5.9 < exp ([ [Ri(r.)lar) < .
This completes the proof. (I

Remark 3.6. The large constant N guarantees the invertibility in the whole hyper-
bolic zone. The remaining problem consists in the understanding of invertibility
in the pseudo-differential zone. For ¢ > to(e) this zone can be skipped after the
choice N = e. The other set {t € (0,t0(e)] : (t,€) € Zpa(N,¢€)} is compact.
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3.3. The elliptic region

3.3.1. Symbols in IT;. The symbols in the elliptic zone are constructed in a sim-
ilar manner as in the hyperbolic zone with a little change for the auxiliary symbol
(§)p(+) which can be estimated by

b(t) a(t)
2~ D9

Definition 3.7. Let us define the following classes of symbols in the elliptic zone:
Sy{m1, ma, ms} = {c = c(t,€)  |DE Dfe(t,€)] < Caxl€)ytsy Mat)m> el

( a(t) )mﬁk
Alt)
Lemma 3.8. The family of symbol classes Si{mi, ma,m3} generates a hierarchy
having the following properties:

(Ebe) ~ uniformly on Zeji(co, €). (3.12)

for all (t,€) € Zon(co,€), @ and k < l}.

o Si{mi,ma, m3} is a vector space,

Si{m1, ma, m3}Si{my, mh, ms} C Si{my +mi, ma + mb, mg + mi},
DyDgSi{my, ma, mz} C Si_p{m1 — |a|,ma + |al,ms + k},
SQ{—1,0,2} C LEOL%(ZQH(CQ,&)).

Proof. We only verify the fourth property. Indeed, if ¢ € So{—1,0,2}, then

“ @), e
/t |e(7,§)|dT S/t (€)1 A%(T) dr /t u(T)A(T)d

€1 &1 €1

te2 /1 — 2a(7) 1
< dr < <C
s / €azir) TS jelag,) ~ e )

where t¢,, t¢, denotes the lower, upper boundary of the elliptic zone, respectively.
From the definitions of the elliptic zone and dissipative zone we have u(t) >

2lElA) for all t € [te,,te,] and ||A(te,) ~ 1. O
V1—¢?
3.3.2. Consideration in the elliptic zone. In this region we introduce again the
micro-energy
V = ((&owy, Did) "
Then we can get the system of differential equations
De(€)b(ey

DV = ( P <€>g<f> )+ g V. (3.13)
<€>b(t) T 2Eb

In a first step we use the diagonalizer of the first matrix which is defined as follows:
(i =i 41/ =i ) . -1
() = (). v e

Hence,
DV =D, VO 4 R(t, VO, (3.14)
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where
_( =i 0
D(t,¢) = < 0 i<§>b(t) S 52{170,0}7 (3.15)
Dt((ﬁ))b(t) . <b’)(t) _Dt<(€>)b(t) i <b’)(t)
N 2(&)b(t) 4(€)b(t) 2(&)b(t) 4(€)b(t)
R(t7£) - ) _Dt<£>b(t) iy b,(t) Dt(g)b(t) ; b’(t) S S1{0707 1}
2(E)b(t) AE) vt 2(E)b(t) AE) v ( )
3.16

Let Fy = Fy(t,&) be the diagonal part of R = R(t, ). Now we carry out the
second step of diagonalization procedure. Thus, we consider the difference § of the
entries of D(t, &) + Fy(t,£). We have

b b?
0,6 = 26t + gy ~ A0+ oy~ €y € S10.0) (31)
for t > to with a sufficiently large to = to(c) by using |0'(t)| = o(b?(t)). Now

we can follow the usual procedure of diagonalization. Therefore, we introduce the
matrices

0 _ Ri2
(4 F)
5

0 Z-Dt<§>b(t) v’ (t)

HEN ) 8(&)5
- D (€)b(t) b (t) 0
HEN 8(&) 3

Ni(t,€) = T+NW(t,€) € 51{0,0,0}. For a sufficiently large time ¢ > ¢, the matrix
Ni(t,€) is invertible with uniformly bounded inverse N; ' (¢, &) in Zen(co,€). Let

BW(t,€) = DNW(t,€) — (R(,€) — Fo(t, §)) N (¢, €) € So{~1,0,2},
Ru(t,€) = =Ny '(t,€)BY(¢,€) € So{~1,0,2}.
We can conclude that
(Di—D(t, &) —R(t,))Ni(t, )V = Ny (t,€)(De—D(t, &) — Fo(t, ) —Ra(t,€)) V.

Now we shall find the solution V(1 (¢, &) := Ny 1 (t, )V O (¢, €), where V(¢ €) is
the solution to the system

(Dy — D(t,€) — Fo(t,€) — Ra(t,€)) VO (t,€) = 0.

We can write V) (t,€) = By (t,s,&)V 1 (s,€). Here Ey 1 (t, s, €) is the fundamen-
tal solution to the following system:

(D¢ = D(t, &) — Fo(t,€) — R1(t,€)) Eva(t,s,§) =0, Eva(s,s,&) =1, t>s>te.

We transform the system for Ey (¢, s,£) to an integral equation for a new
matrix-valued function Qe (¢, s,€) by considering

exp (—i / t (D(7,€) + Fo(r, g))m) Eva(t,s,§).

~

S Sl{—l, 0, 1},
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Using this ansatz we have after differentiation
D, <exp (—z’ / (D(r6) + Folr, g))dT) Bvalt, 5,5))
— —(D(t,€) + Fo(t,€)) exp (—i/: (D(r,€) + Fo(r, g))dT) Byats,€)
+ exp <—¢ / t (D(r,€) + Fo(r, f))dT) (D(t,€) + Fo(t,€) + Ru(t,€)) By (t, 5,€)

= exp <—z/s (D(T7 &) + Fy(r, f))dT) Ri(t, &) Eva(t, s, ).

Consequently,
t
EV,l(t7 S, 5) = €exXp (Z/ (D(Tv 5) + FO(T7 5))d7—> EV,1(87 S, f)

+,’/: exp (7, /et (D(7,€) + Fo(r, 5))d7’)R1(6‘,f)EV’1(97 s, €)do.

We introduce an unknown weight factor to represent Qcp,1 in the following way:

Qena(t,5,) = exp ( - /: w(r, g)dT) Bya(t,s,€).

Then we get
t
Qell,l (t7 S, 5) = exXp (/ (ZD(’T, f) + ZFO (7—7 5) - U}(T, 5)‘[) dT)

+ /St exp (/Gt (iD(7,€) +iFy(1,&) — w(r, g)I)dT) R1(0,6)Qen1(0, 5, )db.

The main entries of the diagonal matrix iD(t, ) + iFo(t, §) are given by

at<g>b(t>+ v (t) %y V(1)
200y 4wy’ 26ty Moy

For the difference (II)—(I) we get

(D) = vy + (ID) = =)ty +

b'(t) b2(t) + b/ (t) — 4a?(t)[¢]
) — (I) = —2 - _ <0
(IN) — () ) 2N 2N <
in Zey(co,€) for t > to by using [b/(t)] = o(b?(t)). We are choosing the weight
w(t, &) = (I). By this choice the matrix

H(t, s,6) = exp < / (ID(r,€) + 1Fo(r, ) — wir, 1) dr)

= diag (1,exp (/: (— 2<§>b(r) - 2?;5;1))&-)) — ( é 8 )
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as t — oo with a fixed s. Hence, the matrix H(t,s,&) is uniformly bounded for
(5,€), (t,€) € Zen(co, ). Taking account of Ry € Sp{—1,0,2} is uniformly inte-
grable over the elliptic zone and that the matrix which can be represented by

S

00 t
Qell,l(tvsvg) = H(ta Saé-) + sz/ H(t7t17£)R1(t1757£)
k=1

t1 tr—1
X / H(t17t27£)R1(t27875) / H(tkflvtkvé-)Rl(tkvsvg)dtk"'dthtl

is uniformly bounded in Zgy(co, €) from the last considerations we may conclude

t
Evi(t, s, &) =exp </ w(T, f)dT) Qena(t, s, &)

_ ' Eo(ry | V(1)
= €xXp </S (<§>b(7’) + 2¢ b(r) + 4<§>b(7))d7-> Qell,l(tasaf)

)
(©
~ o ([ (16 + g + ) i) Qe

19 t
- ééiz((t; P (/ <5>b<r>d7) Qeni (¢, 5, €).

Summarizing the considerations of this section we have proved the following lemma:
Lemma 3.9. Under the assumptions (B'1), (B'2) and (B'3) the fundamental solu-

tion By (t,s,€) to the operator Dy —D(t,&) — Fo(t, &) —R1(t, §), with (t,€), (s,€) €
Zen(co,e) N{t > to(e)}, s <t can be represented as

é- t
Eyi(t,s,§) ~ (€ exp / (E)p(rdT | Qena (t, s, ).
(E)b(s) s
3.4. The reduced zone
b(t
In this zone we can estimate (£)) by € (2 . Thus, we consider the micro-energy
b(t T
V= (g (Z)ﬁ,Dt@) . (3.18)
We get the following system of first order
Dyb(t) b(t)
b(t €9
DiV= 1 @iel- 1 0-3v @) v (3.19)
€3 b(t)

To estimate the entries of this matrix we will use
o [V/(1)] = 0(b*(t)),
o (Eony S,

2 2 13204y 13/ /
e consequently, * O1EF— 47 (=2 (6) < gh® _ v < eb(t).

< 1b(t) 2 7 eb(t)
Thus, we can estimate the norm of the coefficient matrix by eb(t) for sufficiently
large t.
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Summarizing the following statement holds:

Lemma 3.10. If we assume (B'1) to (B'3), then the fundamental solution Evy (t, s, )
to (3.19) can be estimated by

t
Bu(t.s6) Sexp (= [ biryar)
for to < s <t with sufficiently large to = to(e) and (¢,£), (5,£) € Zrea(€).

Remark 3.11. We can make the reduced zone as small as we want by the control
of the constant €.

3.4.1. The dissipative zone. By Remark 3.2 the dissipative zone can be skipped if
we assume (S1). Now, let us assume, that the assumption (S1) does not hold, i.e.,
a(t)
p(t)A(t)
ity of Sp{—1, 0,2} over the elliptic zone Zg(co, €). In this case we can apply directly
Lemma 2.6 (because of assumption lim;_, . () — 00) to estimate the fundamen-

¢ LY(RT). Thus, we introduced the dissipative zone to ensure integrabil-

tal solution E(t, s, £) related to the micro-energy U = (f‘((?) i, D¢0)T and relate this
estimate to the fundamental solution Ey (, s, &) related to V = ((§)y4)0, D)7

3.5. Estimates for the fundamental solution

We want to obtain estimates for the energy of the solution to our original Cauchy
problem. For this reason we need to transform back to estimate the fundamental
solution E(t, s, &) which is related to the micro-energy (a(t)||d, D).

Outside the reduced zone it holds

B(t,s,6) = T(t,€)Ev(t,5,)T (s,£), (3.20)
where the matrix T'(t,£) is defined in the following way:
. h(t.€) .
h(t,&)a _ A (&) b(r) 0 (€)v(ty @ (3.21)
D:i i b 1 Dyt ‘
2A() )bty  A(D)
N~ ~ -
T(t,€)

with inverse

X)) bty 0 )
(3.22)

T7H(t,€) = < .]"Z(tt’%) t
-t Q(h)(t,(g)) A(t)
Recall that outside of the dissipative zone we have h(t,£) = a(t)|¢] and, espe-

t
cially, in the dissipative zone we use h(t,§) = jl ) Inside the reduced zone we

have estimated (£)y) by ab(;). Therefore, we change the definition of the matrix
T(t,8) by

2h(t»£) O

AP0 ) T~ AT (3.23)
YO) A(t)

for all (¢,&) € Zyea(e).



32 T.B.N. Bui and M. Reissig

Remark 3.12. We may conclude that in the hyperbolic and reduced zones the
fundamental solution to our original Cauchy problem in the extended phase space
can be estimated by

A(s)
(50D <\

Some auxiliary estimates. We continue with some auxiliary estimates which are
used to obtain energy estimates later on.

(1Bv(t, s, €)])-

Lemma 3.13. Let us suppose (B'1) to (B'3) and let A(t) = exp (4 fg b(t)dr). Then
the following holds:

bt _ @l

1. The definition of (§)u() in the elliptic zone implies (§)p() — 5 = b(t)

2. o exp ([ t6hurar) S exp (i [, Tar).

3. With A(te,)|&| ~ 1 (separating line between dissipative and elliptic zone) it

holds ,
<o [ —1¢2 e a?(r) ) -
e p( €] /0 b(r) dr 1.

Proof. The first statement is equivalent to the following inequality

2 a? 2
%ﬁﬂ_ﬁ@mtﬁgg_ %@.

The second statement follows directly from the first one together with the definition
of A(t). The third statement can be directly obtained from the following estimate:

taa(r) |y [ a(r)A(r)
g [y =te [

ter q(1)A(T
<l [ DA ar g lepae) <1
0 Ho
The proof is complete. O

A refined estimate for the fundamental solution in the elliptic zone. Inside the
elliptic zone we have

Bt 01 S o) e ([ o).

This yields in combination with (3.20) the estimate
t
a(t)lel 0 b(r) el 0
1tes. 0 % (46 ) ew ([ (16 =" ) ar) (2 0

t 2 a(t) a(b)lgl
a*(7)
< exp <—|§|2/ dT) ( als) - b(s) ) (3.24)
s b(T) a(bs()fm 58
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Here we have used the first statement from Lemma 3.13. The estimate for
the first row seems to be optimal while the estimate for the second row is not
optimal, because at least for an increasing coefficient function b(t) for fixed & some
entries of the matrix from the right-hand side of (3.24) become unbounded for
increasing ¢. This estimate contradicts to our a priori knowledge that the wave
type energy itself is decreasing. For this reason we need a refined estimate which
will be presented in the following steps. Let us assume that ®(t,s,€), k = 1,2,
are solutions to the equation

Dy + a®(1)[E[P® + b(t)P; = 0
with initial values
D (s,5,8) = 01k, OrPr(s,5,§) = dox.

Then we have

a(t) .
( a(®)|E[o(t, &) ) _ a(8)¢>1(t78,f) ia(t)|€|P2(t, 5, 6) ( a(s)|¢]v(s, €) )
Dtv(t,f) Dt(I)l(tﬂSaf) lDt(I)Q(t s é-) Dt’U(S,f) '
a(s)[¢] o
Hence, if we compare with the estimate (3.24), then
105,60 S oo (~le [ Tar). (3.25)
1 _lel2 "a*(7) -
a(t.5, 61 % oo (I [ Tar). (3.26)
(15,6 S by (—le [ Dar). (3.27)
b(t) "a?(r)
10:®1(t,5,8)| < b(s) P <—|f§|2 b dT) : (3.28)

Let Wi (t,s,&) = 0:Pi(t, s,£), k = 1,2. Then we obtain the equations of first order
8t\:[jk + b(t)\:[lk = _az(t)|€|2q)k(t7 375)7 \Ijk(‘g? 575) = 5k2~
Applying Duhamel’s principle we get

t
A
W(ts€) = e [ o)y 0 u(rs

sl s S [ eemees (-ee [ ) ar

~ON2(t) b(0)

CL2 2 t T CL2
<7 o e o)

CL2 2 t T CL2
St by e (it [ o) o
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ST (o, e (e / "))
CLZA(;)(!S'Q/S AQ(T)\(W j)T : exp (—ISI2 ' bQ((:))de) dr

sc?f><1
a2(1)|e]? ) [Padr) N a2(t)lel2 A(s)
S O ("5'/5 b(r) ‘“)‘ bs) A2(e)

Here we have used a?(t)|¢]?/b%(t) < 1/2 from the definition of the elliptic

zone and bg(tt)) = 0(1). We see that the second summand is subordinate to the first

one because

s ba?(r 2 t a’(7)|€? (T
s e (6 560 o) ety e ( (o0 = 05T =50 )

~
>0, ifr>to

for tg < s < t with ¢y sufficiently large. Similarly, we can represent Wy in the
following way:

t 2 T
((; — |§|2/ a2(7)12((t))@2(77875)d7
N(s) P[] 2 [7a*0)
|Wo(t,s,8)] < A2 (1) + )\Q(t)/s a® (1) (T)b(s) exp( [3 / b(6) de)
(s)
(t)

PO (o [fa),
e 1 b)) eXp( d / b(r) i )

Thus, we have proved the following lemmas:

l:[12@7 875) =

Lemma 3.14. Let (s,§), (t,£) € Zen(co,€) with s < t. Then the fundamental solu-
tion E(t,s,£) can be estimated in the following way:

L a2(r) o0 WO\ e g
(55, S (-l [ Tar) (0 e )0 (0 )
s b(7) a(s()lz‘(t)‘ b(g))g(t‘) A\ 01

(3.29)
Remark 3.15. Let us choose a fixed s. Then the second summand in (3.29) is

t
dominated by the first one. If we set s = t¢,, then in the two cases (fjl((t)) is

increasing or decreasing) we can use a(te,)|&| ~ b(te,) to get the following estimate:

" a?(r) fhen) fhe)
(|E(t7t$27§)|) S eXp <_|§|2/ b(T) dT) ( aaz(tE)Q\ﬂ aaz(tgﬁg\ > . (330)

ey alte;)b(t)  alte,)b(t)
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3.6. Gluing procedure

u(t)
A(t)

In the previous sections we have considered the fundamental solution in dif-
ferent zones. Now we have to glue the estimates from Lemmas 2.6, 3.14, 3.10 and
3.5. We obtain for the part of the hyperbolic zone which contains large frequencies
{€:]€] > ¢ > 0} the following estimate for the fundamental solution:

sz v} 104) (1)

to our original problem in the extended phase space, cf. Lemma 3.5 and Remark
3.12. It remains to consider the influence of the dissipative zone, the elliptic zone,
the reduced zone and the hyperbolic zone for small frequencies. We denote by
e,k = 1,2, 3, the separating lines between the dissipative zone and the elliptic
zone (k = 1), between the elliptic zone and the reduced zone (k = 2) and between
the reduced zone and the hyperbolic zone (k = 3).

Case 1.1: t <t¢,.
In this case we follow directly Lemma 2.6.

Case 1.2: t¢, <t <tg,.

Case 1: The function s monotonously decreasing.

Now we have to glue the estimates from Lemmas 2.6 and 3.10. We have the
following corollary:

Corollary 3.16. The following estimates hold for all t € [te,, te,] :

ta2(r a(t a(t
(.09 < exp (- [ Tar) < az(géif'z az(gii')f'z )

+ exp (- /t; b(T)dT> alte,)l€] < 00 ) .

Proof. The fundamental solution E(t,0,£) can be represented as

E(ta tE1 ’ f)E(t& ) 07 g)
This yields for all (¢,€) € Zen(co, €)

(1E(,0,8)]) < (IE(t te, s )I)(IE(%,O 9]

)
i) g
< (exp( |€|2 )( f)1|§| RISIE )
a(tg1>b<t> b(te; )b(t)

e ( ¥ )) < (1)
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t 2
a“(t a®)§]  a(t)g]
< exp (—Iflz/ b( )dT> (D€l a?(1)ef?
o b(7) b(t) b(t)

+ exp (- /t: b(r)dr) alte,)[¢] ( v )

Here we used a(te,)|€] < b(te,), |€] ~ together with the third state-

co
A(t§1 )
ment from Lemma 3.13 to extend the above integral. This completes the proof. [
Case 1.3: te, <t <tg,.

Now we will glue the estimates from Lemma 3.10 and Corollary 3.16.

Corollary 3.17. The following estimate holds for all t € [te,, te,]:

1.0.9 S e (i [ 4D ar)awie (| )

Proof. From Lemma 3.10 and Remark 3.12 we have the following estimate:

Ate,) ' 11
(1Bt ) £ 7 ) e ( /%bde) (1 I )

Taking account of the representation of the fundamental solution E(t,0,€) as
E(t,te,,&)E(te,,0,&) gives after application of Corollary 3.16 the following es-
timate:

(1E(#,0,9)) < (IE (¢ t&,f

)
<exp ( (a d’T)

| t§270 g

(exp< /: b(T)dT> alte, )[¢] < (1) (1) )

1
1

alte, €] alte,)[€]
2t52>|é| el

tEQ (tfg)

exp(—|s|2 [0 ar) (ateeer+ e )

)
-l—exp((s >exp< 5 )dT)@(t51)|§|><i })

From the definition of Z,eq(e) with a sufficiently small £ we have

P(WeP < (<))
For t < te, we use

a(t)[¢] < b(t).



Time-dependent Speed and Dissipation for Waves 37

Hence, the integral

exp ( - /;52 b(T)dT)
exp ( — &7 /;52 CZQ(S_T)) d7)7

and the last integral can be extended up to ¢t = 0. Using ¢ > t¢, and the increasing
behavior of @ we conclude from the last estimates the desired statement. O

can be estimated by

Case 1.4: t¢, <t < oo0.

From Lemma 3.5 and Remark 3.12 we obtain the following statement:

Corollary 3.18. The following estimate holds for all t € [te,,c0):

(1B(t. te,.€)) £ fa“% ex p<—; / b(T)dT> (11):

Finally, we have to glue the estimates from Corollaries 3.17 and 3.18.

Corollary 3.19. The following estimate holds for all t € [te,,c0):

(1B(,0,6)) < exp (—|s|2 / ‘f(f)) dT) exp (—é / b(%)
x Valt \/t£3|€|( 1)

Case 2: The function Z((?)

The elliptic region lies in this case on the top of the hyperbolic region. For
small frequencies the set {€ : |€] < ¢} lies completely inside the elliptic zone. For
this reason we can use the estimates from the elliptic zone and obtain immediately

a(t) a(t)
(20,60 <exp (e [ CDar) [ 200 a0 (3.31)
0,0 5 L b(r) 2nlel  amle |- :

a(0)b(t)  a(0)b(t)

is monotonously increasing.

It remains to consider the influence of the elliptic zone, the reduced zone and the
hyperbolic zone for large frequencies. We denote by t¢, ,k = 1,2, the separating
lines between the hyperbolic zone and the reduced zone (k = 1) and between the
reduced zone and the elliptic zone (k = 2).

Case 2.1: t <t¢,.

In this case we follow directly Lemma 3.5 and Remark 3.12 to obtain

a0 5 Vo e (<, [ar) (1 1),
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Case 2.2: tg, <t <tg,.
In this case we need to glue the estimates in the hyperbolic zone and in the

reduced zone. We have
1 \/CL tg
b(r)dr — / b !
(ryir =, [ blr)a ) )
Case 2.3: te, <.

1 t
B0.0 Sexp | (e ) [
1231

In this case we need to glue the estimates in the elliptic zone and in the
reduced zone. Summarizing yields the following corollary:

Corollary 3.20. The following estimate holds for all t € [te,,c0):

t 2 t 2 t 1
(1B(0.9) £ exp <—|e|2 e =y [ vmar— [ b(r)dr>
. Valte) ( i) alien )

\/a 2(0)l¢] a®(t)[¢]
a(tg2 )b(t) a(tgz)b(t)
3.6.1. L2-L? estimates — end of the proof.

, - ou(t)
Case 1: The function A)

In the case t € [0,t¢,] we have from Lemma 2.6 the estimate
(t) a(t)

|E(t,0,8)] <
NA t a?(r
\/1+f b(())d

is monotonously decreasing.

This follows directly from

ta2(7-) B ta(T)A(T) i taT o ,
/0 b(r) dT—/O () d 5/0 (T)A(r)dr S A%(t)

for large t.
In the case t € [tg,,te,] we will estimate separately each row in the estimate
from Corollary 3.16. Let us consider the first row. It holds

corton (- [ 7)o (10 [ 500)

therefore, we get the desired decay estimate. Using the monotonicity of a for the
second row we can estimate by the first one

(1) 2 a(t)l]
o) 167 = a(0lel "5 S att)ll,

alte,) exp (— /O t b(T)dT) < at) exp <—|g|2 /O t ‘f((:; dr) .

In the case t € [te,,te,] by using Corollary 3.17 we can estimate like in the
case t € [te,, te,].
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To derive the corresponding estimates from Corollary 3.19 we have in the
case t € [lg,,00) to estimate the term

S(t,|£|>::|f|exp(—|f|2 / ‘f(()) )exp< /Eb )

Lemma 3.21. The mazimum of the function S(t,|£|) is taken at a point |§| inde-
pendent of t > te, and

st ) < pa {elewo (i [ 4 Tar) ]

Proof. To estimate the function S(t,|£|) it is important that we will prove that
the first partial derivative 0 S(t, |¢]) is negative for |§| small. This follows from

Oie S (¢ 1€])
1 teg 2 2 2 b
S(t,1€1) <|§| —2|€|/0 C;((TT))dT— ‘ éﬁigﬂ digte, + (2;63)%%)

steled (g + ("5 - aQéiZZ'f'Q)d'ﬁ'%)

_ g2
st (g + 77 s, )

Here we have used
a®(te,)IE]* _ (1+ EQ)b(tss)'
b(tﬁs) 4

(1=e*)b(tey)
4

Hence, a sufficiently small € guarantees > 0. Taking account of dj¢te, <

0, |dig|te;| > |€”|b(§t3)) and p(te,) — oo for || — 0 we have the desired decreasing
behavior of the function S(¢, |¢]) in [{|. Now let us fix ¢ > 0. Then the function

S(t,[€]) takes its maximum for |{| satisfying ¢ = t¢,, that is, the second integral
vanishes in S(¢, [£]). This completes the proof. O

Corollary 3.19 and Lemma 3.21 yield the following result:

t o 2(r -3
|E(t,0,8)] < al(t) <1+/0 b(g—))dT) fort € [te,, 00).

In this way all statements are proved.

, (t)
Case 2: The function A)

For small frequencies {¢ : || < ¢o} we can apply the estimate in (3.31). Here

is monotonously increasing.

A(t
we use that is monotonously decreasing. For large frequencies {£ : || > ¢o}

pu(t)



40 T.B.N. Bui and M. Reissig

we consider the estimates from Corollary 3.20, that is, we have

oxp <—|£|2 [ Dars (= 3) o) [ bwdT)

&1

t 2

a*(t)

< exp <—02 dT) .
0 o b(7)

Here we use for ¢ sufficiently small the inequality

(3-) [ “otmar =i [ Tar

€1 &1

1 (0
Moreover, the following estimate holds for ¢y < 2 Z(( O)):
b(t) 2 a*(t) b(t) 2 2 12 (t) 2
> ff > ff .
g Ty Wyl Z et My 2

We can see that the first row in the estimate from Corollary 3.20 has its
maximum for large ¢ inside of {{ : |¢| < ¢p}. From that the theorem is completely
proved.

Remark 3.22. If we choose in Theorem 3.1 the coefficient a(t) = 1, then the
obtained estimates coincide with the estimates from Result 1.2 for p = ¢ = 2.

Examples. We will give some examples for special coefficients.

Ezample. Let a(t) = (1+t)!, b(t) = (1+t)*, k € (=1,21+ 1] with [ > 0. Then we
have

k-1
(1 +0)'Vult, ), u(t, )] . S (L +1) 2 (Jualla + uallz2).
Ezample. Let a(t) = et, b(t) = €°!, B € (0,2]. Then we have

H(etVu(t, ), ue(t, ))Hm < egt(||u1||H1 + HUQHLZ).

3.7. Comparison with known results

In [1] some results for scale-invariant models are proved by applying direct cal-
culations and the theory of special functions. Now let us compare these results
with the main results Theorem 2.1 for non-effective dissipations from Section 2
and Theorem 3.1 for effective dissipations from Section 3 to see that our estimates
are optimal.

3.7.1. Speed of potential order. We start with the Cauchy problem

p(l+1)
(L+1)

with [ > 0. Then the following result can be found in [1]:

ug — (14 )2 Au + ur =0, u(0,z) = ui(x), u(0,2) =uz(x) (3.32)
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Proposition 3.23. We have the following estimate for the energies of solutions to
(3.32):

st ), L+ Vult, )2 S (1) mele2 = (g | 1+ [fug 22) (3.33)
with p= 5(1—p — lfrl),
Case 1: Non-effective dissipation (max{p — %,—1} =p— ;)

p(l+1)
(L+1)
assumptions from Theorem 2.1. Otherwise, from the definition of p and the condi-
tion (max{p — },—1} = p— }) we obtain p + lfrl < 2, i.e., this condition satisfies
the condition (C): limsup,_, . u(t) + a(t) < 2.

Applying Theorem 2.1 in the case of non-effective dissipation the asymptotic
profile for the “kinetic energy” |lu¢(t,-)||r2 and for the “elastic energy” |[|(1 +
t)!'Vu(t,-)| 2 is determined by

1
Va(t) _ (1 +(zt212> — -+ t)é_“(l;l) '
)‘(t) eé fot #1+s ds
This profile coincides with the profiles from the estimates in Proposition 3.23.
Case 2: FEffective dissipation (max{p — ;,—1} = —1).

From the definition of p we can see that the above condition implies p+, frl >
2. Applying Theorem 3.1 for the case of effective dissipation the asymptotic profile
of the “kinetic energy” |lu¢(t,-)||z> and for the “elastic energy” ||(1+1)'Vu(t,-)| 2
is determined by

t 2 -3 !
a(t) <1+/ @ (T)dT) . (L+1) e~
0 b(T) \/]_ 4 fOt (1+47) dr 1+t

p(l+1)

With g # 1 we can see that a(t) = (1 4+ ), b(t) = satisfy all

Due to assumption (B’3) it is not allowed to apply Theorem 3.1 directly to

the Cauchy problem (3.32). But, if we formally do it for u > 2 — Hl_l, then this

profile coincides with the profiles from the estimates of Proposition 3.23. For the
case . = 0 some LP-L9 estimates on the conjugate line are proposed in [6].

3.7.2. Speed of exponential order. Now we consider another model case to com-
pare with the general results Theorem 2.1 for non-effective dissipations and The-
orem 3.1 for effective dissipations. We devote the Cauchy problem

wge — 2 Au+ puy = 0, u(0,2) = u1(z), ue(0,2) = ua(x). (3.34)
Then the following result can be found in [1]:
Proposition 3.24. We have the following estimates for the solutions to (3.34):
lue(t, ), (€ Vut, )|z S e 027 ((fu || g1 + sl 2) (3.35)

with p = —1.
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Case 1: Non-effective dissipation (max{p— 3, -1} =p—1).

The assumptions from Theorem 2.1 are satisfied for p # 1. Keep in mind
that p— ; >l -4 - ; > —1, this condition implies 4+ 1 < 2, i.e., it satisfies
the condition (C) : limsup,_, . u(t) + a(t) < 2.

Applying Theorem 2.1 in the case of non-effective dissipations the asymp-
totic profile for the “kinetic energy” ||ut(t,-)||rz and for the “elastic energy”
[letVu(t, )| 2 is determined by

Va(t) B es
At) e fynds

t_ pt
= 2,

This profile coincides with the profiles from the estimates from Proposition 3.24.

Case 2: FEffective dissipation (max{p — %,—1} = —1).

From the definition of p we can see that the above condition implies u+1 > 2.
Hence, this condition does not satisfy the condition (C). Applying Theorem 3.1
in the case of effective dissipations the asymptotic profile of the “kinetic energy”
[l (t, )|l 2 and of the “elastic energy” ||e!Vu(t,-)| 2 is determined by

a(t) <1+/0t ‘f(f‘))ds)z - \/1+ef} g ~C.

Due to assumption (B’3) it is not allowed to apply Theorem 3.1 to the Cauchy
problem (3.35). But if we formally do it for g > 1, then this profile coincides with
the profiles from the estimates of Proposition 3.24. For the case y = 0 some LP-L4
estimates on the conjugate line are proposed in [4].

4. Scattering and over-damping
From the thesis of J. Wirth [11] we expect scattering and over-damping results,

too.

4.1. Scattering

We will concern with conditions for b = b(t) that the solutions u = u(t, z) of
uge — a () Au + b(t)uy = 0, w(0,2) = uy(x), ue(0,2) = uz(z) (4.1)

behave asymptotically equal to the solution of the corresponding wave equation
with strictly increasing speed of propagation

v — a?(t)Av = 0, v(0,x) = v1(z), v¢(0,z) = va(x) (4.2)

with some suitable Cauchy data (v, vz).
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Here we introduce the energy space E(R") = H'(R™) x L2(R") and we
assume (uq,us) € F(R™), this means, (|D]uy,us) € L?(R™).

Result 4.1. We assume that the coefficient b = b(t) satisfies b € L'(RY). Then
there exists the Mpller wave operator W, : E — E mapping the Cauchy data
(a(0)uy,uz) € E from (4.1) to Cauchy data (a(0)v1,vs) from (4.2) by

(a(0)vr,v2)" = W (a(0)us, uz)™

such that the asymptotic equivalence of solutions of the problems (4.1) and (4.2)
holds in the following way:

[(a(t)u, Dyu) — (a(t)v, Div)||g — 0 (4.3)

1
Va(t)

while t — oo. Moreover, we have the decay estimate

[(a(t)u, Dyu) = (a(t)v, Dyv)lle S [[(ur, u2)l 2 /too b(r)dr (4.4)

1
Val(t)
with the convergence rate [ b(t)dr to 0 as t — co.

4.2. Over-damping

We consider now “large” coefficients b = b(t) in the damping term. For this reason
we may assume

* 62(7)
(OD) / o dr <.

Then the formal application of Theorem 3.1 implies among other things
IVu(t, )2 < Clurllm + [luzllL2).

The following result shows that no more can be expected in this case of so-called
over-damping.

Result 4.2. Assume (Al) to (A3), (B'1) to (B'3) and (OD). Then for (u1,uz) €
L2(R™) x H-Y(R™) the limit

u(oo, ) = tlgglo u(t, x)

exists in L?(R™) and is different from zero for non-zero data. Furthermore, under
the regularity assumption (u1,us2) € H2(R™) x HY(R™) it holds

Ju(t, ) — (oo, )z = O ( / ” CZQ((:; dT) |
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5. Concluding remarks

Remark 5.1. There are several papers which are devoted to the Cauchy problem
for the following non-linear wave equations

uge — a(t)?Au = u? — a(t)?|Vul?, u(0,2) = ui(z), u(0,z) = us(x). (5.1)
In particular, in two papers [14] and [15] it is explained how the above class of
special semi-linear Cauchy problems can be reduced by Nirenberg’s transformation
to a linear model with constrain condition. The above papers and the paper [2]

concern with the problem of global existence (in time) for small data solutions to
the semi-linear Cauchy problem

uge — a(t)?Au = u? — a(t)?|Vul?, u(0,2) = ui(z), u (0, 2) = ua(x). (5.2)

It would be a challenge to apply this approach to the case of non-effective dissi-
pations to the following semi-linear Cauchy problem

gt — a(t)* Au+b(t)uy = uf —a(t)?|Vul?, w(0, ) = uy (x), u (0, ) = ug(x). (5.3)

Remark 5.2. Another interesting application to the case of effective dissipations
is the question for global small data solutions to the following semi-linear model

upr — a(t)?Au+ b(t)uy = f(u), u(0,2) = ui(2), ut(0,2) = us(z), (5.4)

where f(u) = |ulP. In a recent paper [3] the authors have constructed counter-
examples which provide a nonexistence result for weak solutions to (5.4).

Both problems are attacked in forthcoming papers.
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