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Abstract This work describes the idea of an adaptive semantic layer for large-
scale databases, allowing to effectively handle a large amount of information. This
effect is reached by providing an opportunity to search information on the basis of
generalized concepts, or in other words, linguistic descriptions. These concepts are
formulated by the user in natural language, and modelled by fuzzy sets, defined on
the universe of the significances of the characteristics of the data base objects.
After adjustment of user’s concepts based on search results, we have ‘‘personalized
semantics’’ for all terms which particular person uses for communications with
data base or social networks (for example, ‘‘young person’’ will be different for
teenager and for old person; ‘‘good restaurant’’ will be different for people with
different income, age, etc.).

Keywords Personalization � Adaptive semantic layer � Fuzzy linguistic scales �
Measure of fuzziness � Loss of information and information noise for fuzzy data

1 Motivation

Social Networks (SN) is one of the striking phenomena of the last decade. This is
one of the dynamic and fast-growing segments of Information and Communica-
tions Technologies, which will largely determine the landscape of the industry in
the coming decades [1]. SN is very diverse, and we do not have their universally
recognized classification for now. They differ in size (ranging from mini net-
works—for example, corporate or project network to wide area networks such as
Facebook, Linked In), the breadth of expertise (from highly specialized—for
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example, the Berkeley Initiative in Soft Computing, to general ones—for example,
Facebook), life cycle (writing of this book was supported narrow specialized mini
networks who ‘‘will die’’ on the day the book will be published; Facebook can
accompany a person throughout his conscious life), and many other parameters.
Tasks that are important for networks of the particular type may be out of interest
to other types of networks.

For sufficiently large networks (most of the participants do not know each
other) important is the task of finding the ‘‘right’’ items—partners, restaurants,
theaters, things—depending on the ‘‘specialization’’ of the network. Some of these
objects are described by the ‘‘natural’’ values (for example, gender, age, price,
average bill); other ones—through rubricates, classifiers, category and other tools.

SN is an information model of the real world (Fig. 1). All important from user’s
point of view objects from a real world are presented in SN as an ‘‘information
image’’. We describe the real objects, search their images in SN, and use the
results for operation in a real world.

From technical point of view, social networks could be interpreted as a col-
lection of interrelated data bases. The present data processing technology only
allows us to search information using concepts (words, symbols, figures) which are
present in the data base descriptions of objects. This leads to difficulties in those
situations where the information we need is not expressed unequivocally in the
language of significances of attributes of object descriptions. The translation of
such queries towards the latter search language tends to deform their meaning, and,
hence, to reduce the efficiency and the quality of using these data bases.

One of the important properties of the information we need which distinguishes
it from the information in the data base, is the fuzziness of the concepts of the user.
The user, like any human being, thinks in qualitative categories [13-15], whereas
the data base information is basically clear (sharp, non-fuzzy). This is of one of the
main problems in the ‘‘translation’’ of user’s need of information towards the data
base query.

Fig. 1 SN as an information model of real world
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We can illustrate this with the following example.

Example 1 Choosing a car.
We consider the situation of a costumer choosing an car from a data base

(electronic catalogue), which contains the following information:

• Price
• Model
• Year of issue
• Fuel consumption.

For the formulation of a request in such a data base, the user is forced to present
his query in the language of concrete, definite numbers and models. If our user has
in mind a very specific car, for which all the above-mentioned attributes have
definite values, and if he has decided that other cars (similar, or for instance a little
more economical) are not suitable, the standard technology of data bases solves all
his problems. But, he wants to buy a car which is ‘‘not very expensive’’, ‘‘pres-
tigious’’, ‘‘economical’’, and ‘‘not old’’, the formulation of such a query to the data
base is not a very simple task.

A similar example can be given for the task of choosing a flat or other real
estate property using a data base, containing the description of particular flats in a
city. The processing of queries of the type ‘‘comfortable, not very expensive flat,
close to a park, and not very far from an underground station’’ is thus possible.
Applications of this approach for political problems (for example, monitoring and
evaluation of State’s nuclear activities [5], department of safeguards, International
Atomic Energy Agency) have been described in [10].

In general, it can be stated that the problem described above is very important
when using automated (electronic) catalogues of goods and services, i.e., data
bases, containing particular information about particular objects of the same
general type. Especially this way could be effective for several tasks in big data
analysis—the next frontier for innovation, competition, and productivity which
was introduced by McKinsey Global Institute in May 2011 [1] and was supported
by leading companies [2–4].

2 The Concept of an Adaptive Semantic Layer

The structure of an adaptive semantic layer is shown in Fig. 2. Here we use data
base as a simplified model of SN. The idea of the adaptive semantic layer is to
provide by user an interface which allows:

• define user’s concepts;
• search an information by this concepts;
• adjustment of user’s concepts based on search results.
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2.1 Definition of the User’s Concepts

The work of user begins with a linguistic description of the objects he wants to find
in the data base. If the system does not recognise or know this linguistic
description, control is transmitted to the program block for the construction of
membership functions.1 If, on the other hand, the system recognises the descrip-
tion, it will retrieve the membership function, associated with it. The user can then,
in case of disagreement, edit the membership function, and a new membership
function will now be associated with this user, reflecting his ‘‘view’’ (interpreta-
tion) of the description. The membership function editor is based on the principle
of cognitive graphics and does not require a specialised knowledge of computers.

We can mark out two situations: metric (U ( R1) and non-metric (U X R1)
univerums. For both cases we have well-defined methods which were tested in a
number of applications of fuzzy models. We can provide the following continu-
ation of example 1:

Example 2
(a) Metric universum: U = [$10,000, $50,000]; user’s concept A = ‘‘not-very-

expensive car’’ is presented in Fig. 3. We can also use fuzzy clustering
methods (for instance, Fuzzy C-Means) for building membership functions
(Fig. 3).

(b) Non-metric universum: U is a set of all cars’ models from the data base; user’s
concept B = ‘‘sport cars for city’’ is presented in Fig. 4. Using the same way,
we can define ‘‘cars for hunting’’, ‘‘cars for farmers’’, ‘‘cars for young girls’’,
etc.

Here in right column we have all the cars; green box is collection of cars
definitely belongs to user’s concept; red box is collection of cars definitely not
belongs to user’s concept; yellow box is a set of cars which partially belongs to
user’s concept. We start from empty boxes (all models are in the right column) and
split all the models to these three boxes. We can order elements from yellow box

Fig. 2 The structure of an
adaptive semantic layer

1 Following [15], we associate semantics of the terms (words) with membership functions.
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according to belongings to user’s concept and define membership function as
linear one.

After the formulation of the linguistic description, and the association of the
membership functions with this description, an information search in the data base
can be effected.

2.2 The Information Retrieval Algorithm

The information retrieval algorithm consists in calculating for each record in data
base the degree of satisfaction to the formulated request: from 1 (total satisfaction)
to 0 (total non-satisfaction). The result of the search is an ordering of the records in
the data base on the basis of the degree of satisfaction to the request.

Notations:

• i (1 B i B N)—index of data base attributes;
• Ui—domain of attribute i;

Fig. 3 Example of semantic of user’s concept for metric universum

Fig. 4 Example of semantic of user’s concept for non-metric universum
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• Ai ¼ Ai
1; . . .;Ai

ni

� �
—user’s concepts defined on i-attribute (ni C 0);

• ai
nk uið Þ ¼ lAi

nk
ðuiÞ—membership function of nk–concept of i-attribute (nk B ni,

ui [ Ui);
• Q ¼ A1

k1 � A2
k2 � � � � � AN

kN

� �
, where ki� ni; Ai

ki 2 Ai [ ; 1 � i�Nð Þ; � 2 {and,
or, not}—is user’s concepts based database query.

Algorithm:

1. r = 0 (r—index of records in database; r B R);
2. r = r ? 1;
3. i = 0 (i—index of record’s attribute in database);
4. i = i ? 1;
5. if Ai(.) [ Q then calculate ai

nk uið Þ;
6. if i \ N then goto 4;
7. calculate lQ rð Þ ¼ a1

k1 � a2
k2 � � � � � aN

kN ;where � is: t-norm if ‘‘o’’ in Q is ‘‘and’’;
t-conorm if ‘‘o’’ in Q is ‘‘or’’; 1 � ai

nk uið Þ if ‘‘o’’ in Q is ‘‘not’’;
8. if r \ R then goto 2.

Result:
lQ(1), …, lQ(R)—degree of belonging of each records from database to user’s

query.
As different classes of users can have different membership functions, the

results of the search for the same query can be different for different users, or
classes of users. This allows us to have different ‘‘views’’ on the same data base.

2.3 Adjustment of User’s Concepts Based on Search Results

It is obvious enough that different users (classes of users) can have different
formalization of the concepts (different membership functions). For example,
concept ‘‘expensive’’ for student and for businessman can be different. How can
we make our interface ‘‘personalized’’?

In general terms, if we allow using uncertainty at the point of ‘‘entry’’ of the
system, we have to provide tools for manipulation of uncertainty at the ‘‘output’’.

We can propose two ways to adjust or tune the interface. First way is adjust-
ment of membership function, second one is tuning of t-notms and t-conorms. The
following example can explain this idea.

Example 3
(a) Adjustment of the membership functions is shown in Fig. 5.

Here more, less—directions of modification; a bit, not so far, a far,…—
volume (‘‘power’’) of modificators.
This approach is described in [9].

26 A. Ryjov



(b) Adjustment of the logic (t-norms and t-conorms).
We can use parametric representation of t-norms and t-conorms like

Tkða; bÞ ¼
la � lb

kþ ð1� kÞðla þ lb � la � lbÞ

and use genetic algorithms for choosing the best value of k.
This approach is described in detail in [6].

3 Optimization of Semantic Layer

It is assumed that the person describes the properties of real objects in the form of
linguistic values. The subjective degree of convenience of such a description
depends on the selection and the composition of such linguistic values. Let us
explain this on a model example.

Example 4 Let it be required to evaluate the height of a man. Let us consider two
extreme situations.
Situation 1 It is permitted to use only two values: ‘‘small’’ and ‘‘high’’.
Situation 2 It is permitted to use many values: ‘‘very small’’, ‘‘not very

high’’,…, ‘‘not small and not high’’,…, ‘‘very high’’.

Situation 1 is inconvenient. In fact, for many men both the permitted values
may be unsuitable and, in describing them, we select between two ‘‘bad’’ values.

Situation 2 is also inconvenient. In fact, in describing height of men, several of
the permitted values may be suitable. We again experience a problem but now due
to the fact that we are forced to select between two or more ‘‘good’’ values. Could
a set of linguistic values be optimal in this case?

In SN, one object may be described by different persons. Therefore it is
desirable to have assurances that the different participants of the SN describe one
and the same object in the most ‘‘uniform’’ way.

On the basis of the above we may formulate the first problem as follows:

Fig. 5 Adjustment of the
semantic of user’s concept A
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Problem 1 Is it possible, taking into account certain features of the man’s per-
ception of objects of the real world and their description, to formulate a rule for
selection of the optimum set of values of characteristics on the basis of which these
objects may be described? Two optimality criteria are possible:

Criterion 1. We regard as optimum those sets of values through whose use man
experiences the minimum uncertainty in describing objects.

Criterion 2. If the object is described by a certain number of user’s, then we
regard as optimum those sets of values which provide the minimum degree of
divergence of the descriptions.

This problem is studied in Sect. 3.1. It is shown that we can formulate a method
of selecting the optimum set of values of qualitative indications. Moreover, it is
shown that such a method is stable, i.e., the natural small errors that may occur in
constructing the membership functions do not have a significant influence on the
selection of the optimum set of values. The sets which are optimal according to
criteria 1 and 2 coincide.

What gives us the optimal set of values of qualitative attributes for information
retrieval in a SN (see Fig. 1)? In this connection the following problem arises.

Problem 2 Is it possible to define the indices of quality of information retrieval in
fuzzy (linguistic) databases and to formulate a rule for the selection of such a set of
linguistic values, use of which would provide the maximum indices of quality of
information retrieval?

This problem is studied in Sect. 3.2. It is shown that it is possible to introduce
indices of the quality of information retrieval in fuzzy (linguistic) databases and to
formalize them. It is shown that it is possible to formulate a method of selecting
the optimum set of values of qualitative indications which provides the maximum
quality indices of information retrieval. Moreover, it is shown that such a method
is also stable.

3.1 Description of Objects for Social Networks

The model of an estimating of real object’s properties by a person as the procedure
of measuring in Fuzzy Linguistic Scale (FLS) has been analyzed at first time in
[11] and described in details in [7]. The set of scale values of some FLS is a
collection of fuzzy sets defined on the same universum.

Let us consider t fuzzy variables with the names a1, a2,…, at, specified in one
universal set (Fig. 6). We shall call such set the scale values set of a FLS.

Let us introduce a system of limitations for the membership functions of the
fuzzy variables comprising st. For the sake of simplicity, we shall designate the
membership function aj as lj. We shall consider that:
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1. 8lj 1� j� tð Þ 9 U1
j 6¼ ;, where U1

j ¼ u 2 U : lj uð Þ ¼ 1
� �

, U1
j is an interval or

a point;
2. 8j 1� j� tð Þ lj does not decrease on the left of U1

j and does not increase on the

right of U1
j (since, according to 1, U1

j is an interval or a point, the concepts ‘‘on
the left’’ and ‘‘on the right’’ are determined unambiguously).
Requirements 1 and 2 are quite natural for membership functions of concepts
forming a scale values set of a FLS. In fact, the first one signifies that, for any
concept used in the universal set, there exists at least one object which is
standard for the given concept. If there are many such standards, they are
positioned in a series and are not ‘‘scattered’’ around the universe. The second
requirement signifies that, if the objects are ‘‘similar’’ in the metrics sense in a
universal set, they are also ‘‘similar’’ in the sense of FLS.
Henceforth, we shall need to use the characteristic functions as well as the
membership functions, and so we shall need to fulfil the following technical
condition:

3. 8j 1� j� tð Þ lj has not more than two points of discontinuity of the first kind.
For simplicity, let us designate the requirements 1–3 as L.
Let us also introduce a system of limitations for the sets of membership
functions of fuzzy variables comprising st. Thus, we may consider that:

4. 8u 2 U 9 j 1� j� tð Þ : lj uð Þ[ 0;

5. 8u 2 U
Pt

j¼1
lj uð Þ ¼ 1.

Requirements 4 and 5 also have quite a natural interpretation. Requirement 4,
designated the completeness requirement, signifies that for any object from the
universal set there exists at least one concept of FLS to which it may belong. This
means that in our scale values set there are no ‘‘holes’’. Requirement 5, designated
the orthogonally requirement, signifies that we do not permit the use of seman-
tically similar concepts or synonyms, and we require sufficient distinction of the
concepts used. Note also that this requirements is often fulfilled or not fulfilled
depending on the method used for constructing the membership functions of the
concepts forming the scale values set of a FLS [12].

For simplicity, we shall designate requirements 4 and 5 as G.

Fig. 6 The scale values set of a FLS
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We shall term the FLS with scale values set consisting of fuzzy variables, the
membership functions of which satisfy the requirements 1–3, and their populations
the requirements 4 and 5, a complete orthogonal FLS and denote it G(L).

As can be seen from example 4, the different FLS have a different degree of
internal uncertainty. Is it possible to measure this degree of uncertainty? For
complete orthogonal FLS the answer to this question is yes.

To prove this fact and derive a corresponding formula, we need to introduce a
series of additional concepts.

Let there be a certain population of t membership functions st [ G(L). Let
st ¼ l1; l2; . . .; ltf g. Let us designate the population of t characteristic functions
ŝt ¼ h1; h2; . . .; htf g as the most similar population of characteristic functions, if
8j 1� j� tð Þ

hi uð Þ ¼ 1; if li uð Þ ¼ 1
0; otherwise

�
ð1Þ

It is not difficult to see that, if the complete orthogonal FLS consists not of
membership functions but of characteristic functions, then no uncertainty will arise
when describing objects in it. The expert unambiguously chooses the term aj, if the
object is in the corresponding region of the universal set. Some experts describe
one and the same object with one and the same term. This situation may be
illustrated as follows. Let us assume that we have scales of a certain accuracy and
we have the opportunity to weigh a certain material. Moreover, we have agreed
that, if the weight of the material falls within a certain range, it belongs to one of
the categories. Then we shall have the situation accurately described. The problem
lies in the fact that for our task there are no such scales nor do we have the
opportunity to weigh on them the objects of interest to us.

However we can assume that, of the two FLS, the one having the least
uncertainty will be that which is most ‘‘similar’’ to the space consisting of the
populations of characteristic functions. In mathematics, distance can be a degree of
similarity. Is it possible to introduce distance among FLS? For complete orthog-
onal FLS it is possible.

First of all, note that the set of functions L is a subset of integrable functions on
an interval, so we can enter the distance in L, for example,

q f ; gð Þ ¼
Z

U
f ðuÞ � gðuÞj jdu; f 2 L; g 2 L:

Lemma 1 Let st 2 G Lð Þ, s0t 2 G Lð Þ; st ¼ l1 uð Þ; l2 uð Þ; . . .; lt uð Þf g,

s0t ¼ l01 uð Þ; l02 uð Þ; . . .; l0t uð Þ
� �

; q f ; gð Þ—some distance in L. Then d st; s0t
� �

¼

Pt

j¼1
q lj; l

0
j

	 

is a distance in G(L).
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The semantic statements formulated by us above may be formalized as follows.
Let st 2 G Lð Þ. For the measure of uncertainty of st we shall take the value of the

functional n stð Þ, determined by the elements of G(L) and assuming the values in
[0,1]

�
i.e. n stð Þ : G Lð Þ ! 0; 1½ �

�
, satisfying the following conditions (axioms):

A1. n stð Þ ¼ 0, if st is a set of characteristic functions;
A2. Let st; s0t0 2 G Lð Þ, t and t0 may be equal or not equal to each other. Then

n stð Þ� n s0t0
� �

; if d st; ŝtð Þ� d s0t0 ; ŝ
0
t0

� �
.

(Let us recall that ŝt is the set of characteristic functions determined by (1)
closest to st.).

Do such functional exist? The answer to this question is given by the following
Theorem [12].

Theorem 1 (Theorem of existence). Let st 2 G Lð Þ. Then the functional

n stð Þ ¼
1
Uj j

Z

U

f li	1
uð Þ � li	2

uð Þ
	 


du; ð2Þ

where

li	1
uð Þ ¼ max

1� j� t
lj uð Þ; li	2

uð Þ ¼ max
1� j� t;j 6¼i	1

lj uð Þ; ð3Þ

f satisfies the following conditions:
F1. f(0) = 1, f (1) = 0;
F2. f does not increase—is a measure of uncertainty of st, i.e. satisfies the

axioms A1 and A2.
There are many functional satisfying the conditions of Theorem 1. They are

described in sufficient detail in [12]. The simplest of them is the functional in
which the function f is linear. It is not difficult to see that conditions F1 and F2 are
satisfied by the sole linear function f(x) = 1 - x. Substituting it in (2), we obtain
the following simplest measure of uncertainty of the complete orthogonal FLS:

n stð Þ ¼
1
Uj j

Z

U

1� li	1
uð Þ � li	2

uð Þ
	 
	 


du; ð4Þ

where li	1
uð Þ, li	2

uð Þ are determined by the relations (3).
We can provide the following interpretation of (4). We consider the process of

description by person of a real objects. We do not have any uncertainty in the
process of a linguistic description of an object which possessing a ‘‘physical’’
significance of the attribute u1 (Fig. 7).

We attribute it to term a1 with total reliance. We can to repeat these statement
about an object which have ‘‘physical’’ significance of attribute u5. We choose the
term a3 for its description without fluctuations. We begin to test the difficulties of
choosing of a suitable linguistic significance in the description of an object,
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possessing the physical significance of attribute u2. These difficulties grow (u3) and
reach the maximal significance for an objects, possessing the physical significance
of attribute u4: for such objects both linguistic significances (a1 and a2) are equal.
If we consider the significance of the integrand function

g stuð Þ ¼ 1� li	1
uð Þ � li	2

uð Þ
	 


in these points, we can say, that

0 ¼ g st; u5ð Þ ¼ g st; u1ð Þ\g st; u2ð Þ\g st; u3ð Þ\g st; u4ð Þ ¼ 1

Thus, the value of the integral (4) is possible to be interpret as an average
human doubts degree while describing some real object.

It is also proved that the functional has natural and good properties for fuzziness
degree. In particular the following Theorems then hold [12].

Let us define the following subset of function set L:
�L is a set of functions from L, which are part-linear and linear on

�U ¼ u 2 U : 8jð1� j� tÞ 0\ljðuÞ\1
� �

;

L̂ is a set of functions from L, which are part-linear on U (including �U).

Theorem 2 Let st [ G(�L). Then nðstÞ ¼ d
2jUj, where d = | �U|.

Theorem 3 Let st [ G(L̂). Then nðstÞ ¼ c d
jUj, where c \ 1, c = Const.

Adjustment of the membership functions (Sect. 2.3) means theirs displacements
to left or right according to directions of modification (more or less). What will be
with our measure of uncertainty after these displacements?

Let g is some biunique function, which is defined on U. This function is induced
transformation of some FLS st 2 G Lð Þ on universum U to FLS g stð Þ on universum
U0, where U0 ¼ g Uð Þ ¼ u0 : u0 ¼ g uð Þ; u 2 Uf g. The above induction is defined by
following way: g stð Þ is a set of membership functions l01 u0ð Þ; l02 u0ð Þ; . . .; l0t u0ð Þ

� �
,

where l0j u0ð Þ ¼ l0j g uð Þð Þ ¼ lj g�1 u0ð Þð Þ ¼ lj uð Þ; 1� j� t. The following example
illustrates this definition.

Fig. 7 Interpretation of
degree of fuzziness of a FLS
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Example 5 Let st 2 G Lð Þ, U is universum st, and g is expansion (compression) of
universum U. In this case, g stð Þ is a set of functions produced from st by the same
expansion (compression).

The following Theorem is hold [12].

Theorem 4 Let st 2 G Lð Þ, U is universum st, g is some linear function defined on
U, and n stð Þ 6¼ 0. Then n stð Þ ¼ n g stð Þð Þ.

Inasmuch as displacement is a subcase of linear function, our measure of
uncertainty will be not change during adjustment of the membership functions.

Finally, we present the results of the analysis of our model, when the mem-
bership functions which are members of the given collection of fuzzy sets, are not
given with absolute precision, but with some maximal inaccuracy d (Fig. 8). Let us
call this particular situation the d-model and denote it by Gd(L).

In this situation we can calculate the top (�nðstÞ) and the bottom (n
�
ðstÞ) valua-

tions of the degree of fuzziness.
FLS with minimal and maximal degrees of fuzziness for simple case t = 2 is

shown on Figs. 9 and 10 correspondingly.
The following Theorem is hold [12].

Theorem 5 Let st [ Gd(�L). Then n
�
ðstÞ ¼ dð1�d2Þ2

2jUj , �nðstÞ ¼ dð1þ2d2Þ
2jUj , where d = | �U|.

By comparing the results of the Theorem 2 and 5, we see that for small sig-
nificances d, the main laws of our model are preserved. Therefore, we can use our
technique of estimation of the degree of fuzziness in practical tasks, since we have
shown it to be stable.

Fig. 8 Presentation of Gd(L)

Fig. 9 FLS with minimal
degrees of fuzziness
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Based on these results we can propose the following method for selection of the
optimum set of values of characteristics:

1. All the ‘‘reasonable’’ sets of linguistic values are formulated;
2. Each of such sets is represented in the form of G(L);
3. For each set the measure of uncertainty (4) is calculated;
4. As the optimum set minimizing both the uncertainty in the description of

objects and the degree of divergence of opinions of users we select the one, the
uncertainty of which is minimal.

Following this method, we may describe objects with minimum possible
uncertainty, i.e. guarantee that different users will describe the objects for SN in
the most possible unified manner (see Criterion 2 in Problem 1). It means that the
number of situations when one real object has more than one image in SN, or
different real objects have the same image in SN, will be minimal. Accordingly,
we will have a maximal possible adequacy of the SN as a model of real world from
this point of view. Stability of the measure of uncertainty (Theorem 5) allows us to
use this method in practical applications. We also will have an optimal set of
values of attributes after adjustments (Sect. 2.3) we need for personalization (see
Theorem 4).

3.2 Modeling of Information Retrieval in Social Networks

SN is an information model of the real world (Fig. 1). The quality of this model is
expressed, in particular, through parameters of the information retrieval. If the
database containing the linguistic descriptions of objects of a subject area allows to
carry out qualitative and effective search of the relevant information then the
system will work also qualitatively and effectively.

As well as in Sect. 3.1, we shall consider that the set of the linguistic meanings
can be submitted as G(L).

In our study of the process of information searches in data bases whose objects
have a linguistic description, we introduced the concepts of loss of information
(PX(U)) and of information noise (HX(U)). These concepts apply to information
searches in these data bases, whose attributes have a set of significances X, which

Fig. 10 FLS with maximal
degrees of fuzziness
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are modelled by the fuzzy sets in st. The meaning of these concepts can informally
be described as follows [8]. While interacting with the system, a user formulates
his query for objects satisfying certain linguistic characteristics, and gets an
answer according to his search request. If he knows the real (not the linguistic)
values of the characteristics, he would probably delete some of the objects returned
by the system (information noise), and he would probably add some others from
the data base, not returned by the system (information losses). Information noise
and information losses have their origin in the fuzziness of the linguistic
descriptions of the characteristics.

These concepts can be formalized as follows.
Let’s consider the case t = 2 (Fig. 11). Let’s fix the number u	 e U and intro-

duce following denotes:

• Nðu	Þ is the number of objects, the descriptions of which are stored in the data
base, that possess a real (physical, not linguistic) significance equal to Nðu	Þ;

• Nuser—the number of users of the system.

Then

• Na1ðu	Þ ¼ la1
ðu	ÞNðu	Þ—the number of data base descriptions, which have real

meaning of some characteristic equal Nðu	Þ and is described by source of
information as a1;

• Na2ðu	Þ ¼ la2
ðu	ÞNðu	Þ—the number of the objects, which are described as a2;

• Nuser
a1
ðu	Þ ¼ la1

ðu	ÞNuser— the number of the system’s users who believe that
Nðu	Þ is a1;

• Nuser
a2
ðu	Þ ¼ la2

ðu	ÞNuser—the number of the users who believe that Nðu	Þ is a2.

That’s why under the request ‘‘To find all objects which have a meaning of an
attribute, equal a1’’ (let’s designate it as I Oð Þ ¼ a1h i) the user gets Na1ðu	Þ
descriptions of objects with real meaning of search characteristic is equal to Nðu	Þ.
Under these circumstances Nuser

a1
ðu	Þ users do not get Na2ðu	Þ object descriptions

(they carry loses). It goes about descriptions of objects which have the meaning of
characteristic equal Nðu	Þ, but described by sources as a2. By analogy the rest
Nuser

a2
ðu	Þ users get noise (‘‘unnecessary’’ descriptions in the volume of given

Na1ðu	Þ descriptions).

Fig. 11 Simple case t = 2
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Average individual loses for users in the point Nðu	Þ under the request are equal

pa1ðu	Þ ¼
1

Nuser
Nuser

a1
ðu	Þ � Na2ðu	Þ ¼ la1

ðu	Þla2
ðu	ÞNðu	Þ ð5Þ

By analogy average individual noises in the point Nðu	Þ

ha1ðu	Þ ¼
1

Nuser
Nuser

a2
ðu	Þ � Na1ðu	Þ ¼ la1

ðu	Þla2
ðu	ÞNðu	Þ ð6Þ

Average individual information loses and noises, given under analyzed request
(Pa1ðUÞ and Ha1ðUÞ accordingly) are naturally defined as

Pa1ðUÞ ¼
1
jUj

Z

U

pa1ðuÞdu; Ha1ðUÞ ¼
1
jUj

Z

U

ha1ðuÞdu

It’s obvious that

Pa1ðu	Þ ¼ Ha1ðu	Þ ¼
1
jUj

Z

U

la1
ðuÞla2

ðuÞNðuÞdu ð7Þ

By analogy for the request I Oð Þ ¼ a2h i or from symmetry considerations we
can get that in this case average loses and noises are equal Pa2ðUÞ ¼ Ha2ðUÞð Þ too
and are equal the right part of (7). Under information loses and noises appearing
during some actions with characteristic which has the set of significance X ¼

a1; a2f g
�
ðPXðUÞ and HXðUÞ

�
and we naturally understand

PXðUÞ ¼ p1Pa1ðUÞ þ p2Pa2ðUÞ;HXðUÞ ¼ p1Ha1ðUÞ þ p2Ha2ðUÞ;

where pi(i = 1, 2)—the probability of some request offering in some i—meaning
of the characteristic.

It’s obvious that as p1 þ p2 ¼ 1, then

PXðUÞ ¼ HXðUÞ ¼
1
jUj

Z

U

la1
ðuÞla2

ðuÞNðuÞdu ð8Þ

Let’s consider general case: t—meanings of the retrieval attribute. We can
generalize the formula (8) in case of t meanings of the retrieval attribute the
following way [9]:

PXðUÞ ¼ HXðUÞ ¼
1
jUj
Xt�1

j¼1

ðpj þ pjþ1Þ
Z

U

laj
ðuÞlajþ1

ðuÞNðuÞdu; ð9Þ

where X ¼ a1; . . .; atf g, pi(i = 1, 2, …,t)—the probability of some request offer-
ing in some i—meaning of the characteristic.
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Theorem 6 Let st [ G (�L), N(u) = N = Const and pj ¼ 1
t (j = 1, …, t). Then

PXðUÞ ¼ HXðUÞ ¼ ND
3tjUj, where D = | �U|.

Corollary 1 Let the restrictions of the Theorem 6 are true. Then
PXðUÞ ¼ HXðUÞ ¼ 2N

3t nðstÞ.

For proof of the Corollary is enough to compare Theorems 2 and 6.
We can generalize Corollary 1 for st [ G(L). The following Theorem is hold.

Theorem 7 Let st [ G(L), N(u) = N = Const and pj ¼ 1
t (j = 1, …, t). Then

PXðUÞ ¼ HXðUÞ ¼ c
t nðstÞ, where c is a constant with depends from N only.

The proof of Theorems 6 and 7 are given in [9].
This Theorems showing that the volumes of losses of the information and of

information noise arising by search of the information in a SN are coordinated with
a degree of uncertainty of the description of objects. It means that describing
objects by an optimum way (with minimization of degree of uncertainty) we
provide also optimum search of the information in SN.

By analogue with Sect. 3.1, we can construct the top PXðUÞHXðUÞ; Þ
� �

and
bottom PXðUÞ; HXðUÞð Þ valuations of the PXðUÞ and HXðUÞ.

The following Theorems and Corollaries are hold [9].

Theorem 8 Let X ¼ a1; . . .; atf g, st [ Gd(�L), N(u) = N = Const and pj ¼ 1
t (j = 1,

…, t). Then

PXðUÞ ¼ HXðUÞ ¼
ND 1� d2ð Þ3

3tjUj ; ð10Þ

where D = | �U|.

Corollary 2 Let the restrictions of the Theorem 8 are true. Then

PXðUÞ ¼ HXðUÞ ¼
2N

3t
1� d2ð ÞnðstÞ ð11Þ

Theorem 9 Let X ¼ a1; . . .; atf g, st [ Gd(�L), N(u) = N = Const and pj ¼ 1
t (j = 1,

…, t). Then

PXðUÞ ¼ HXðUÞ ¼
ND 1� d2ð Þ3

3tjUj þ 2NDd2

tjUj ; ð12Þ

where D = | �U|.

Corollary 3 Let the restrictions of the theorem 9 are true. Then
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PXðUÞ ¼ HXðUÞ ¼
2N

t 1þ 2dð Þ
1� d2ð Þ3

3
þ 2d2

" #

nðstÞ ð13Þ

By comparing the results of the Theorem 6, 8 and 9 or the Corollary 1, 2, and 3,
we see that for small significances d, the main laws of our model of information
retrieval are preserved. Therefore, we can use our technique of estimation of the
degree of uncertainty and our model of information retrieval in fuzzy (linguistic)
data bases in practical tasks, since we have shown it to be stable.

4 Conclusion Remarks

There is no SN without social beings. They are different, because they are human
beings. It means that we have to take into consideration human’s perception of
objects of the real world and manner of their description for SN.

Here we have focused on two important from our point of view issues:

• How we can make our SN more personal, i.e. different for different users?
• How we can make our SN more optimal, i.e. more adequate as a model of a real

world we would like to operate in?

This chapter describes only general properties of SN as a model of real world. I
do hope that these ideas and results will allow building a maximal comfortable SN
for the participants.

Taking an opportunity, I would like to express my thanks to Professor Witold
Pedrycz and Professor Shy-Ming Chen for the great idea to prepare this book,
valuable remarks, and help in preparation the text.
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