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Abstract Research on Ambient Intelligence (AmI) focuses on the development of
smart environments adaptable to the needs and preferences of their inhabitants. For
this reason it is important to understand and model user preferences. In this chapter
we describe a system to detect user behavior patterns in an intelligent workplace. The
system is designed for a workplace equipped in the context of Sensor9k, a project
carried out at the Department of Computer Science at the University of Palermo
(Italy).

1 Introduction

Research in Ambient Intelligence (AmI) focuses on the development of smart envi-
ronments, generally equipped with wireless sensor networks, allowing the gathering
of data about the environment state [1]; such data needs to be processed and analyzed
in order to deduce useful information. Ambient Intelligence brings intelligence to
our everyday environments making those environments sensitive, and adaptive to us
[2]. The definition of appropriate user profiles can allow an AmI system to antici-
pate their needs, and adapt the environment settings to their preferences [3, 4, 8].
User profiling can also be used to detect significant changes in resident behaviors [2,
5], to customize building energy and comfort management systems [6], or to allow
automatic setting of system parameters in order to optimize energy consumption [7].

Most systems perform an explicit profiling or derive users presence and activity
by analyzing the sensor data and the use of actuators. In many projects, data mining
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methodologies are used to detect recurrent behaviors in time sequences of events, to
find the relationship between variables of interest, or to prefigure the future behavior
of some entities. As an example, in MavHome [9] hierarchical models of inhabitant
behaviors are learned bymeans of data-mining techniques aimed to discover periodic
and frequent episodes of activity patterns, while in [2] they are used to predict the
location, routes and activities of the residents in order to adaptively control home
environments .

An important aspect to be considered is the choice of the models used to represent
the information acquired in an AmI system. As an example, the authors of [10]
propose an ontology to model the domain knowledge of a smart building system. In
[11] the problem of modelling interaction events of smart objects in a environment is
discussed; ontologies can help developers to infer the possible connections between
these objects, enable device interoperability on a semantic level. In [12] there is a
discussion on the importance of common sense ontology in a real AmI system; a
reasoning on the acquired information can be performed to deal with unforeseen
requirements or needs, making decisions out of the prefixed behavioral patterns.

The architecture proposed in this chapter arises from the need to implicitly analyze
and profile the users of an intelligent workplace equipped in the context of Sensor9k
project [13]. In this work we consider a workplace equipped with a set of sensors
aimed at the detection of environmental variables, such as light, temperature and
humidity, while there are no sensors providing direct information about the user
except for their presence (which is detected by RFId sensors). In our opinion user
profiles are implicitly described by the data collected by the sensors located in the
workplace rooms, data which explicitly show the consequences of users’ actions over
the environment state.

The approach proposed her exploits different methodologies of analysis and rea-
soning on data sensors in order to detect user actions on the environment. In particular
the analysis is aimed at the detection of meaningful changes which can be consid-
ered as consequences of user actions. The sensory data and the recognized events
are arranged in appropriate models in order to highlight the existence of relation-
ships among environmental data or events and the users’ presence in the office room.
Moreover an analysis and reasoning on the information described in such models
can be performed in order to infer users behaviors and preferences.

2 Proposed Approach

The proposed approach consists essentially of three different phases of analysis of
the data gathered by the wireless sensor network, regarding the environment state
and the user presence (see Fig. 1).

The pre-processing analyzes data in order to detect anomalies, remove outliers and
replace missing data, the action detection and modelling phase analyzes sensor data
trends to infer changes which can be ascribed to human actions; appropriate models
allow for a better understanding of the extracted information. Finally the Extraction
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Fig. 1 The proposed approach

of behavior Patterns phase is accomplished to find relationships of interest and to
detect similar clusters in the AmI data.

2.1 Pre-Processing

At this phase, the observed variables trends are analyzed to recognize those events
that can be ascribed to human intervention. First of all the data collected by the
sensors are preprocessed in order to to detect anomalies, remove invalid values and
estimate missing values. For example the assumption of a time correlation in the
data can be exploited for the estimation of missing values by means of a linear
interpolation between preceding and subsequent observations, while the assumption
of spatial correlation in the readings of sensors located in small indoor environments
can be profitably employed in order to detect outliers, and to replace them with the
combination of neighbour sensors readings.

However, for our aim, it is important to analyze differences between sensors be-
longing to different, but close areas. We assume that variations in inter-areas sensors
readings can be due to the use of actuators from users, such as turning on/off the
light or changing the settings for the temperature and humidity control systems.

2.2 Action Detection and Modelling

In this phase of analysis we consider the placement of the sensors in areas within the
environment and analyze the dynamics of the observed series, i.e., the mechanism
by which they evolve over time. In particular, the time series obtained from sensor
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readings can be decomposed into a set of components: a trend, a seasonal and a
remainder component [14]. The trend component Tt defines the long-term trend of
the variable and can be considered as the tendency to increase, decrease or remain
constant over a long period of time. The seasonal or periodic component St is given by
one ormore periodic components, taking the same or similar values at a fixed distance
in time. Finally, the remainder component Rt determines short-term fluctuations in
the series. This decomposition is important in order to estimate and remove a regular
and predictable component which could hide useful information, and to consider
only meaningful changes in the data trend. In particular, in our context, changes
in data can be due to regular and repetitive factors, for example to natural light and
temperature changes during the day, while other changes can be due to human actions
on actuators.

Let Rt the remainder of the analyzed series, and R
′
t the corresponding deriva-

tive, representing its time variation. The function R
′
t shows changes in Rt function.

Every change is characterized by a strength and a direction. If the detected change
is attributed to a user action, the direction will allow the interpretation of the type of
action. For example a positive direction will be considered as a sign of the light being
turned on, or in the case we are analyzing temperature data could be interpreted as an
increase of temperature settings. Given an experimentally defined threshold, called
ϑ , only changes with strength greater than ϑ will be considered.

After the preprocessing of the data we suggest the use of a probabilist model to
estimate if the detected changes in sensor measurements can be attributed to users’
actions. The choice of using such a model depends on the fact that we are bound to
reason about uncertain knowledge. The interest variables and their possible states
are modelled as nodes of a dynamic Bayesian network. The nodes are connected
with directed links representing the influence famong the nodes where the influence
of parent nodes on a variable Xi is quantified by means of conditional probabilities
P(Xi |ParentsV alues) represented in opportune tables associated to each node.
We model two kinds of variables, UA variables, representing possible user actions
and SO variables, representing sensory observations. The model thus built is used
to estimate the probability that the event we want to investigate did occur, based
on the sensor readings. As an example, Fig. 2 shows the Bayesian network used to
estimate the user actions controlling ambient light; the possible action are modelled
by the UserAction t variable which can take three different states: on, corresponding
to turning on action, off, corresponding to turning off action, and none if no action
is carried out. We also have four variables of type SO: UserPresence, OutdoorLight
t +1, LightTrend t and LightTrend t + 1. The first can assume the states in and out
depending on users presence in the room. Variable OutdoorLight t +1 represents the
external light at a subsequent time instant and can be high, medium, or low; it is
used to better understand how much the light change in the room at a subsequent
instant may be due to the external light status or to an user action. The variables
LightTrend t and LightTrend t + 1 represent the evolution of light in two successive
time instants, and can assume the states increasing,decreasing and stable. The actions
are modelled as states of the UserAction t, which depends on the state of the light
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Fig. 2 A probabilistic model to estimate user actions controlling ambient light

( LightTrend t variable) and by information on the users presence (UserPresence t
variable) in workplace. The state ofUserAction t variable and the state of the outdoor
light OutdoorLight t +1 influence in their turn the state of the light at the next istant
(LightTrend t + 1 variable).

The detected events, which in the particular case are possible user actions on the
actuators, can be modelled in an ontology (a portion is shown in Fig. 3).

Each action modelled in the ontology is associated to the room in which the event
took place, to the employee whomay have executed that action (we have information
only about the presence of people in a particular room but we do not know who
actually have done that action), to the time inwhich the actionwas accomplished, and
to other correlated concepts. Into the ontology, other information is also represented,
related to the domain knowledge; for example the variables that can be controlled
by the user, such as the temperature and light, and the environmental status of the
outdoor. The ontology can be used to reason about the acquired information in order
to deduce new knowledge. For example, analyzing either the information regarding
the state of the temperature inside and outside a room, and the actions performed
on the thermostat when in that room is present a specific user, we can acquire the
preferences of that user regarding the setting of the temperature.
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Fig. 3 An ontological formalization of the actions on the intelligent workplace

2.3 Extraction of Behavior Patterns

The sensors data are analyzed to identify relationships among the variables of interest
and the users. The measurements recorded by the different sensors for each physical
variable in a specific period (such as for instance an entire working day) and the
occurrences of events such as user actions in specific instants are represented in a
matrix. In particular the rows of the matrix represent the different observations in a
given period, while the columns the sample values detected from each sensor during
the observations. The number of sensors inside the roomcanbe large, so as to generate
several columns. Therefore, we perform a dimensionality reduction to evaluate only
the most meaningful informative content. Let X indicate the matrix representing a
dataset composed by a set of m vectors of length n, each one representing the set
of measurements obtained by the n sensor at a specific observation for a specific
variable x X = [x1, . . . xn].

As an example, letT = [T1, . . . Tn] be am×n matrix composed of a set of column
vectors, each one representing the set of observations regarding the temperature
measured by n sensors in an office room.

A dimensionality reduction process, by means of PCA [15] is performed on such
set of observations allowing for the projection of original dataset space into a smaller
space. PCA extracts a set of orthogonal vectors, called principal components, by
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Fig. 4 Principal component analysis performed on temperature dataset

a linear transformation of the original variables, and arranges them according to
decreasing variance values. This transformation has the effect to capture the major
associational structure in the dataset, removing information which contribute less to
the variance of data, and are thus less relevant. It should be highlighted that PCA
performs the dimensionality reduction process by a combination of original vectors,
while other methods merely select a subset of items from the original dataset [16].

After performing PCAwe obtain am× f matrix, with f ≤ n,T’ = [
T’1, . . . T’ f

]

(see Fig. 4). The same procedure can be performed over the entire set of observed
variables.

The whole set of variables and events observations is then modelled as a matrix
X(m × nv), where a row Xi represents an observations at a specific time i and a
specific column X j represents the entire sample of observations of the j-th variable
in the considered period.

In our specific case, matrix X is given by:

X = [
U1, . . . Ud , T1, . . . T f , L1 . . . Lg

]

composed of a set of vectors, each one representing the set of observations of a
specific variable: the set U = {U j } j=1...d represents observations about the presence
of d users in the considered period, the sets T = {T j } j=1... f and L = {L j } j=1...g
represent observations about temperature and light exposure respectively, related to
the f and g variables obtained after the application of PCA on temperature and light
matrices as described in the previous section.

We therefore compute a correlation matrix C(nv × nv) in order to highlight the
relationships among the variables, where the i, j-th element of C is given by the
correlation coefficient ci j between the i-th and the j-th variable, as given by:

ci j = Corr(Xi , X j ) = σi j

σiσ j
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In the previous formula, σi j represents the covariance between Xi and X j and σi

and σ j respectively the standard deviation of Xi and X j .
In this way it is possible extract sub-matrices, representing correlation patterns

between the observations related to the presence of users in office rooms and values
representative of specific environment variables. It is thus possible to obtain a char-
acterization of users with respect to values of the observed variables in a specific
period.

The extracted patterns can be clustered in order to identify group of users with
similar preferences about variables setting, or users performing the same actions in
similar environment conditions. In this way it is possible obtain a subdivision of
users’ behavior patterns into a set of similar profiles . In particular the data extracted
from the correlation matrix C are classified by means of a K-means [17] algorithm,
setting experimentally the number of clusters to be obtained and the function to
evaluate distances between data points and cluster centers. An iterative process is
then performed, during which k data in the dataset are randomly chosen to constitute
the first centroids of the clusters. The metric distance allows to assign the remaining
data to the cluster on the strength of their closeness with the centers of clusters, then,
new centers are detected evaluating the average of each cluster. The process ends
when the obtained result satisfies a predetermined criterion of termination.

3 Experimental Results

In this section we report some experimental results obtained testing the proposed
approach on a dataset of the Sensor9k project [18, 19]:. The dataset contains a
set of measurements obtained from a testbed for WSN-based Ambient Intelligence
applications [20–22], built in a workplace of the University of Palermo. The office
rooms of the workplace have been equipped with sensor nodes monitoring indoor
and outdoor physical quantities such as relative humidity, temperature, and light
exposure; additionally, RFId sensors allow for detecting the employees’ presence in
the workplace through the use of personal badges. To test the proposed approach we
have considered a subset of the sensors used in [18], in particular the experiments
have been conducted analyzing data measured from MTS300 sensor nodes, where
the analyzed variables are light, and temperature, the access of the employees in the
workplace and outdoor measurements of light and temperature. In particular we have
data regarding two office rooms, Room1 and Room2. The former is an office room,
used by two employees User1 and User2, whereas the latter in a common area. The
two rooms share similar exposition (thus similar trends for the considered variables),
and are connected by a door.

We have analyzed data measured from two sensors per room. We will indi-
cate light and temperature measurements collected by the two sensors in Room1
as Light101, Light102, Temperature101 and Temperature102, respectively; anal-
ogously, Light201, Light202, Temperature201 and Temperature202 will be the
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Fig. 5 Time series for Light101, Light102, Light201 and Light201

measurements related to Room2. Figure 5 shows the time series of the all four light
measurements in a period of three days.

The two topmost plots clearly show the similarity in the trends of sensors located
within the same room, and the same consideration holds for the two plots at the bot-
tom; if we consider the two central plots, we can also identify significant similarities,
although not as striking as in the previous cases; we argue that the differences inmea-
surements for sensors in different rooms are partially due to different placements,
and mainly to the effects caused by a different use of the actuators by the users.

Figures6 and 7 show the decomposition of two light time series belonging to the
two rooms, i.e. Light101 and Light201.

Each figure shows the original series, and its seasonal, trend and remainder com-
ponents. The plots show how the seasonal component is related to day-night cycles,
while the trend is related to level of brightness of days.

Figure8 shows the analysis of the remainder component of the Light101 series
and the corresponding relevant variations computed as derivative of the function,
which presumably correspond to actions on part of some user. The plot shows only
instantaneous changes since we are looking for actions on artificial light settings (a
different analysis would be performed for the detection of actions on temperature
settings, because temperature takes longer to stabilize).
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Fig. 6 Decomposition of Light101 temporal series

Figure9 shows a reasoning process to disambiguate one of the detected variations.
In the example, evidence coming from sensor observations is set, and the probability
of user action states is evaluated. In particular, the user was in the room, the external
light was high and the internal light had an increasing change in two subsequent
instants. The result of the reasoning process is that the user action could be a turning
on action, with a probability of 0.32, a turning off action with a probability of 0.11,
and with a probability of 0.57 the increasing will be due to the increasing of the
external light (independent of the user action).

The dataset used to validate our approach so far contains information about the
presence of only two users. For this reason, we conducted a proof-of-concept exper-
iment involving a set of time slots in a working day, also considering information
about the users’ presence and environmental conditions. Figure 10 shows the re-
sults obtained by a k-means clustering on one-day matrix observations, related to
the presence of the two users User1 and User2, and the measurements of light and
temperature.

The Table shows that User2 hadmore significant influence on the measured quan-
tities as it was more present; this is especially evident for the last two clusters,
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Fig. 7 Decomposition of Light201 temporal series

regarding the later time of the day, where the influence of User2 may be easily sin-
gled out; the significant differences in the numerical values captured by cluster 3 are
easily explainable by considering that this cluster contained data measured during
nighttime.

4 Conclusion

In this chapter we have described an approach aimed at implicitly detecting behavior
patterns of users working in an intelligent environment, equipped in the context
of Sensor9k project. The approach consists in different modules for the extraction
of useful information regarding user actions and habits. Such information can be
used for different purposes, for example to adapt the environment settings to users
preferences, or to monitor the energy consumption in the workplace.
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Fig. 8 Light101 relevant events: the curve represents the trend of light, while squares represent the
recognized events

Fig. 9 Probabilist reasoning on a recognized event
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Fig. 10 Relation between users presence and temperatures and lights values in a day
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