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Abstract. Mobile Data Collectors (MDCs) can be employed to pro-
vide intermittent connectivity in partitioned Wireless Sensor Networks
(WSNs). Typically, an MDC serves multiple partitions to collect their
sensed data and relay it to the sink node if the sink is in one of the
served partitions. If not, then the data needs to be passed to another
MDC serving the sink partition at a certain rendezvous location. This
causes an extra waiting time for the MDCs that reach the meeting points
before others. In this paper, we propose a scheduling algorithm to reduce
the rendezvous waiting delay based on the tour lengths. To completely
eliminate this waiting delay, we also present a solution with multiple
sinks. In this approach, the partitions of the WSN are clustered using
p-center optimization and Voronoi cells. An MDC is then assigned for
touring each cluster’s partitions. In this way, the dependency of MDCs
to relay their data to other MDCs is eliminated and the tour lengths of
MDCs are balanced which minimizes the end-to-end delay significantly.

Keywords: WSNs - Mobile data collector + Delay - Scheduling -
Clustering - Energy consumption - Minimum tour length

1 Introduction

The exposure of sensor nodes to challenging environmental conditions leaves
WSNs susceptible to network partitioning. Such partitioning impairs the network
operations and data collection and thus recovery schemes need to be pursued.
In order to restore data communication with the sink, one solution is to deploy
relay nodes (RNs) in the damaged regions so that the RNs can fill the gaps
between the partitions and re-connect the WSN [1,2]. However, the number of
available RNs may not always be sufficient to connect all the partitions. In such
a case, if RNs have the ability to move, they can be employed as mobile data
collectors (MDCs) to provide intermittent connectivity between the partitions
and the sink(s) [3,4].

Recently, several research challenges regarding the exploitation of MDCs have
been tackled. The main focus of the studies was to reduce the tour lengths of
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MDCs when they are visiting each partition to collect the sensor data. Since,
typically multiple MDCs are available, multiple tours exist and the partitions
involved in these tours are pre-arranged based on a clustering algorithm [5,6].
To have load-balanced tour lengths (i.e., to reduce the maximum tour length
and data latency), the existing clustering algorithms strived to provide balanced
clusters [5,7]. In such clusters, MDCs collect data from all of the partitions and
then relay it to the sink node, if in that partition, or to another MDC so that
it will relay data to the sink node. This introduces the problem of rendezvous
waiting which has not been considered in the previous studies. The implicit
assumption in such studies is that the sensors within the partition can hold the
data collected from an MDC indefinitely and then forward it to another MDC
once it is nearby. Since sensors have limited buffers, this may not be feasible
when multiple MDCs are dumping their data to the same sensors. Therefore,
clustering should be done by also considering the impact of possible rendezvous
waiting so as to minimize the overall data latency.

In this paper, we first demonstrate the impact of clustering on data delay
with a single sink. We introduce rendezvous waiting delay as one of the major
factors when determining the total data delay when several partitions exist. We
then propose a scheduling algorithm to alleviate the waiting time by checking the
possible locations which have potential to introduce rendezvous delay. Specifi-
cally, the waiting is eliminated if another tour is possible within the rendezvous
waiting time. In this way, some of the partitions’ data will be transferred with-
out waiting for the data coming from other partitions which will minimize the
average delay in the network.

Since this scheduling does not eliminate the rendezvous waiting completely,
we later introduce a clustering approach which eventually eliminates the waiting
time completely. The idea is to designate multiple sinks to collect data to elim-
inate the dependency of an MDC on other MDCs to relay packets. This raises
the problem of load-balanced clustering of partitions based on a given number
of sinks. As part of this problem, we tackle two sub-problems: First, determin-
ing the right locations for the sinks among the partitions; second, creating the
clusters of partitions around these sinks.

For determining the sink locations, we follow the idea that the locations should
be apart from each other as much as possible as used in p-center optimization prob-
lem [8]. Note that during this process each partition is assumed to be represented
as a single entity whose location is the centroid of all the sensors within that parti-
tion. Once the sink locations are determined, we assign the sensor nodes that are
closest to these locations as the sinks to collect data from its cluster.

For clustering, we propose an approach based on Voronoi cells. We define an
area of proximity (Voronoi cell) for the sinks where the partitions within the
Voroni cell will have the minimum distance to the corresponding sink compared
to other sinks. Once the clusters are formed, each cluster is served with an MDC
to collect the data from the partitions in the cluster and deliver to the sink
affiliated with that cluster. We use Traveling Salesman Problem (TSP)-based
modeling while planning the tours [5] for the MDCs.
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The proposed approaches are evaluated under a variety of conditions via
extensive simulations. The simulation results indicate that end-to-end delay
decreases with our proposed scheduling approach. The delay is further reduced
upon applying the proposed clustering schemes.

The rest of the paper is organized as follows. Related work is summarized
in Sect. 2. The assumptions and the problem definition are provided in Sect. 3.
The proposed scheduling approach for single sink is explained in Sect. 4. Clus-
tering for multiple sinks is explained in Sect. 5. The performance of the proposed
approaches are evaluated in Sect. 6. The paper is concluded in Sect. 7.

2 Related Work

The problem of relay placement is well-studied in the context of WSNs. A major-
ity of these works considered stationary relays and focused on the placement of
these relays to guarantee connectivity [2,9,10]. Later, a number of works among
these also handled the cases where there is not enough number of relays and
thus some of the relays should acts as mobile relays [5,7]. In those works, the
main goal for the mobile relays was to reduce the tour length along with some
constraints. A final category of works among these focused on the sole use of
mobile relays, referred to as MDCs, assuming that none of the relays can stay
stationary. This is the category we focus in this paper.

This third category is similar to k-TSP problem where k travelers travel n
cities [11]. In the context of WSNs, this has been studied as data collection from
n sensors for a single mobile robot with different constraints [12] . In addition,
this problem has been applied to connectivity restoration in disjoint WSNs.
For instance, in a recent study [6] investigated k-TSP solution assuming that k
MDCs will be connecting several partitions. The authors propose a polynomial
time heuristic for interconnecting Disjoint Segments with & MDCs with the
single goal of minimizing the maximum tour length of all the MDCs. A similar
work is done in [13]. In their solution, the employed mobile RNs keep moving in
the network based on a certain policy to provide the intermittent connectivity
over a time period instead of continuous connectivity. The main contribution
of the scheme is to mathematically model the movement of the mobile RNs
bridging fragments as a closed queuing network and achieve steady state results
for distributing the mobile RNs in the network.

The above solutions focus on minimization of tour length which is different
than our work in this paper. Our work can be considered as a previous phase
before the tours are computed. Specifically, we focus on an assignment problem
where the partitions are clustered in such a way that for each cluster an MDC is
assigned. Our goal is to do this assignment so that the delay for data collection
is minimized. To the best of our knowledge, this is a novel problem which has
not been studied in the context of connectivity restoration in WSNs.

Our problem also includes scheduling of the tours so that there will be
minimal rendezvous waiting when MDCs are relaying data from other MDCs.
Rendezvous planning and mobile scheduling have been studied in different
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problems and contexts in the past. For instance, [14,15] strive to meet delay
requirements for sensor data when a mobile is collecting data from them. They
propose to place rendezvous nodes to different locations of the network so that
every sensor can relay their data to these nodes and the mobile just tours these
rendezvous nodes to reduce the overall delay. This type of rendezvous planning
is very different than ours since in fact there is no meeting of two MDCs. This
is similar to clustering the network and assigning a sink to each of them which
is different than our problem.

Per mobile scheduling, there are several related works that perform schedul-
ing for other purposes. For instance, in [16], the goal is to schedule the visits
of a mobile to collect data with a given deadline so that the sensors relaying
data to the mobile will not buffer overflow. In this case, there may be different
sampling rates and thus the mobile may have to visit a sensor more than the
others which makes the problem different than TSP. The authors present both
an ILP formulation and heuristics to solve this problem. Another partitioning
based heuristic for the same problem was presented in [17]. In our work, there
is no deadline but we do scheduling to minimize the waiting times of MDCs.

3 Preliminaries

3.1 Assumptions

We assume a WSN with disjoint partitions detached from the rest of the network
due to initial deployment or node failures. Initially, we assume a single sink
which collects data from all the sensors within this WSN. The nodes in the
WSN are assumed to be stationary and therefore the network topology cannot
be restructured without any external intervention. We assume the availability
of mobile RN(s) referred to as MDCs equipped with a memory large enough to
store the data of several sensor nodes. We also assume the application area is
obstacle-free.

Connectivity of a partitioned network can be restored by deploying RNs to
locations identified by an RN placement algorithm. However, excessive number
of RNs may be required to guarantee connectivity and we assume the lack of
sufficient RNs available. Thus, we employ RNs as MDCs to collect data from
partitions and deliver to sink so that an intermittent connection is provided
to ensure the sustainability of data communication. We use an RN placement
algorithm, CIST [18], to determine the minimum RN count to guarantee con-
nectivity and the interface sensors for the partitions (i.e., the sensors which will
communicate with MDCs). Based on the minimum number, we assume MDC
count (i.e., it should be less than this number). A sample demonstration of the
CIST showing the interface sensors is illustrated in Fig. 1.

3.2 Problem Definition

Our problem can be more formally defined as follows: “Given a set of n nodes € N
which form k£ > 2 disjoint partitions, our goal is to restore network connectivity
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Fig. 1. A sample illustration for a partitioned WSN (a) and the planned 4 RN locations
that will reconnect the WSN as a result of CIST [18] algorithm (b). Gray nodes are
interface sensors obtained by CIST.

by employing m > 0 (mobile) RNs in the area while minimizing the average data
delay from sensors to the sink.”

The data delay is defined as follows: Once the connectivity is restored, each
node, n;, will transmit its packets to the destination (sink) through the upstream
path P;. P; comprises a set of node IDs representing hops to reach the sink. Thus,
for a delay, d;, incurred at each hop, total delay of a packet sent from n; to sink

can be stated as Z‘E

j:‘l d; where |P;| denotes the number of hops in P;.

As part of dj, we consider three different types of delay where a packet may
be subject to. If the hop j is not served with an MDC, delay can be simply
defined as: d; = R; where R; denotes the transmission delay. On the other
hand, if the hop j is served with an MDC RNj, then delay on hop j can be
stated as d; = T; + W; + R; where T} denotes the touring delay of RN; and W
denotes the waiting delay of the immediate MDCs exchanging data with RN;.

As part of the solution, we investigate two approaches: First, we will assume
a single sink node and propose a scheduling algorithm to minimize the waiting
delay. Second, we will assume multiple sinks and propose a clustering algorithm
to further reduce the data latency.

4 Rendezvous Scheduling of MDCs for Reduced Delay

4.1 Background on MDC Tours

In this section, we briefly explain how the partitions are clustered and the tours
are computed when the network has a single sink. Depending on the number of
available MDCs, say m, we create m clusters of partitions and assign each cluster
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an MDC. The clustering starts with pairing of partitions and then merging them
until the number of clusters matches with m [7]. The MDC is expected to tour
the partitions within a cluster and collect data from interface sensors. The tour
of the MDC is computed using Traveling Salesman Problem (TSP) [19] as done
in [5]. An example of clustering and tours is provided in Fig. 2.

d : Partition, - § / Partitions

Cluster;

Cluster,

Fig. 2. The creation of clusters based on the number of MDCs. Note that a partition
may have multiple interface sensors to communicate with an MDC.

Clusters

Since each MDC collects data from all the partitions within a cluster, it
needs to forward them to the sink node. If the sink is not in one of the partitions
within the cluster, then the MDC should forward the collected data to another
MDC (e.g., MDC of clusters should forward data to MDC of clustery that
has the sink). Since the MDC may not dump all its collected data to a sensor
in the partition due to buffer constraints of the sensors, this may introduce
some rendezvous waiting time which has not been considered in the previous
work. Especially in WSNs with several clusters, waiting time for MDCs can be
a dominating factor in the total delay.

Next, we analyze this delay as part of the whole data delay and then propose
a scheduling algorithm to reduce it.

4.2 End-to-End Delay with a Single Sink

Given that rendezvous waiting can be a big issue impacting the delay, in this sub-
section we will describe a computation mechanism for determining the waiting
time of MDCs and assess its impact on the overall delay.

Each MDC will wait at certain meeting points for the MDCs touring in the
neighboring clusters. This is referred to as “wait-for-all children” approach to
synchronize all the data going to the sink node. A meeting point resides at the
intersection of two or more clusters. Since the whole set of partitions will be con-
nected, clusters will intersect at certain partitions. For instance, if two clusters
contain sensor nodes from the same partition, then the tours will intersect at the
meeting points which represent the locations to contact the interface sensors of
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the common partition. Thus, meeting point does not represent a point where two
MDCs reside at the same time, but rather two different positions possibly apart
from each other with a distance larger than their transmission range (see Fig. 3).
The waiting time of an MDC at a meeting point depends on the immediate
predecessor MDCs (i.e., children) and the immediate successor MDC (i.e., the
MDC that is closer to sink). Multiple MDCs can constitute the set of children
but only one MDC will be the successor.

A sample scenario depicting meeting points and children is represented in
Fig.3. In this example, partition P, is the common partition of clusters Cy, N
Cy, N C. N Cy. Based on the direction towards the sink, it can be observed that
MDC,, MDC)y, and M DC, are the predecessor (children) MDCs of M DCj. On
the other hand, partition Ps; is the common partition of clusters Cy N C, and
MDC., is the successor MDC of M DCy. Thus, we can identify two meeting
points for M DCy, one for Py and one for Ps;. The interface nodes are already
obtained during clustering and the locations to contact P, and Ps are determined
while forming the tour of M DCy. Now we detail how to calculate the rendezvous
waiting time of M DCy at meeting points my and ms.

In order to initiate the data exchange at my, M DC,, M DCy, and M DC,
should be present on m; while M DCy is present on ms. They can then forward
their data via the sensors in the partition to M DCy. For the waiting time of
MDC, at mo, in the worst case, we can assume that M DC; will have to wait
the children with the longest tour length (e.g., M DC,) to finish a complete
tour. Similarly, in order to initiate the data exchange at mg, M DC, should be
present at my while M DCy is at mg. For the waiting time of M DCy at mg, in
the worst case, we can assume that M DC; will have to wait for M DC. to finish
a complete tour. Thus, the total waiting time of M DCy at my and mg can be
expressed as in Eq. 1 where t is the number of predecessor MDCs.

WMDCa _ W,],\iDCd i W%BDC"I _ n,aélx TMDC: | pMDC. (1)

Since none of the predecessor MDCs of M DC; has a child, no waiting delay
occurs for M DC,, M DCy and M DC,.. Otherwise, waiting time of these MDCs
should also have been considered in a recursive way. Similarly, since M DC,
is connected to sink, no further waiting delay affects M DC,; at mg. Again,
otherwise, M DCy would be subject to waiting delays of M DC, in a recursive
way.

4.3 Rendezvous Scheduling for Reduced Delay

In order to reduce the rendezvous waiting times, we strive to exploit the time
period between these waiting times. Specifically, if the MDCs start moving at
certain positions, waiting delay can be decreased.

We will explain the idea on an example. Let’s revisit the sample topology
in Fig. 3. Let the tour lengths of M DC,, M DCy, MDC,., and MDC, be | + x,
l+ vy, Il —z and [ respectively where z, y, z < [. Assume that the first data
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Fig. 3. A sample illustration of the occurrence of the waiting time in the collaborating
MDCs

exchange is completed among MDCs at meeting points m; and ms. The next
round for M DCy will be after finishing a complete tour and returning back to
ms. Due to its shorter tour length, M DC, will be present at m; but it will take
another mazx(z,y) time for both M DC,, and M DC} to also complete their tours.
Therefore, M DC. can check the feasibility of another tour rather than waiting
there indefinitely for M DC, and M DCY. If | — z length can be toured within
the waiting time, M DC. will prefer this tour to increase the data sampling rate
from the sensors in Ps.

Therefore, we can express the waiting delay for M DCy; as the summation of
waiting delay at mo and mg as in Eq. 2:

W]MDCd — WTJr\iDCd + W7]nV[3DCd _ (max _ TMDCd) 4 (TMDC€ _ TMDCd> (2)

where maz = maxt_; TMPC and ¢ is the number of preceding MDCs. Note that
we take 0 as the waiting time if maz < TMPC or TMDPCe « TMDCa This is
the difference from Eq.1 which may provide the opportunity to have 0 waiting
time for some of the MDCs.

Once an MDC computes the waiting delays at each meeting point using the
above equations (the algorithms for the computation are skipped due to space
constraints), it can determine its schedule by comparing its touring delay with
the waiting delays.

We propose a scheduling algorithm to initiate a tour if it has enough time to
complete the tour before the corresponding waiting delay expires. It is important
to identify the direction of the tour. If the direction is towards the sink, waiting
delay of the successor MDCs should be considered. Otherwise, waiting delay of
the predecessor MDCs should be considered. The pseudo-code for this proposed
algorithm is given in Algorithm 1.

Specifically, in lines 1 and 2, waiting delay to be incurred due to the predeces-
sor and the successor MDCs are computed. In line 3, the tour info of the MDC
is obtained. The direction of the tour is determined in line 4. The tour may be
towards the sink partition or the opposite direction. If the direction is towards
the sink, in order to initiate another tour, waiting delay to be incurred due to
successor MDCs should be greater than the sum of touring delay and the delay
to be incurred due to predecessor MDCs. This condition is checked in lines 4-7.
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Algorithm 1. schedule(MDC m)

: sDelay = getSuccessorWD (m) > get successor delay
pDelay = getPredecessorWD(m) > get predecessor delay
: t = getTour(m) > get tour info of m
: if directionTowardsSink(t) == true then
if sDelay > TD(T) + pDelay then
makeTour(t)
end if
: else
9: if pDelay > TD(T) + sDelay then
10: makeTour(t)
11: end if
12: end if

PN DT Wy

In the opposite direction, waiting delay to be incurred due to predecessor MDCs
should be greater than the sum of touring delay and the delay to be incurred
due to successor MDCs to initiate another tour. This condition is checked in
lines 8-12.

5 Delay-Aware Clustering with Multiple Sinks

5.1 Motivation

The phenomenon of rendezvous waiting emerges when the clusters are not formed
in a star-like topology where the sink resides in the center. Such a clustering
requires the deployment of the sink at the central area of the topology. However,
we assume a random deployment where the sink can be located at any location.
While it is possible to form all the tours to include the sink and hence avoid
rendezvous waiting, this will cause to increase the tour lengths significantly which
unnecessarily increases the touring delay. Moreover, as shown in the previous
section, even though it is possible to perform scheduling to reduce rendezvous
waiting time, it is not possible to completely eliminate it (as will be shown in
the Experiments) with a single sink and thus it remains as a major factor of long
end-to-end delays.

Consequently, in this section, we present an alternative solution assuming
multiple sinks are available in the WSN. Considering the fact that the waiting
delay emerges due to dependency of MDCs on other MDCs, we provide an
algorithm to cluster the partitions in such a way that the data of different clusters
will be delivered to sinks simultaneously without any interactions with MDCs
of other clusters.

5.2 Approach Overview

The approach eventually clusters the partitions but it first needs to determine the
sink locations. Based on the available MDC count, sink locations are identified.
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For m MDCs, m sinks are selected in the network. Considering the location of
the selected sinks, the network is clustered into m clusters. The data of the nodes
in each cluster is collected by the sink of the cluster. An MDC is assigned for
the cluster so that the partitions in the cluster are toured by this MDC. Since
the MDCs are only responsible from their clusters, demand for data exchange
between the MDCs of different clusters is avoided.

Determining Sink Locations. The goal in sink selection is to minimize the
maximum distance from partitions to the sinks. This can be modeled as a p-
center problem where one wants to build p warehouses in different cities. Given
that there are n cities, the goal is to minimize the maximum distance between
the cities and the warehouses. In our case, the warehouses are the sinks and the
cities are the partitions.

Following this idea, the first sink is located based on the maximum distance
to the rest of the partitions in the network. The distance to partitions is based
on the centroid location (i.e., location of average x and y in the partition) of the
partition. The first sink is added to the set of sinks. We determine the rest of the
sinks based on the maximum distance to this set of sinks. Once the locations are
identified, the closest sensors to these locations are designated as sinks. After
identifying the sinks, we proceed with the clustering of the network.

Clustering. Our proposed clustering approach exploits Voronoi cells while
determining the partitions of each cluster. A Voronoi cell keeps the points whose
distance to cell center is less than or equal to its distance to any other center
in the region [20]. Based on the given sink locations, the network is divided into
Voronoi cells as shown in Fig. 4a. For any point in the cell, this solution ensures
that the corresponding sink has the minimum distance to the point. Each cell
is regarded as a cluster and the partitions residing in the cell is assigned to
the corresponding cluster. If nodes of a partition resides in multiple clusters,
we identify the cluster to assign based on the location of the partition’s cen-
troid location. Note that in this approach there is a possibility of having clusters

--B—»O

cluster, cluster,

O O

cluster,

O cluster,
B Sink O Partition

(@) (b)

O clustery

Fig. 4. Clustering of partitions using Voronoi cells (a). Forming tours in the clusters (b).
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without any partitions. In that case, an MDC will not be required and it can
be used by other clusters. Extra MDCs are made available to the clusters with
longer tour lengths. It should be noted that multiple MDCs in the same cluster
do not cause rendezvous waiting delay since they would be placed apart from
each other equally and they can initiate movement at the same time.

Once the partitions are clustered, an MDC is assigned for each cluster to
tour the partitions so that the dependency of MDCs as well as the waiting delay
is avoided. A sample illustration of the MDC tours in the clusters is represented
in Fig. 4b.

6 Experimental Evaluation

6.1 Experiment Setup

In order to evaluate the approaches, network topologies are created with disjoint
partitions. A Java-based simulator is used to form the topologies and run the
simulations. To deploy the nodes, an application area of 800x 800 m is considered.
Transmission range of the nodes is set to 50 m. The approaches are tested under
a varying number of sensors nodes, number of partitions and number of MDCs.
For significance, 30 different topologies are created for each test case and the
average is reported.

6.2 Performance Metric and Baselines

We consider average end-to-end delay of all the nodes as the main performance
metric in this paper. End-to-end delay is regarded as the time required for a
packet to be transmitted across a network from source to destination. Minimiz-
ing this time is crucial for applications in general but specifically for real-time
applications. This delay includes the transmission delay, touring delay and wait-
ing delays as mentioned before. A constant value of 0.1 ms is used as the trans-
mission delay (including the propagation delay) between two hops. For touring
delay, we assume a delay of 1s for each 10 m of movement.

For the single sink case, we considered the approach without any scheduling
as one of the baselines. This one, shown as No Scheduling (NS) in the graphs,
is used to assess the impact of scheduling. Our proposed approach is shown as
Rendezvous Aware Scheduling (RAS) in the graphs. As the baseline approach,
we compare the delay to that of [6] when there is a single sink and £ MDCs. This
approach exploits k-TSP problem and strives to minimize the tour lengths. We
implemented this approach with and without scheduling. The version with the
scheduling is shown as IDM-k-MDC-RAS while the one without the scheduling
is IDM-k-MDC-NS.

For the multiple sink case, our approach is represented as Voronoi-based
Clustering-Scheduled (VBCS). The approach was run under different number of
sinks and compared to the best case with the single sink nodes which is RAS.
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6.3 Experiment Results and Analysis

We conducted experiments to evaluate the approaches in terms of end-to-end
delay. The results are presented for solutions assuming single sink and multiple
sinks separately.

Experiment Results with Single Sink. In this subsection, we provide the
experiment results of the solutions assuming single sink in the network. The
results are depicted in Fig.5a, b, and Fig.6 for varying number of partitions,
nodes, and MDC count respectively.

250 200
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Fig. 5. End-to-end delay of sensors for varying partition count. Node count: 100, MDC
count: 2 (a). End-to-end delay of sensors for varying node count. Partition count:6,
MDC count: 2 (b).

Figure ba portrays the results for varying number of partitions when the num-
ber of nodes and available MDC count is fixed. It can be observed from Fig. ba
that delay is increasing for all of the approaches when the number of partitions
is increased. This can be explained as follows: For a partitioned network with a
single sink, only the sensors within the same partition with the sink can deliver
their data without using an MDC. The sensors in other partitions require an
MDC to collect their data. For a constant number of sensors, if the number of
partitions is increased, the number of sensors in the sink partition will be reduced
and thus more sensors will require an MDC to send their data. As a result, not
only the tour lengths and MDC touring delays but also the rendezvous waiting
delay increases.

It can also be observed from Fig. 5a that the proposed RA.S significantly out-
perform NS and IDM — kM DC for both versions. This is due to the application
of the scheduling algorithm in RAS and allowing additional tours when long wait-
ing times is expected. Both RAS and NS outperform the respective versions of
IDM — kM DC' This can be attributed to the underlying clustering algorithm
used. Our clustering algorithm is based on [7] and provides a better load balanc-
ing than IDM — kM DC' and thus this reduces the rendezvous waiting times.
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Figure 5b presents the results for varying number of nodes when the number
of partitions and the available MDC count is fixed. It can be observed from
Fig.5b that delay is increasing when scheduling is not applied. When applied,
the delay increases up to 150 nodes and then starts declining. Even though we
provide the average delay per node, the increase in delay when the number of
nodes is increased can be attributed to longer paths to reach the sink. However,
upon reaching the threshold as in the application of scheduling, the delay starts
to decline. This is due to the shorter distance between the partitions with the
increased node density which causes shorter tour lengths. Our approach outper-
forms IDM — kM DC — RAS again due to same reasons explained above.
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Fig. 6. End-to-end delay of sensors for varying MDC count. Node count: 50, Partition
count: 6.

Figure 6 portrays the results for varying MDC count when the number of
nodes and partition count is fixed. It can be observed from Fig.6 that delay
declines when the number of available MDCs is increased and scheduling is
applied. On the other hand, delay increases initially and then declines when
scheduling is not applied. Albeit the initial increase/decrease, the change in delay
of IDM — kM DC for both versions is not very significant afterwards. Additional
MDCs provide shorter tour lengths and less delay for our approaches. However,
due to the poor clustering and not applying the scheduling, waiting delay of
more MDCs can increase in I DM — kM DC which affects the overall end-to-end
delay adversely.

Experiment Results with Multiple Sinks. In this subsection, we provide
the experiment results of the proposed approach assuming multiple sinks in the
network. The results are depicted in Fig. 7a, b, and Fig. 8 for varying number of
partitions, nodes, and MDC count respectively.

Figure 7a portrays the results for varying number of partitions when the
number of nodes is fixed. It can be observed from Fig. 7a that delay increases
when the number of partitions is increased due to the reasons explained earlier.
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Fig. 7. End-to-end delay of sensors for varying partition count. Node count: 100, MDC
count for RAS: 2 (a). End-to-end delay of sensors for varying node count. Partition
count: 6, MDC count for RAS: 2 (b).

We also observe that delay reduces with the increased MDC count for VBC'S.
VBCS with a single MDC outperforms RAS due to a better clustering based
on a good sink location and Voronoi cells. Recall that for RAS, the sink location
is picked randomly.

Figure 7b presents the results for varying number of nodes when the number
of partitions is fixed. It can be observed from Fig.7b that delay is increasing
slightly for the V BC'S with MDC count 1 when the number of nodes is increased.
On the other hand, delay is almost constant with multiple MDCs when the
proposed approach is applied in networks with different node densities. The
slight increase in delay can be attributed to the longer paths to reach the sink.
Since the partition count is constant, delay is not affected by the node density
significantly when multiple MDCs are available. RAS performs slightly better
than the VBCS with 1 MDC. However, with 2 or more MDCs VBCS is still
much better.
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Fig. 8. End-to-end delay of sensors for varying MDC count. Node count: 50, partition
count: 6.
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Figure 8 portrays the results for varying MDC count when the number of
nodes and partition count is fixed. It can be observed from Fig.8 that delay
declines for both approaches when the number of available MDCs is increased.
The decline in delay for RAS can be attributed to the decrease of the tour-
ing delays by the availability of MDCs in higher count. On the other hand,
for VBCS, the number of clusters increases with the increased MDC count.
Increasing the cluster count decreases the average distance to sink which helps to
minimize the touring delays. Another advantage is avoiding rendezvous waiting
delay which is avoided due to delivery of data to different sinks.

7 Conclusion

In this paper, we tackled the problem of rendezvous waiting in disjoint WSNs
where connectivity is provided via MDCs in an intermittent manner. We first
demonstrated that with the existing approaches where multiple MDCs are used
to tour the partitions in disjoint WSNs, there will be situations where MDCs
need to wait for other MDCs to receive their data and forward it to the sink.
We proposed a scheduling algorithm to alleviate the problem based on the tour
lengths of neighboring clusters” MDCs. However, since this does not completely
eliminate the waiting problem, we proposed another approach with the use of
multiple sinks. This approach aimed at parallelizing the data collection within
each cluster and thus waiting is not experienced by the MDCs. We propose
mechanism to identify the right sink locations and cluster the partitions around
these locations such that every sink serves an MDC. The determination of sink
locations was based on p-center optimization and the clustering followed the idea
of Voronoi cells.

The evaluation of the proposed approaches revealed that rendezvous schedul-
ing reduces the waiting delay significantly and thus our approach outperforms the
existing approaches where rendezvous waiting is not considered. The experimen-
tation with multiple sinks has also shown the significant impact of eliminating
rendezvous waiting and minimizing the total delay.
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