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Abstract In the last decades, industrial automation has become a driving force in
all production systems. Technologies and architectures have emerged alongside the
growing organisational structures of production plants. Every innovation had to start
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from the latest state-of-the-art systems within the respective domain. While inves-
tigating the introduction of service-oriented architectures to automation, and even
down to the shop floor, one has to consider latest standards, proofed technologies,
industrial solutions and latest research works in the automation domain. This chapter
tries, without any claim to completeness, to provide a short summary of today’s
situation and trends in automation.

2.1 Architecture of Production Systems

Several efforts to date have been directed towards defining structural and architectural
aspects of production management systems. The most popular and applied in prac-
tice are the definitions set up within the ISA-95/IEC 62264 [21] standard. Typically,
today’s production systems (factory and process) are structured into a five-level hier-
archical model (as depicted in Fig. 2.1). Besides this hierarchical, well-knownmodel,
IEC 62264 defines a manufacturing operations management model (like production
control, production scheduling, maintenance management, quality assurance, etc.),
which is not as popular, but implicitly represented by real installations.

The standard defines functions mainly associated to levels 3 and 4, objects
exchanged and their characteristics and attributes, activities and functions related
to the management of a plant, but does not specify about the implementations
(tools) hosting these specific operations nor the precise assignment to one of the
levels 2, 3 or 4. Realisations depend on individual customer needs and the tool
manufacturer’s strategies. For instance, maintenance management operation may
typically be assigned to aComputerisedMaintenanceManagement System (CMMS),
a manufacturing execution system—both being typical Level 3 tools—but also to an
Enterprise Resource Planning (ERP), dedicated to Level 4, or a Distributed Con-
trol System (DCS) that can be found at Level 2. Borders between these systems
become floating.

Individual operations can be assigned to different specific manufacturing oper-
ations management areas—production operations management, quality operations
management, maintenance operations management or inventory operations manage-
ment. Having a look into these areas, individual activities (like resourcemanagement,
detailed scheduling, dispatching, tracking, analysis, definitionmanagement, data col-
lection, execution management [21]) can be identified to be executed within single
or distributed sources. These functions can be implemented using different tech-
nologies. Currently, there is no standardisation regarding technologies to be used for
implementing these functions.

2.2 Data Flow Within Automation Systems

Theways of communicating between the levels are different. Levels 1 and 2 are com-
monly connected through either point-to-point cabled solutions (4–20mA current
loop) or through fieldbuses (Modbus, Profibus, etc.). Ethernet and serial connections
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Fig. 2.1 Functional hierarchy according to (IEC 62264-3) [21, 39]

are used to an increasing extent as well. Fieldbuses and Ethernet can give an impres-
sion of a standard solution but the data exchange protocol on top of them is often
proprietary, which leads to vendor lock-in. Some vendors start with a standard (elec-
trical) interface but use a different non-standard connector, another kind of vendor
lock-in. Because of this, end-users oftenmust buy adapters, e.g. a converter to connect
the serial port on the device to a port on the control system.

Figure2.2 highlights some of the diversity of interfaces between the different
levels and tools, which may even be distributed across the life cycle of a production
system [25]. Profibus, Modbus or Foundation Fieldbus can give an impression of
a standard solution. Fieldbuses standardise how to communicate; for instance, in
order to configure a Profibus master to communicate with a slave, configuration files
called GSD are required. These files specify the supported transmission speed and
size of supported data buffers. GSD files can also hint about the interpretation of
data. Additionally, semantics of data may be defined within device profiles, as done
for Profibus PA or Foundation Fieldbus [13].

Monitoring of processes and automation equipment is an inherent pre-condition
for keeping the production process alive and hopefully at near-optimal conditions to
fulfil the business goals in the short, medium and long terms. It has to be guaranteed
that data are provided:

• to the right application,
• in the quality (right semantics and syntax) needed for the consuming application,
• in right time (real-time) and sequence.
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Fig. 2.2 Diversity of data and interfaces

Different applications raise specific requirements about the provision of data.
Specifically for closed-loop control, data today must be retrieved in a cyclic manner.
These sample times must be in a range that is suitable to the time-constraints of
the controlled process. For that purpose, within a DCS, data are either polled inter-
nally from the DCS IO-cards, e.g. while accessing field devices through drilled lines
supporting standardised signals (e.g. 4–20mA analogue signal), or retrieved from
remote-IO components via digital communication, following appropriate sample
times, as described above.

Accessing process values within field devices through fieldbus communication is
mainly done in a polling-based manner, e.g. Profibus with token-passing bus access,
or based on the Publisher-Subscriber principle following configured cycle times (as
done for Foundation Fieldbus). Transmitting data through digital protocols allows
the association of status information (process and/or device related) to the process
value. For instance, with Profibus PA communication, analogue process values are
typically each transmitted as a Floating Point value associated with an 8-bit status in
a single data structure each time a value is transmitted.

Considering the example of Profibus PA, the status Byte contains general infor-
mation about device status, limit crossing of the process valuesmeasured, the validity
of the process value as well as information to indicate maintenance demand. In cases
when a failure is indicated, additional detailed information can be retrieved from
the field device by individual a-cyclic requests. This construction of data allows
interpretation by different types of applications:
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• The process value, validity and limits are useful for the control application itself.
• This information will also be useful for supervision applications.
• Device status information is specifically needed for maintenance applications
(Plant Asset Management).

• Production management applications will operate on more condensed data, repre-
sentative of the production output. Such information typically is built by PLC or
DCS based on information described above.

2.2.1 Use of Data for Supervision

SCADA deals with the gathering of data in real-time from remote locations in order
to control andmonitor the process, including data aggregation and presentation to the
user. SCADA is commonly used in a broad range of application fields, like power
plants as well as in oil and gas refining, telecommunications, transportation, and
water and waste control, to mention a few. A typical SCADA system, as roughly
depicted in Fig. 2.3, consists of several subsystems [23, 26] notably:

• AHuman–Machine Interface (HMI) where the information is depicted and is used
by human operators to monitor and control the SCADA linked processes.

• A computer which does the monitoring (gathering of data) as well as control
(actuation) of the linked processes.

• Remote Terminal Units (RTUs) that are collecting data from the field (deployed
sensors make the necessary adjustments and transmit the data to the monitoring
and control system).

• Programmable Logic Controllers (PLCs) that are used as an alternative to RTUs
since they have several advantages (like ability to deploy and run control logic)
over the special-purpose RTUs.

• A communication infrastructure connecting all components.

SCADA systems include hardware and software components. The hardware
gathers and feeds data into a computer that has a SCADA software installed. The
software in a computer then processes these data and presents it in a timely manner.
SCADA also records and logs all events into a file or sends it to a user terminal.
These user terminals come in the form of Human–Machine Interface (HMI) or User
Interface (UI) displays that allow the system to show data and warn when condi-
tions become hazardous by generating alarms. Lastly, SCADA systems must ensure
data integrity and appropriate update rates. Development of SCADA standards by
industrial user groups and international standardisation bodies has allowed increased
‘interoperability’ of devices and components within SCADA systems [14]. Open
protocols allow equipment from multiple vendors to communicate with the SCADA
host. Many standards and specialised protocols exist with specific features.

Standards defining programming methods like IEC 61131-3 allow systems
engineers to reuse code for logic operations and move easily between configura-
tion interfaces. At the SCADA host level, the Open Connectivity via Open Standards
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Fig. 2.3 Typical software
architecture for a SCADA
system
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(OPC, previously OLE for Process Control) series of standards specifications have
been widely accepted. Originally based on Microsoft’s OLE Component Object
Model (COM) and Distributed Component Object Model (DCOM) technologies,
the specification defines a standard set of objects, interfaces and methods for use in
process control and manufacturing automation applications to facilitate interoper-
ability.

The OPC Foundation comprises a large group of vendor representatives dedicated
to ensuring interoperability in industrial automation systems. The latest generation of
SCADA system hosts the use of these OPC standards to provide advanced connectiv-
ity to user clients. The latest developments in OPC Foundation (www.opcfoundation.
org/UA) denote: ‘the new OPC Unified Architecture (OPC-UA) that is the next
generation OPC standard (IEC 62541) that provides a cohesive, secure and reliable
cross-platform framework for access to real time and historical data and events’.

These standards allow communications not only over serial links for dedicated
communication channels, but also transfer of SCADA data over Ethernet with a
TCP/IP protocol stack for Wide Area Networks (WANs) or Local Area Networks
(LAN). Therefore, it is understood to benefit from an advanced high-speed, peer-to-
peer communication service as well as improved device interoperability for process
monitoring and automation, without the need for high cost of integration.

2.2.2 Use of Data Within Process Control Architectures

After decades of analogue single-loop controls, the early minicomputers started the
transition to digital control systems in the 1960s. The Distributed Control System

www.opcfoundation.org/UA
www.opcfoundation.org/UA
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Fig. 2.4 State-of-the-art distributed control system

(DCS) was introduced at roughly the same time (1975) by Honeywell (TDC 2000)
and Yokogawa (CENTUM). This was partly due to increased availability of micro-
processors. The early DCSs were designed using proprietary hardware and software.
The latest DCSs contain lots of Commercial off-the Shelf (COTS) components and
IT standards are utilised whenever possible.

Today’s state-of-the-art DCS has several nodes for different purposes as depicted
in Fig. 2.4. The nodes are able to communicate using high-speed networks. Some
of the nodes and networks are redundant and can tolerate single failure. The level
of redundancy depends on industrial requirements, e.g. in the food and beverage
industry the level of redundancy is quite limited while in the petrochemical industry
almost all components are redundant. The DCS architecture is able to support a free
combination of redundant and non-redundant components. It is also a very scalable
architecture supporting all kinds of systems from very small (PC and some I/O
channels) to very large and distributed systems (consisting of tens of thousands of
I/O points and thousands of control loops). One of the goals in these systems is to
secure the deterministic behaviour of the system at all levels in all circumstances.

The highest level nodes are ‘Server’, ‘Engineering Tools’ and human–machine
interface ‘HMI’. Today these are almost always PCs with Microsoft Windows oper-
ating system. The ‘Server’ contains all the configurations that are needed in the other
nodes at runtime or in cold-start situations. It typically also contains data history
collections, master alarm lists and perhaps interfaces to some other systems. These
systems can be other DCS systems, Programmable Logic Controllers (PLC), Man-
ufacturing Execution Systems (MES), Process Information Management Systems
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(PIMS), Laboratory InformationManagement Systems (LIMS), Enterprise Resource
Planning systems (ERP), etc.

These interfaces are usually implemented using OPC protocol. The ‘Engineering
Tools’ node contains engineering tools for system structure definitions, controller
applications, network definitions, HMI displays, etc. The ‘HMI’ node contains the
graphical user interface which provides visibility to the process for the operator who
is responsible for the process (or sub-process). The ‘Server’ is typically redundant
and there are several HMI nodes to support several operators (but also to support
HMI redundancy). The Engineering Tools node does not need to be redundant since
it is not required in normal operations.

The highest level network is the ‘Redundant Ethernet’ network which takes care
of the communication between controllers, gateways, servers, engineering tools and
HMI. It is typically redundant and the swap between active and passive network is
transparent to applications in case of hardware/network failure. Both networks use
independent network switches and these are isolated fromother networks byfirewalls.
The protocol stacks typically support low-level TCP/IP and UDP/IP communication
but the deterministic behaviour is guaranteed with proprietary protocols that take
care of the network utilisation.

The ‘Controller’ node is an important node in the system. It is where the most
important control algorithms (closed and open loop) and logic are running. These
nodes use proprietary hardware and software environments. The hardware supports
some kind of non-volatile memory and high-speed redundancy. In many cases it is
also designed to survive in harsh environments. The execution environment runs on
a hard real-time operating system executing typically function block configuration
but also other programming languages (in a time-constrained manner).

The controller is either connected directly or through a ‘Field Gateway’ to the
fieldbuses. The fieldbuses are based on (mostly de facto) standards. The most pop-
ular fieldbuses are Foundation Fieldbus (H1 and HSE), PROFIBUS (DP and PA)
and Ethernet-based PROFINET. The fieldbuses and field devices can be redundant
or non-redundant. The protocols used in these fieldbuses can guarantee the deter-
ministic behaviour when delivering critical data. The less time-critical data (e.g.
diagnostics data) is transferred in the remaining time slots. It is also possible to add
digital communication to field devices that are connected using traditional analogue
4–20mA cables using the HART protocol. It is also possible to integrate wireless
devices into the DCS architecture using (redundant) ‘Wireless Gateway’. With these
devices it is more difficult to guarantee the deterministic behaviour because of the
less robust media. Several protocols are available, including WirelessHART, which
maintains compatibility with existing HART devices, commands and tools.

In some industries, special industrial safety systems are required to protect
humans, plants and the environment in case the process goes beyond the control
limits. These are also part of the DCS architecture. The ‘Safety Controller’ contains
special redundant hardware which is Safety Integrity Level (SIL) certified.

The controllers are able to transfer data to each other (peer-to-peer communica-
tion). These data are typically transferred cyclically with defined time intervals but
can be also event based. The communication protocols at controller level guarantee
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the deterministic behaviour and inmany cases data subscriptions are used. The alarms
are always event based. The controllers (and other nodes in the system) generate
alarms for the operator and these typically require human acknowledgement. The
alarm list is maintained by the server and shown on the HMI nodes. The data for
the HMI displays (graphical view of the process) show the live data that is trans-
ferred from the controllers. Usually, the data are only transferred to displays that are
currently switched on.

The software architecture inside the distributed control system is still based on
object-oriented principles. Services are available but in many cases they are not
created as granular components. Also, the interfaces are typically used for direct
(local) method calls or direct data access rather than standards-based open remote
interfaces. Online service discovery is also limited. Moving to SOA in distributed
control systems would clearly bring architectural benefits and ultimately benefits
for the users through services being more open, easy to find and accessible for
external applications. It would also simplify the development and maintenance of
the distributed control system and support new capabilities.

2.2.3 Use of Data for Production Management

Enterprises are moving towards service-oriented infrastructures that bring us one
step closer to the vision of ‘real-time enterprises’ [27]. Applications and busi-
ness processes are modelled on top of and using an institution-wide or even
cross-institutional service landscape. For any solution to be easily integrated in this
environment, it must feature a service-based approach.

One can realise a ‘real-time enterprise’ via strong coupling of the enterprise con-
cepts domain and the device-level service domain. Nowadays, there is multi-step
cooperation between the two layers, which in practice translates into the coupling of
Enterprise Resource Planning (ERP) with Manufacturing Execution System (MES)
and Sistributed Control System (DCS). By integrating device-level services with
higher level enterprise services, timely information can flow to business processes
and enhance existing applications.

As the whole enterprise is seen as a complex ecosystem, every process may affect
several others in the system and therefore need to be managed in an integrated way.
This includes:

• Warehouse and production management—Management of inventory across mul-
tiple warehouses, tracking of stock movements and management of production
orders based on material requirements planning.

• Customer relationship management.
• Purchasing—Automation of procurement process from purchase order to vendor
invoice payment.

• Reporting—Real-time information with detailed reports.

There are several IT systems that exist in the factory or plant floor today and
data that are collected at various levels. At the lowest level is SCADA systems as
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repositories of field real-time massive data as they collect data from the PLCs and
sensors that are connected to the machinery on the factory or plant floor. At the next
higher level are MES that track all customer orders, schedules, labour, resources
and inventory across the production line by shift. At the uppermost ERP and other
enterprise solutions like Supply Chain Management (SCM), etc., plan and record
transaction data to measure variance against set performance targets, etc.

Unfortunately, in many manufacturing companies today, these three layers are
still not fully integrated. As a consequence, companies often employ large numbers
of people to punch in or import redundant production batch data from their MES to
their ERP systems. This is not only a wasteful and costly exercise but also introduces
human errors in the data entry process. Even if done in an automatic way, this usually
includes huge delays (sometimes in days), which prohibits themanagers from getting
a real-time/right-time picture of factory performance, variance from set targets as
well as order/materials/machine/labour/quality/maintenance exceptions and issues
that may arise in the factory. The latter may be translated into lost opportunities, e.g.
failure to optimise production or even unhappy customers due to delayed shipments.

While the SCADA and MES layers tend to be integrated at most companies, it is
equally likely that the heterogeneity of this environment comprising home-grown,
legacy and point applications from multiple vendors with differing architecture plat-
forms may result in disconnections in this layer as well. This tends to further exac-
erbate the problem.

The business implication of any exception or the ability to compare actual manu-
facturing performance against set targets is not evident untilMESdata and exceptions
from the factory floor hit the ERP system. ERP in essence, if integrated seamlessly
with the factoryMES layer, provides the business context for manufacturing transac-
tions, exceptions and issues captured on the factory floor. The bottom-line implica-
tion for manufacturers is that the disconnect between the Shop Floor (Factory MES)
and the Enterprise Top Floor (ERP) costs them millions of Euro through waste,
reject, re-orders, expedites, preventable material/machine/labour/quality issues that
are detected too late, for enterprises to proactively resolve them.

Based on these considerations one can identify distinct directions towards the
organisational structure of a production site and the topological or architectural char-
acteristics. From the organisational point of view, the business is typically structured
in a similar way to the levels and operations defined by IEC 62264, however, it might
be better to express this in the oppositemanner, i.e. that the standard is followingwhat
has been developed over the past years. Structures, skills, responsibilities, profes-
sions, education, etc., have been established focussing these organisational matters.
It is questionable if, and how fast this may change in the future.

2.3 Integration Technologies Between Layers and Applications

Today, integration of Legacy Systems into new state-of-the-art systems has becom-
ing an elementary task for each solution provider or engineering company. Legacy
systems undergo continuous changes and modifications due to even more frequently
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changing requirements imposedbymarket needs.Normally, this progressively causes
a significant increase in the complexity of existing systems [7]. The main problem
with the integration process is the heterogeneity among systems. The heterogeneity
issue [22] can be divided into:

• Technological Heterogeneity, e.g. different hardware, operating systems, commu-
nication protocols for accessing data and programming languages.

• SemanticHeterogeneity (e.g. the same names of data sources but differentmeaning
or different names associated with the same meaning).

From the software architecture point of view, in order to integrate legacy systems,
the role of each subsystemor component that is to be integrated has to be defined along
with the interfaces and building object wrappers for each subsystem. An integration
approach, where the system developer is required for knowing the internals of the
legacy system is known as White-Box approach and an integration approach that
only requires knowledge of the external interfaces of the legacy system is known as
Black-Box approach [7, 11]. In order to integrate legacy devices into state-of-the-art
automation systems, legacy adapters can be used, being composed of [31]:

• State-of-the-Art Interface Layer (required to communicatewith the state-of-the-art
system, configuration capabilities have to be provided),

• Integration Layer (used for protocol transformation, data and semantics transfor-
mation; configuration capabilities have to be provided),

• Legacy Systems Interface Layer (provides the communication capabilities for
exchanging data with legacy components, configuration capabilities have to be
provided).

There are different ways to integrate legacy systems using adapters, e.g. by util-
ising gateways or mediators. Besides these general concepts, specific technologies
and concepts for integration of data are used or approached in today’s automation
systems, e.g. Electronic Device Description (EDD), Field Device Tool (FDT), Field
Device Integration (FDI), OPC Unified Architecture (OPC-UA).

2.3.1 Integration Using Gateways and Mediators

Using gateways is awell-proven concept for integrating/connecting devices, attached
to different networks. It is used to transform protocols as well as the syntax of
data. Semantic integration is harder to achieve. Nevertheless, it is possible to do
transformation between data centric approaches, as typically followed by fieldbus
concepts and service-oriented approaches.

Agateway, as defined in theFP6SOCRADES [25] andFP7 IMC-AESOPprojects,
is understood to be a device that controls a set of lower level non-service-enabled
devices, each of which is exposed by the gateway as a service-enabled device (as
depicted in Fig. 2.5). This approach allows the gradual replacement of limited-
resource devices or legacy devices by natively service-enabled devices without
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Fig. 2.5 Gateway and mediator concepts for integration of devices [1]

impacting the applications using these devices. This approach is used when each
of the controlled devices needs to be known and addressed individually by higher
level services or applications.

The mediator concept is based on the elaboration of the gateway concept, while
adding additional functionality to the gateway. Originally meant to aggregate various
data sources (e.g. databases, log files, etc.), mediator components have evolved with
the advent of Enterprise Service Bus (ESB) [17]. Service mediators are now used to
aggregate various services in SOA. As such, a mediator can be seen as a gateway,
except that it can hide (or surrogates) many devices, not just one. However, service
mediators also go beyond gateways since they introduce semantics in the composi-
tion. Mediators aggregate, manage and eventually represent services based on some
semantics, e.g. using ontologies.

2.3.2 Electronic Device Description

An Electronic Device Description (EDD) is based [20] on a formal language called
Electronic Device Description Language (EDDL). This language is used to describe
completely and unambiguously, what a field instrument looks like when it is seen
through the ‘window’ of its digital communication link. EDD includes descriptions
of accessible variables, the instrument’s communication related command set and
operating procedures such as calibration. It also includes a description of a GUI
structure which a host application can use for a human operator. The EDD, written
in a readable text format, consists of a list of items (‘objects’) with a description of
the features (‘attributes’ or ‘properties’) of each.
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Themajor benefit of EDD for device suppliers is that it decouples the development
of host applications and field devices. Each designer can complete product develop-
ment with the assurance that the new product will interoperate correctly with current
and older devices, as well as with future devices not yet invented. In addition, a sim-
ulation program can be used to test the user interface of the EDD, allowing iterative
evaluation and improvement, even before the device is built.

For the user, the major benefit is the ability to mix products from different suppli-
ers, with the confidence that each can be used to its full capacity. Easy field upgrades
allow host devices to accept new field devices. Innovation in new field devices is
encouraged. The EDD is restricted to the description of a single device and use in a
mostly stand-alone tool, preferably for commissioning the field devices. Due to the
nature of EDD such tools are based on interpreter components suitable to the EDDL.

Software tools for automation are complex, and implement a lot of know-how.
The number of sold products is relatively low in comparison with office applications.
The definition of standardised device description languages increases the potential
users of such tools and also encourages the use of fieldbus-based automation.

2.3.3 Field Device Tool

In order to maintain the continuity and operational reliability of process con-
trol technology, it is necessary to fully integrate field devices as a subcomponent
of process automation [36]. To resolve the situation, the German Electrical and
Electronic Manufacturers’ Association (ZVEI) initiated a working group in 1998 to
define a vendor-independent Field Device Tool (FDT) architecture, the specification
of which is maintained and refined inside the FTD Group (www.fdtgroup.org).

This FDT concept defines interfaces between device-specific software compo-
nents (DTM—Device Type Manager) supplied by device manufacturers, and engi-
neering systems supplied by control systemmanufacturers. The devicemanufacturers
are responsible for the functionality and quality of the DTMs, which are integrated
into engineering systems via the FDT interface.WithDTMs integrated into engineer-
ing systems, a unified way of creating the connection between engineering systems
(e.g., for PLC applications) and currently inconsistent field devices becomes avail-
able. The FDT specification defines what the interfaces are. DTMs act as bridges
between the frame-application and field devices. Several technical documents on
FDT summarise the available features (more info available at www.fdtgroup.org/
technical-documents).

2.3.4 Field Device Integration

Looking into the market situation, it can be noticed that both aforementioned tech-
nologies for device integration, i.e. EDD and FDT, are competing on the market [16].
On one hand, benefits of EDDL such as robustness, independence from the operat-
ing system and backward compatibility are promising characteristics for the system

www.fdtgroup.org
www.fdtgroup.org/technical-documents
www.fdtgroup.org/technical-documents
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integrator or the end-user. On the other hand, the FDT approach provides potential to
allow the device vendors to represent their brand label, realising highly sophisticated
user interfaces to the end-user. FDT components may be easily plugged into a DCS
or other commissioning and operations management tools, which is seen by the user
as a useful service.

The system providers have to handle more and more complex systems. Such sys-
tems will be less homogeneous and more distributed, having different network tech-
nologies, including gateways between them or requiring worldwide online access.
Although existing solutions may offer such features they will often be proprietary.
EDDL and FDT are the basis of Field Device Integration (FDI) [16], which is tar-
geting to provide a way of migration of both technologies (EDDL and FDT). It is
intended to take advantage from the more promising concepts of both technologies.

In FDI the device is represented by an FDI device package, Fig. 2.6, and covers
all information needed for the integration of the field device into the automation
system. The device vendor provides the FDI device package. It replaces the EDD or
DTM and consists of several components as shown in Fig. 2.6, but the end-user now
has to install only one file—the FDI device package—in the system. Thus, this is a
significant improvement in handling such a complex information pool.

The FDI device package consists of logical blocks such as device definition,
business logic, user interface description and user interface plug-in [16]. Device def-
inition describes the parameters of the device and its internal structure, e.g. blocks
or modules. Business Logic ensures the consistency of the device parameters (this
means also the consistency of the device model, see above). Examples of such
consistency rules are dynamic conditions or relations between parameters. Thus,
parameter values could be changed depending on the device status/device config-
uration. GUI elements could be available as descriptive elements (user interface
descriptions) or as programmed components (user interface plug-ins).
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2.3.5 OPC: Unified Architecture

Classical OPC is a technology widely used as a basic communication platform for
integrating data for supervision and control purpose based on information models
defined.Many products (such as PLC, DCS and SCADAdevices) exist on themarket
supporting OPC server or client components. During the last years the original OPC
specifications, based on Microsoft COM/DCOM, were replaced by new interoper-
ability standards, such asWeb services.Consequently, theOPCFoundation published
the OPC Unified Architecture (OPC-UA) [32].

The transition towards this unified architecture started with the development of
the OPC XML DA specification, which introduces the use of XML, thus allowing
the flow of information beyond corporate firewalls and permitting cross-platform
connectivity via Simple Object Access Protocol (SOAP) and Web services through
the Internet [19]. The limitations of OPC-UA however, are mainly evident at the
factory level, namely at the device level. While OPC-UA allows the integration of
process control deviceswith SCADAand evenMES systems, the information offered
by low-level devices can only be accessed through process control systems. In order
to further expand the reach and flow of information, device integration standards such
as Field Device Tool (FDT) and Electronic Device Description Language (EDDL)
can be used [19].

Several technology supporting organisations—such as PROFIBUS International
(PI), Fieldbus Foundation (FF), HART Communication Foundation (HCF), or
others—started investigating the potential use of OPC-UA to take advantage of this
basic technology. As an example, PLCopen and OPC Foundation are undertaking
common activities to jointly define a common information model. Information mod-
els have been developed for Electronic Device Description (EDD) and now also for
IEC 61131 PLC. This development ensures that field devices that are described in
EDD and in future that are represented by PLC proxies can be accessed by OPC-UA
Web services (more info is available at www.plcopen.org).

OPC-UA uses client-server architecture with clearly assigned roles. Servers are
applications that expose information following the OPC-UA information model,
where each server defines an address space containing nodes of the OPC-UAmodel.
These nodes represent real physical or software objects. Clients are applications
retrieving information from servers by browsing and querying the informationmodel.
Both types of applications can be developed using anAPI that isolates the application
from the communication stack. Figure2.7 gives an overview of the flexibility and
extensibility of the OPC-UA architecture.

Interoperability and adaptability of the standard are reachable through several
complementary features of OPC-UA:

• Extensible object model;
• Rich set of services;
• Scalability;
• Reliability, Redundancy and Performance;
• Security;

www.plcopen.org
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Fig. 2.7 Overall OPC-UA architecture [32]

• Backwards compatibility;
• Standardisation at the protocol level;
• Isolation of the application from the communication stack through the client or
server API.

2.4 Engineering of Production Systems

There is an on-going trend towards higher levels of automation in process control
systems [15, 31] with increasing levels of autonomy in control and monitoring.
Today’s automation/business systems are moving to a ‘Smart’ environment such as
smart devices, smart systems, smart organisations and smart cities, where Smart may
be defined as systems that exhibit (i) extended functionality, (ii) multi- functionality,
(iii) self-diagnosis, (iv) configurability and (v) connectivity.

With the increased use of Commercial off-the Shelf (COTS) technologies, the
network infrastructure of the DCS and network architecture for plant information
become increasingly interdependent. The prevalence of Ethernet at every level of
an organisation, especially in green-field sites provides shop-floor systems with the
infrastructure for data acquisition, analysis and integration with other enterprise
systems [37]. This also creates problemswith the proliferation of data, which requires
integration and management.

Tools andmethods are required tomanage this andmake complex time-dependent
data integrated fromdisparate sources available to other systemswithin the enterprise
in a consistent manner. Users of these systems are becoming more demanding too, it
is expected that timely data should be available ‘anywhere, anytime and on multiple
platforms’ (e.g. mobile and web devices). Additionally, users will expect systems to
be richer not only in content but graphically too, and theywill expect more interactive
graphical systems with emphasis placed on design of the user interface as well as
the functionality being offered [29].



2 State of the Art in Industrial Automation 39

The current trend in manufacturing system design tool development consists in
merging system mechanical and control design software in a single environment in
order to break the communication barrier that commonly exists between mechan-
ical and control engineers and which translates into difficulties to coordinate two
complex, but separated design processes. This approach is dominated by Siemens
(Process Simulate) and Dassault Systems (Delmia) providing solutions that can
potentially take CAD models and provide 3D kinematic simulations to validate the
mechanical design and engineering process, and generate code for deployment on
PLCs [18]. A related approach that has gained popularity uses Winmod for mod-
elling control behaviour and Invision for 3D modelling, which allows the virtual
commissioning and simulation of automation systems [33].

Traditional shop-floor applications are likely to be superseded by cloud-based
applications (where hardware control is not an issue), and with the introduction of
software-as-a-service (‘SaaS’) models, it means that software will be less hardware
dependent and more dynamic in nature as service upgrades should happen without
shop-floor intervention [6, 28].

Smart network attached devices are becomingmore andmore powerful and cheap
to produce; the expected resultant explosion in these devices will lead to more wide-
spread use of DCS, where devices will cooperate in a peer–peer way to meet the
system goals [8]. These devices will drive engineering tools and methods to han-
dle the building and development of systems as a set of cooperating modules or
components whose application logic is either centralised and the device behaviour
is orchestrated, or the application logic is distributed to the devices and the over-
all behaviour is choreographed. In either method, tools are capable of integrating
devices from different vendors and domains (e.g. business, external and automa-
tion components). One promising methodology for achieving this is the use of
AutomationML (www.automationML.org), which is described as a neutral data for-
mat for automation engineering.

In addition to these design and development tools, engineering tools are required
to support the complete life cycle of an automation system. In many cases, these
virtual engineering approaches are used to create automation systems and provide
visualisations that can be used as a catalyst for communication and understanding
between disciplines (such as mechanical, control and safety engineering) and even
the supply chain, but once the system is commissioned these models are not kept
up-to-date with changes that occur during its life, due to the time and cost associated
with maintaining the original models.

There is a requirement for lightweight visualisations that may be used to aid in
diagnostics and maintenance; these tools should be directly linked to the automation
systems such that changes may be quickly and simply made in the engineering tools
validated and thendeployeddirectly on the system, orwhen changes aremadedirectly
on the physical system when the model will reflect these changes implicitly. In this
way greater return on investment in modelling and simulation can be achieved.

If this trend of building heterogeneous systems continues, systems will become
more modular and componentised. This should enable systems to be built from
a blend of the best custom-built apps and off-the shelf-components, which could

www.automationML.org
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make the market more open and more competitive. The introduction of these will
be dependent on the ability of such systems to be maintained effectively and to
ensure that the production downtime is still kept to a minimum. Acceptance of such
technologies is likely to depend on familiarity of control representation (e.g. ladder,
timing/Gantt chart, function block diagrams), such that engineers will be able to
understand and maintain them using their core knowledge.

Advances in active tagging result in direct or indirect tagging of devices, work
pieces, employees, etc., and as they become cheaper and more widely used, future
automation systems shouldbe capable of using this information and integrating itwith
control to enhance performance (e.g. live inventory control), safety (e.g. employee
tracking) andmaintenance (e.g. location ofmechatronic devices). In conclusion, tech-
nological and infrastructural advances in automation system design manufacture and
deployment is happening rapidly, however, engineering tools capable of effectively
supporting and exploit these advances are severely lacking or fragmented. The chal-
lenge is therefore to provide engineering tools and effective interoperability between
such tools for the next generation of DCSs.

2.5 Towards SOA-Based Automation

Among the biggest challenges faced by manufacturing enterprises are the constant
demands to change their processes and products and still be able to manage the
inherent complexity in all levels of their production environment. In order to provide
the IT support needed to cope with these challenges, appropriate ways of designing
automation software systems are required. As a consequence, factory automation
providers are integrating the SOA approach in their solutions for Manufacturing
Execution Systems (MES), Enterprise Resource Planning (ERP) or Enterprise Asset
Management (EAM) systems.

However, many challenges remain when applying the service technology to the
shop floor devices characterised with limited resources and real-time requirements.
At this level, the interactions are still carried out using different fieldbus and industrial
Ethernet protocols with restricted interoperability across technology borders. This
limits the ability to enforce plant-wide, seamless integration of processes and services
leading to complex systems for monitoring and control that are heavily dependent on
the interactions with various resource constrained shop floor devices such as sensors
and actuators.

2.5.1 Building Service-Based Infrastructures

To overcome this situation and to address integration of very large numbers of
subsystems and devices (including field level devices) within a harmonised net-
working architecture, several European collaborative projects such as IMC-AESOP
[26], SIRENA [2], SODA [12], SOCRADES [9, 38], etc., investigated Web ser-
vices at the device level and integrated these devices with MES and ERP systems
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at upper levels of an enterprise architecture [10, 24, 27]. The first results shown
in pilot applications running in the car manufacturing, electromechanical assembly
and continuous process scenarios have been successful [4], confirming that the use
of cross-layer service-oriented architectures in the industrial automation domain is
a promising approach. Additional examples, coming from the IMC-AESOP project
are presented within Chaps. 7–10, highlighting the use of Web service technologies
within the domain of control and monitoring of batch and continuous processes.

The FP6 SOCRADES project evaluated several SOA solutions, applicable at the
device level in the context of manufacturing automation. The SOCRADES (DPWS
based) solution was provided as a complete open-source software component, which
was embedded in several devices and tools, and was demonstrated in electronic
assembly demonstrators, continuous process control and in interoperability trials.
A potential merger between DPWS and OPC-UA was also identified [3, 35]. Poten-
tial solutions were identified to reduce the costs of embedding DPWS in very simple
devices. Generic and application Web services were identified, specified and imple-
mented in prototype applications.

To overcome the often-poor integration between engineering methods and tools,
IMC-AESOP looked at tools and methods established, or emerging, in the process
control sector, plus applicable approaches from other domains relevant to an SOA-
based engineering approach. The engineering requirements of large-scale process
control systems were considered likely to be somewhat different from the smaller
scale systems previously considered in SOCRADES, i.e. in terms of control and
monitoring, traceability and integration with management systems, data acquisition
and reporting, and system reliability and security [30].

The IMC-AESOP project considered the state of the art in engineering tool life
cycle engineering capabilities and related user application requirements from the
perspectives of:

• Monitoring;
• Control;
• Enterprise and management integration systems, e.g. application of SCADA
and MES;

• SOA engineering methods, tool and the application of Web services;
• System visualisation, e.g. 2/3D system visualisation;
• Simulation methods, e.g. optimisation and key performance controls, prediction
of system behaviours;

• Quality control;
• Environmental factors, e.g. energy optimisation.

Based on the findings it is considered that, in an SOA context, engineering appli-
cations of the future will need to:

• Provide integration. People and computers need to be integrated to work collec-
tively at various stages of the product development and even the whole product
life cycle, with rapid access to required knowledge and information. Heteroge-
neous sources of information must be integrated to support these needs and to

http://dx.doi.org/10.1007/978-3-319-05624-1_7
http://dx.doi.org/10.1007/978-3-319-05624-1_10
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enhance the decision capabilities of the system. Bi-directional communication
environments are required to allow effective, quick communication between
human and computers to facilitate their interaction.

• Be heterogeneous. To accommodate multi-vendor and multi-purpose software and
hardware in both manufacturing and information environments.

• Be interoperable. Heterogeneous information and control environments may use
different programming languages, represent data with different representation lan-
guages and models and operate in different computing platforms. Yet these sub-
systems and components should interoperate in an efficient manner.

• Be open and dynamic. It must be possible to dynamically integrate new subsystems
(software, hardware ormanufacturing devices) into or remove existing subsystems
from the system without stopping and reinitialising the working environment.

• Be agile. Considerable attention must be given to reducing product cycle time to
be able to respond faster to customer desires. Agile manufacturing is the ability
to adapt quickly in a manufacturing environment of continuous and unanticipated
change and thus is an essential component in manufacturing strategies for global
competition. To achieve agility, manufacturing facilities must be able to rapidly
reconfigure and interact with heterogeneous systems and partners.

The advantage of Service-Oriented Architectures (SOA) in the industrial
automation domain aremanifold including: device virtualisation usingWeb services;
automatic composition, orchestration and configuration of distributed automation
functions and systems by means of service-based applications; use of technologies
at the research edge providing real-time and large-scale industrial automation and
control applications. However, as identified by the SOCRADES project the signifi-
cant benefits assume that several challenges will also be adequately addressed [38].

2.5.2 Virtualisation of Smart Embedded Automation Devices
with Web services

Typical production equipment like transport units, robots, but also sensors, valves,
etc., are considered as modules integrating mechanic, electronic, communication
and information processing capabilities. This means that the functionalities of the
modules are exposed via Web services into a network, as depicted in Fig. 1.2 [5].
Embedding Web service protocols into the automation device, e.g. DPWS or OPC-
UA [34] allows the transformation of traditional industrial equipment into the nodes
of an information-communication-network. Such nodes will be able to expose and
also to consume ‘Services’. Moreover, depending on the position and inter-relation
of such nodes to other nodes of the network, it becomes necessary to compose,
orchestrate and/or choreograph services.

The virtualisation of a mechatronic module transforms it into a unit able to ‘col-
laborate’ with other units. That is, a module that communicates with others, exposing
or consuming ‘Services’ related to automation and control functions. Recent trends
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Fig. 2.8 Web service classification for SOA-compliant smart embedded device

in the technology developments associated to automation devices facilitate the vir-
tualisation: Web service protocols are now embedded into a chip, integrated into
industrial automation and control devices.

Different specifications of a collaborative mechatronics module and the
corresponding smart automation device are virtualised and the resultant ‘Services’
can initially be classified according to the position and offered functionality of the
smart device. Figure2.8 shows an initial classification of the ‘Web services’ that will
be exposed to the network and will immediately be ready to be consumed/requested
from other nodes of the SOA-based network.

2.5.3 Configuring a Shop Floor as an SOA-Based Collaborative
Automation Network

A shop floor composed of smart embedded devices that follow the specifications
already discussed appears as a flat automation architecture, where each component
has aWeb service interface and may take part in various orchestrations collaborating
with other service-enabled devices and systems.

Within Fig. 2.9 the block with the denomination ‘Service Orchestration’ repre-
sents a module that is able to compose and orchestrate ‘Services’. This logic function
will be implemented in a centralised or distributed manner, depending on the kind of
virtualised system. This means, orchestration (or even choreography) engines will
be deployed into one or more smart automation devices, i.e., another SW compo-
nent and processing engine inside the smart device. Devices are ‘motors’, ‘valves’,
‘conveyors’, ‘storages’, ‘HMI’, ‘drives’ and generally any mechatronic components
with CPU-capability and embedded Web service stack. PLC and robot controllers
can also be transformed into ‘service producer/consumer’ integrating Web service
capabilities.
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One of the major outcomes of theWeb service-based virtualisation of a shop floor
is the possibility to manage the whole system behaviour by the interaction of Web
services, i.e. exposition, consumption, orchestration, choreography, composition of
the different kind of services exposed by the different SOA-compliant smart devices
and systems.

A deeper analysis of the SOA-based automation systems shows that the
SOA-based virtualisation, applied to an enterprise, makes a clear transformation
(from the architectural point of view) of the traditional hierarchical ISA-95 compliant
enterprise architecture into a ‘logical’ flat architecture [28]. This major and funda-
mental outcome of the Web service-based virtualisation of a shop floor relies on the
fact that the ‘Services’, when they are exposed using the same Web service-based
protocol, are directly consumed, composed and/or orchestrated in an independent
way from the source (where these services are physically originated). AWeb service
exposed by the MES component (located in the ISA-95 Level 3) can immediately be
composed with a Web service generated by a valve (located in the ISA-95 Level 1).

Topological and architectural characteristics are driven by user or application
needs with respect to latest, proven or acceptable technological capabilities. IMC-
AESOPproposes and follows the idea of establishing a service cloud fulfilling today’s
requirements for production management systems. The composition of the cloud is
targeted towards the suitability of supporting IEC 62264 operations and activities.
Thus, one may still keep the organisational aspects established in today’s production
systems, while migrating to a future SOA-based underlying architecture, exploiting
the desirable capabilities inherent to SOA.
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2.6 Conclusion

PLC, SCADA and DCS systems are the basis for monitoring and controlling
industrial applications at lower levels within the plant hierarchy. Upper levels are
dominated by MES and ERP systems. Information exchange at lower levels is char-
acterised by a data-centric approach utilising industrial serial fieldbus systems or
Ethernet-based communication supported by appropriate engineering concepts and
tools. Diverse standardisation activities towards interoperability have been under-
taken in the past, focussing individual device classes, programming concepts or
communication capabilities of neighbouring levels. All these, as roughly introduced
within this section, are widespread across industrial sectors.

The more complex, large and diverse applications become, limits are reached
by existing technologies requesting improvements or even new technologies to be
introduced. On the other hand, innovations may only be as large and introduced as
fast, as the user is able and willing to adopt them. Consequently, every work towards
challenging targets must start from the base-ground. This chapter was dedicated to
give a brief, not raising any claim for completeness, overview of the state of the art in
industrial automation as well as some progress actually monitored. Based on this, the
following chapters will introduce the innovative results of the IMC-AESOP project.
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