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Abstract. Computer architecture has undergone dramatic changes due
to technology innovation. Some emerging architectures, such as GPUs
and MICs also have been successfully used for parallel computation in
the today’s HPC field. Nowadays, people frequently have to port appli-
cation to a new architecture or system and to expand its functional-
ity for a better performance while in the meantime to meet the new
hardware environment need. However, many scientific application legacy
codes have a relative large size and long development cycle, so it’s a very
challenging job to port legacy codes to a new environment. And current
codes porting process is a manual, time-consuming, expensive and error-
prone process, which requires a team of people work together. Barely any
useful tools can be used to ease the porting process in High Performance
Computing (HPC). In this paper, we present a tool called Klonos, which
is designed for assisting scientific application porting. Based on similarity
analysis of code syntax and cost-model provided metrics, we are able to
find codes which can be optimized similarly without the need of profil-
ing the codes. The proposed porting plan can systematically guide users
for selecting subroutines in a way which maximizes the reuse of similar
porting strategy. We evaluate Klonos by applying it to a real scientific
application porting to a shared memory environment using OpenMP.
According to our experiment result, which shows that Klonos is very
accurate to detect similar codes which can be ported similarly.

1 Introduction

HPC systems have been continually evolving, driven by technology innovation in
computer hardware, operating systems, network protocols, and system libraries.
As a result, applications that have been developed and tuned for older systems
often require significant code changes to utilize the capabilities of the newer
systems. The process of code changes for a new system is called software porting.
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Fig. 1. Accelerator/Co-Processor Treemap of Top500 released in November 2012

In software engineering, software porting refers to the process of adapting soft-
ware originally designed for one computing environment so that an executable
program can be created for a different computing environment [28]. This process
is a task that frequently arises in HPC, and it poses particular challenges in this
domain.

On the roadmap toward exascale computing, a major challenge with respect
to supercomputer design is the need to provide higher levels of computational
power at dramatically lower rates of power consumption. The use of GPUs as co-
processors is rapidly becoming a popular and powerful way to perform parallel
computation. In Fig. 1, according to the Treemap (Accelerator/Co-Processor)
of the Top500 List [19], released in November 2012, we see that the emerging
co-processor such as GPUs and MICs are playing a greatly increased role in the
supercomputers listed in the Top500. On the one hand, these co-processor- (or
vector processor-) based heterogeneous systems provide more computation and
power balance, but on the other hand, complicate programming models, which
makes application porting more challenging than ever.

The Titan supercomputer at Oak Ridge National Laboratory is equipped
with NVIDIA graphics processing units (Kepler K20x GPUs). In order to migrate
codes to Titan, scientists need to know how to exploit not only the large number
of CPU cores, but also the GPUs that are configured on the nodes. They will
need to create new computational kernels with suitable granularity to exploit
the GPUs, while minimizing costly data movement, exploiting complex memory
subsystems, and mapping work to balance the overall load. They may need to
use a hybrid programming model, such as adding OpenMP [1,3] and accelerator
directives [12,13] to MPI applications [27], or they may introduce Pthreads [4]
or an APT designed for accelerators [22,23].

CUDA and OpenCL are two popular programming APIs specifically used for
GPU programming, however programmers often have to restructure and write
kernels for running regions of code on GPU. Worse still, the syntax of CUDA or
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OpenCL code is quite different from the traditional C and Fortran languages,
which makes it almost impossible for programmers with no CUDA or OpenCL
background to understand and maintain the code. Directives-based program-
ming models like OpenMP, HMPP, PGI and OpenACC for GPU programming
that can greatly increase programming productivity, have been proposed to face
such challenges. Reference [14] have explored and compared popular program-
ming models used for GPUs, showing that a directives-based approach is able to
achieve similar or even better performance compared to CUDA and OpenCL. By
raising the level of abstraction, directives-based models will enable incremental
development and increase programming productivity, fast prototyping and retar-
getability for future new development environment and hardware. Reference [18]
summarizes the authors’ experience of porting a simulation of turbulent combus-
tion application to a GPU by using OpenACC. Although directives-based pro-
gramming models to some extent ease the programmability burden, the whole
porting process is still manual, time-consuming and error-prone.

Profiling tools are used to find computationally intensive code regions and
then offload them to GPUs, followed by either a manual or compiler-driven
restructuring for performance tuning. The quality of code porting relies solely
on the user’s programming experience. There are very few tools that can assist
the porting process. The whole process requires a lot of work, and worse still,
neither programmers or compilers can reuse previous experience for structurally
similar code. In order to ease the process of porting software to a new system, we
have created a tool called Klonos, which is able to provide a porting plan based
on similarity analysis. This tool allows programmers and compilers to reuse port-
ing experience as much as possible during the porting process. In this paper, we
use the OpenMP programming model as an example to show how we can apply
Klonos for porting serial code to a shared-memory programming environment.
The main contributions of this paper are that: (1) we adapt cost-model provided
metrics to capture code similarity in terms of optimization or porting, which
saves the trouble of running the application for profiling information collection;
(2) we propose a method for combining syntactic and cost-model-provided met-
rics clusters which aggregate similar subroutines that can be ported similarly.
(3) we validate the Klonos tool by applying it to a large scientific application
that is in production use. Our experiments shows that Klonos is an accurate
tool for detecting subroutines that can benefit from similar porting strategies,
and which reuse the programmers’ or compiler’s porting experience as much as
possible. For clarity, Table 1 explains terms used in this paper.

This paper is organized as follows: Sect.2 summarizes related work for the
software porting. Section 3 describes the framework of Klonos and the cost model
metrics which we introduced for detecting subroutine similarity in terms of port-
ing or optimization. Section 4 evaluates Klonos tool for porting a real application
called GenIDLEST to a shared programming environment by using OpenMP.
Section 5 is the conclusion and future work.
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Table 1. Terminology used in the Klonos tool

Term Description

Similarity A percentage score used to describe the match between
a pair of sequences

Similarity distance matrix | A matrix (two-dimensional array) containing the
distances, taken pairwise, of a set of subroutines.
Matrix size is NxN, N is the number of subroutines

Family distance tree A tree structure which is constructed based on the
similarity distance matrix. Inside the tree,
subroutines with similar code structure will be
grouped into one sub-tree

Porting strategy A solution for adapting a program to a different or new
platform while guaranteeing program correctness and
efficiency

Porting cluster A group of clusters with subroutines in each cluster

share the same syntactic and cost-model provided
metrics clusters

Porting plan A process of making plans for deciding the porting
orders among the porting groups to a new platform
in order to reuse porting strategies as much as
possible

2 Related Work

Various techniques are used to port software from one environment to another.
Two of these techniques used in the evolution of legacy codes are software refac-
toring and re-engineering. Additionally, a directives-based approach is used to
guide the compiler while minimizing code changes and retaining the original
syntax. With the help of code transformation tools, such restructuring work can
be carried out (semi-)automatically, greatly improving work productivity.
Software refactoring is an important technique for the development and evo-
lution of complex software systems. This technology saves development time and
effort by reusing much of the existing design and code. Reference [20] uses some
design tactics that assist users when evolving code from an existing software sys-
tem, rather than starting from scratch. However based on their proposed app-
roach, the onus is on the programmer to build a case model and object-oriented
design model. The development team must also go manually through a discovery
process to determine the structure of the code [8]. The discovery process is difficult
and time-consuming, and it also not trivial to determine architecture features from
the source code. Software re-engineering is the examination, analysis and alterna-
tion of an existing software system to reconstitute it for a new system. But this
technique usually comes with extremely high manual re-engineering costs, and
it’s hard to get a global view for code, data, process re-engineering. Additionally
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the re-engineered system might perform inadequately. We still needs a tool to
accurately provide us a code review.

A directives-based programming approach can be used to increase program-
mability and keep code concise. OpenMP serves as the de facto directives-
based standard for parallel programming on shared memory systems, and is now
deployed beyond pure HPC to include embedded systems, real time systems, and
accelerators [6]. This directives-based approach greatly increases programming
productivity, although it is not easy to write highly efficient code simply by
adding directives, as unexpected overheads or side-effects may be introduced. In
order to remedy this, several tools have been proposed: [16] develops an envi-
ronment integrated with a tool called CAPO [5] where the user can navigate
through both the program structure and performance data information in order
to make efficient optimization decisions during the process of porting sequen-
tial applications to parallel computer architectures. ParaWise [15] parallelizes
applications, including the automatic insertion of message passing communica-
tions and/or OpenMP directives. However, all of those tools are limited to the
compiler for the code analysis, no optimization strategies can be reused, and the
analysis capability is inaccurate in some cases.

A code transformation technique, [25] describes the porting strategy for
translating from COBOL to C/C++ based. However this tool is outdated since
COBOL is not used in the HPC field. There are some other tools such as
CHILL [7], POET [30] which provide code transformation for a target system.
But the code transformation replies on users to manually write transformation
scripts, also it’s lack of capability of finding code regions which could apply code
transformation. T'SF [21] is a pattern matching based code transformation tool
only for Fortran code engineering, but it’s lack of capability to find how similar
of the code regions could be applied for code transformation. Hercules [17] is
another code transformation tool that could be used to apply optimizing trans-
formations, but we still need a tool to identify code regions in which these trans-
formations could be applied. The Hercules project from Oak Ridge relies on a
transformation recipe and a compiler plug-in infrastructure to apply the transfor-
mation processes at compile time. Although early evaluations of Hercules suggest
that the pattern matching approach is feasible on current computer resources,
the task of defining patterns may become daunting to the programmer, and a
tool to assist with the creation of this pattern creation based on similar code is
needed.

3 Klonos Framework

Klonos [11] is the tool we designed for assisting software porting. This tool is
based on the similarity analysis with the help of the OpenUH [24] compiler. As
Fig. 2 shows, the main framework of Klonos is comprised of static, dynamic and
cost-model metrics collection and porting planning analysis.
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3.1 Static Metrics

For static metrics collection, we reply on the compiler to collect code syntactic
information. Additional functionality to track pattern information in the gen-
erated parse tree has been added to OpenUH as part of this work. During the
traversal process, each key operator or operand visited by the compiler will be
decoded into a unique character, which is defined by a node map that was defined
in advance. This maps the hierarchical source code information into a flattened
sequence. Next, a sequence alignment is constructed to evaluate the subroutine
syntactic similarity for each pair of subroutines. Based on the syntactic similar-
ity score for each pair of subroutines, a family distance tree is built, showing
the aggregation of structurally similar subroutines. This aggregation is called
a “syntactic cluster”. This method is easy to use and quite scalable compared
to the graph comparison method. Reference [10] describes these steps in more
detail.

3.2 Dynamic Metrics

Syntactic analysis is able to help find similar code quickly, which provides the
ability to apply similar optimization strategies to that code. However, simi-
lar code structure does not guarantee that similar optimization techniques will
apply. For example, the parallelization strategy for a particular loop structure
would be totally different if we alternate an array name which might introduce
loop-carried dependence. In order to ensure a particular optimization or paral-
lelization strategy can be safely applied for similar codes, code feature metrics
such as parallelization, vectorization, and memory access pattern related met-
rics need to be taken into consideration. In selecting dynamic metrics, we choose
metrics that are able to reflect and capture the memory behaviors of an appli-
cation. In [9], the following hardware counters were collected using AMD Code-
Analyst: “DC accesses”, “DC misses”, “DTLB L1M L2M”, “CPU clocks”, “Ret
branch” and “Ret inst”. Once those metrics are available, Weka [2] is used to
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create “dynamic clusters” for subroutines based on these code features, using the
K-means algorithm to calculate the Euclidean distance for each pair of
subroutines.

3.3 Cost-Model Metrics

The aggregated structural information provided by the static metrics, and the
aggregated behavioral information provided by the dynamic metrics combine to
identify a viable porting plan for an application. However, it is still impractical
to run an entire application to collect the performance sampling data, especially
for a large application which consists of millions lines of code. To analyse a very
large data set generated by such a run is difficult and time-consuming. Even if
it is possible to collect this kind of performance data, the output is sensitive
to the content of the input data and sampling information varies significantly
between different execution phases. It is also evident that many optimization or
code restructuring techniques used during porting are target specific, and lead
to variations in performance on different platforms. So different cost-models will
be used for different target systems. A cost model is a performance estimation
without regard to specific input data, and is used by the compiler to select
different optimization algorithms. OpenUH uses a shared memory processor cost
model to evaluate different combinations of optimizations and to decide if there
is enough work (in processor cycles) to gain from automatic parallelization of a
loop. The cost model is essential to evaluate whether it is worth applying static
optimizations to loops and consists of three major components: the processor,
cache, and parallel overhead [29]. The similarity of code is measured by analysing
the similarity of cost-model-based metrics. Sections of code that exhibit the same
metrics are likely to benefit from similar optimization and porting strategies. The
cost model provided metrics used are: estimated number of iterations, suggested
parallelization, loop parallelizable attribute, loop vectorizable attribute, loop
vectorized number, loop align peeled, work estimate, loop depth. These metrics
are key factors used in the cost model for optimization strategy selection, which
can accurately capture the internal code optimization characteristics.

4 Experiments

GenIDLEST is a Fortran program that simulates transitional and turbulent
flows in complex geometries [26]. This application features both shared mem-
ory (OpenMP) and distributed memory (MPI) parallelism, which leads to a
high degree of portability between computer architectures. This application is
thus ideal for the porting planning strategy verification that we propose to per-
form with the Klonos tool. First, we use Klonos to analyze the serial version
of GenIDLEST, and then generate a porting plan for a parallel version of the
code using OpenMP. By referring to the optimized GenIDLEST OpenMP code,
we are able to verify the accuracy of the proposed OpenMP porting plan with
Klonos.
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Fig. 3. The subroutine similarities of the GenIDLEST application

4.1 GenIDLEST Similarity Analysis

GenIDLEST has a total of 264 subroutines. Before we perform the syntactic sim-
ilarity analysis, we pre-process the generated sequence pattern files by exclud-
ing subroutines with only one function invocation inside them, since those files
only contribute noise through many highly syntactically similar pairs. After the
pre-processing steps, next we generate a similarity square matrix by comparing
each pair of subroutine sequences until all the subroutines have been consumed.
Figure 3 shows the 3D visualization of GenIDLEST subroutines. It lists the over-
all similarities among all the subroutines. Axes X and Y are subroutines, the Z
axis represents the similarity score for each pair of subroutines. The node map
legend shows the level of similarity. Red means high similarity and blue means
low, or no, similarity. The diagonal shows subroutine self-similarity. Figure 4 is a
circular family distance tree with height of 31. It shows the overall relationship of
syntactic similarity for GenIDLEST subroutines after pre-processing. The fam-
ily distance tree lists similarity relationships of 254 subroutines, which the total
number of subroutines after preprocessing that excludes subroutines with only
one function call inside.

Table 2 summarizes the statistics of the similarities of subroutines after pre-
processing. GenIDLEST has 1327 subroutine pairs that maintain syntactic sim-
ilarity of greater than 50 %, which means a majority of subroutines look similar
structurally.

4.2 Syntactic Clustering Analysis

Figure 5 shows the relationship of the number of correct porting similar sub-
routine pairs with setting different number of clusters based on code syntactic
similarity. In Fig.5(a), we can the see the number of similar subroutine pairs
using similar porting directives decreases gradually as the syntactic based cluster
number increases. Figure 5(b) shows the ratio of similar subroutine pairs using
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Fig. 4. The overall family distance tree for GenIDLEST
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similar porting directives over the total number of similar subroutine pairs from
the “syntactic cluster”. As we can see, the ratio is less than 40 %, which means
the porting accuracy is very low by only using cost-model provided metrics for
porting clustering.

To further divide hierarchical clustering into fine-grained syntactic groups,
we propose three methods to cluster the tree, based on: (A) the user inputs
the tree depth value, which is used to divide the tree. (B) a similarity distance
value serves as a threshold to divide the tree: if the distance between current
the node and its parent is greater than the distance threshold, then the current
node and its descendants will be separated into a subtree. (C) a combination
of the first two methods; this combination method clusters the tree based on
user input of tree depth and similarity distance. Our goal is to find a cluster
number that is able to put syntactically similar subroutine pairs into groups as
much as possible while maintaining a moderate group size. Based on previous
empirical experience, a syntactic value of 50 % is a suitable threshold [9], so in
our experiment we use that threshold value and the input depth of the tree for
clustering.

4.3 Cost-Model Metrics Clustering Analysis

To better understand the relationship between the cost-model-provided metrics
and similar optimization or porting strategy, we only used the cost-model metrics
to cluster the subroutines and then check the number of subroutine pairs which
use the same optimization directives or strategies. Figure 6(a) depicts the rela-
tionship between the number of subroutine pairs that use similar directives and
the number of clusters, which is set manually based on the cost-model metrics.
When changing the number of clusters based on the cost-model metrics, we can
see the number of subroutine pairs using similar directive strategies decreases
gradually until it reaches a constant. Figure 6(b) shows the ratio of subroutine
pairs using a similar porting strategy over the total number of subroutine pairs
that have been clustered with respect to different numbers of clusters. According
to this result, we find that relying purely on cost-model provided metrics for clus-
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Fig. 6. Cost-model metrics based cluster for GenIDLEST application
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tering subroutines results in low accuracy (below 46 %) for detecting subroutine
pairs that can be ported or optimized in the same way. To obtain a reasonable
number of clusters for cost-model metrics, we define and use a “Good ratio”
to set the number of clusters. “Good ratio a percentage score of the number of
subroutine pairs with syntactic similarity greater than 50 % over the total num-
ber of subroutine pairs in the clusters. We select a cluster number with highest
“Good ratio” to make structurally similar subroutines aggregated as many as
possible for similar porting experience reuse.

In Fig.7, the Y-axis is the percentage of the number of subroutine pairs
with syntactic similarity greater than 50 % over the total number of subroutine
pairs in the clusters. We use the term “Good ratio” to define this percentage
score in the next text. The X-axis is the number of clusters manually set for
clustering subroutines based on cost-model metrics In this diagram, we can see
that the “Good ratio” is around 16 % when the number of clusters is set to
8 and 41 respectively. When setting up the number of cluster based on cost-
model provided metrics, we want to choose a cluster number which could result
in “Good ratio” while maintaining a moderate group size to void a scenario of
generating too many combined clusters. Considering this, we set the number of
cluster for cost-model metrics to 8 in our experiment.

4.4 Combination of Syntactic and Cost-Model Based Clusters

Relying solely on either syntactic or cost-model-provided metrics results in low
accuracy when detecting similar subroutine pairs that could be optimized or
ported similarly. By incorporating these two metrics we can greatly increase the
accuracy of the process of detecting subroutine pairs to be ported in the same
way.

In Sect. 4.3, we found that we can get a “Good ratio” by setting cost-model
provided cluster number to 8. To discover the relationship between those two
clusters, we tried different combinations of numbers of clusters for the syntactic
and cost-model-based clusters. To control the size of combined clusters, we set
cost-model provided clusters from 1 to 9 in the relationship of syntactic and
cost-model cluster analysis. Our goal is to accurately aggregate similar subrou-
tines into groups as much as possible, which provides the opportunity to find
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subroutines that can be optimized in the same way. In Fig. 8, the X-axis is the
ratio of the number of subroutine pairs with syntactic similarity more than 50 %
over the total number of subroutine pairs based on current combined clustering
methods. The Y-axis is the number of clusters obtained by using different dis-
tance values from 0 to 100. Inside each cluster, we vary the number of clusters
based on the cost-model metrics, resulting in the “heart-beat” shape diagram.
We observe that the ratio reaches a peak in this diagram when setting the cost-
model metrics-based cluster to 8, which is exactly the number of cluster we can
get peak “Good ratio” value in our cost-model metrics analysis described in
Sect. 4.3.

4.5 Improved Verification Methodology

To increase the accuracy of verification, our improved methodology focuses on
the syntax of OpenMP directive comparison directly. We add functions into
the phase of code sequence extraction (described in Sect.3.1). If any OpenMP
directive is detected in a subroutine, a separate “.opt” file will be generated:
this is used to record a loop position index from its corresponding subroutine
code sequence, and optimization sequences by encoding OpenMP directives into
sequences according to the code map defined in Table 3.

Assume we have subroutines A and B in a combined cluster group. There are
three cases that can be classified when comparing their similar optimization or
porting strategy: (1) Neither A nor B have corresponding “.opt” files. We treat
A and B in the same way, meaning neither of them could be optimized. (2) Only
one of A and B has a “.opt” file, which means one was optimized and the other
was not. Therefore A and B do not count as similar for optimization, and do
not use similar directives for porting. (3) Both A and B have “.opt” files. In this
case, we perform code sequence alignments first. We are able to see which loops
have been aligned by referring the loop index obtained from a code sequence
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back to the corresponding “.opt” file. For aligned loops, we check the OpenMP
encoded directive sequences directly to check if two similar subroutines can have
similar optimization directives applied to them for porting purposes.

4.6 Porting Strategy Verification

Based on analysis of clustering using syntactic and cost-model metrics listed in
Figs. 5 and 6, we found that either using syntactic distance or cost-metric metrics
only as cluster method will results in inaccurate clustering for making porting
planning. Our goal is to minimize the number of clusters while in the meantime
to make sure accuracy for clustering similar subroutines using similar porting
directives. According to Fig.8 shows that we can have maximum similar pairs
ratios for subroutine pairs fall into the same syntactic and cost-model metrics
based cluster So we set up the number of code-model provided metrics cluster (or
short for cost-model cluster) to 8 in our experiment and then make a comparison
of the accuracy of porting. By setting distance value to 50 and depth to 5 based
on the shape of the tree, then we are able to divide the tree into 9 clusters for
syntactic cluster. By merging the syntactic and code feature clustering, we divide
the 254 subroutines into 25 groups. Subroutines within each group fall into the
same syntactic and code-model cluster. After combining syntactic and code-most
metric based clusters or combined cluster, next comes to step of verifying the
correctness of similar directives used for subroutines fall into combined cluster.
The ratio of all subroutine pairs using similar optimization reaches 49.51 % in
our experiment. Figure 9(a) shows the relationship of similar optimization ratio
over the 254 subroutines with respect to the syntactic similarity for subroutine
pairs which fall into the same syntactic and code-model cluster when setting the
cost-metrics based cluster number to 8. As the figure shows, the correctness of
using similar directive for parallelizing the code is almost 80 % for subroutine
pairs who fall into the same syntactic and code-model cluster with syntactic
similarity is greater than 50 %. Figure9(b) shows the number of pairs using
similar porting strategy in detail.
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Fig. 9. Verification of GenIDLEST porting planning analysis
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Higher syntactic similarity will result in using similar directive parallelization
strategy for subroutine pairs with the same syntactic and code feature cluster.
This result proves that our similarity based methodology is very effective and
accurate in detecting similar subroutines which could use similar porting or
optimization strategy. Using cost-model based metrics are accurate for capturing
code similarity in terms of optimization or porting, which saves the trouble of
running applications to collect profiling information.

5 Conclusions and Future Work

In this paper, we have expanded the notion of code similarity analysis to cost-
model-provided metrics for detecting similar porting strategies for similar sub-
routine pairs, thus avoiding the burden of running applications to gather profiling
information.

We have validated Klonos by applying it to GenIDLEST, a real scientific
application, that was originally written as serial code and then parallelized for
a shared memory environment using OpenMP. By referring to the optimized
OpenMP GenIDLEST code, we discovered that the OpenMP directives proposed
by Klonos are both accurate and effective. This porting approach is quite easily
extended to other directive based approaches for code migration to different
architectures (e.g. PGI, OpenACC, HMPP etc.).

Future work will include exploring cost-models for porting code to other
accelerators. We will also use data mining techniques to create a framework
which can automatically find combinations of syntactic and cost-model clusters
to increase porting accuracy. Additionally, we will implement a GUI to visualize
the process of generating porting plans.
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