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Abstract. This book chapter deals with the problem of scheduling mul-
tiprocessor real-time tasks by an optimal EDF-based scheduling algo-
rithm. Two forms of automatic reconfigurations which are assumed to
be applied at run-time: Addition-Removal of tasks or just modifications
of their temporal parameters: WCET and/or deadlines. Nevertheless,
when such a scenario is applied to save the system at the occurrence of
hardware-software faults, or to improve its performance, some real-time
properties can be violated at run-time. We define an Intelligent Agent
that automatically checks the system’s feasibility after any reconfigura-
tion scenario was applied on a multiprocessor embedded system. Indeed,
if the system is unfeasible, then the Intelligent Agent dynamically pro-
vides precious technical solutions for users to send sporadic tasks to idle
times, by modifying the deadlines of tasks, the worst case execution times
(WCETS), the activation time, by tolerating some non critical tasks, by
sending some tasks from their current processors to be scheduled in other
processors, or in the worst case by removing some soft tasks according to
predefined heuristic. We implement the agent to support these services.

Keywords: Real-time reconfigurable sporadic tasks - Intelligent agent -
Multiprocessor systems automatic reconfigurations -+ EDF-based
scheduling algorithm

1 Introduction

Nowadays, the new generations of embedded control systems are addressing new
criteria such as flexibility and agility [1]. For these reasons, there is a need to
develop tools, methodologies in embedded software engineering and dynamic
reconfigurable embedded control systems as an independent discipline. Each
system is a subset of tasks. Each task is characterized by its worst case execution
times (WCETs) CP** | an offset (release time) a?**, a period TP*¥" and a dead-
line D? Wh for each reconfiguration scenario ¥y, (h€1..M, we assume that we
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have M reconfiguration scenarios) and on each processor p, (p € 1..K, we assume
that we have K identical processors numbered from 1 to K), and n real-time
tasks numbered from 1 to n that composed a feasible subset of tasks entitled
&o1d- The general goal of this work is to be reassured that any reconfiguration sce-
nario ¢y, changing the implementation of the embedded system does not violate
real-time constraints: i.e. the system is feasible and meets real-time constraints
even if we change its implementation and to correctly allow the minimization
of the response time of this system after any reconfiguration scenario [1]. To
obtain this optimization (minimization of response time), we propose an intelli-
gent agent-based architecture in which a software agent is deployed to dynami-
cally adapt the system to its environment by applying reconfiguration scenarios.
A reconfiguration scenario 1, means the addition, removal or update of tasks in
order to save the whole system on the occurrence of hardware/software faults, or
also to improve its performance when random disturbances happen at run-time.
Sporadic task is described by minimum interarrival time P/ ¥ which is assumed
to be equal to its relative deadline DY ’d’h, and a worst-case execution time
(WCET) C? n for each reconfiguration scenario 1, and on each processor p.
A random disturbance is defined in the current work as any random internal
or external event allowing the addition of tasks that we assume sporadic or
removal of sporadic/periodic tasks to adapt the system’s behavior. Indeed, a
hard real-time system typically has a mixture of off-line and on-line workloads
and assumed to be feasible before any reconfiguration scenario 1. The off-line
requests support the normal functions of the system while the on-line requests are
sporadic tasks to handle external events such as operator commands and recov-
ery actions which are usually unpredictable. For this reason and in this original
work, we propose a new optimal scheduling algorithm based on the dynamic
priorities scheduling Earliest Deadline First (EDF) algorithm principles on each
processor p and for each dynamic reconfiguration scenario ¥y in order to obtain
the feasibility of the system at run-time, meeting real-time constraints and for
the optimization of the response time of this system. Indeed, for independent,
preemptable tasks, on a uni-processor, EDF is optimal in the sense that if any
algorithm can find a schedule where all tasks meet their deadlines, then EDF
can meet the deadlines [2].

According to [3], a hyperperiod is defined as HP = [, 2 x LCM + (],
where LCM is the well-known Least Common Multiple of the tasks periods
and ( is the largest task offset. This algorithm, in our original work assumes
that sporadic tasks span no more than one hyperperiod of the periodic tasks
HP@Yn) = [¢P¥r) 2% L,CM 4+ ¢P:¥r)], where LCMP+¥» is the well-known Least
Common Multiple of tasks periods and (¢P>%*) is the largest task offset of all
tasks 7} n for each reconfiguration scenario ¢, on each processor p. The prob-
lem is to find which solution proposed by the agent that reduces the response
time. To obtain these results, the intelligent agent calculates the residual time
RY "1 hefore and after each addition scenario and calculates the minimum of

opt
those proposed solutions in order to obtain Respi’wh optimal noted Respi’wh "
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Where Respz’whopt is the minimum of the response time of the current system
under study calculated by the intelligent agent.

To calculate this previous value Respg’whopt, we proposed a new theoretical
concepts Rf’w’l, Sf’w’l, sf’d’h, ff’wh and Lf’w’l for the case of real-time sporadic

operating system (OS) tasks. Where Rf’d’h is the residual time of task O'f’wh,

Sf’d’h denotes the first release time of task Jf’wh, sf’wh is the last release time of
task %", fP" denotes the estimated finishing time of task o?*”, and LP**"

denotes the laxity of task o? ¥n for each reconfiguration scenario v, and on each
processor p.

The organization of this work is as follows. Section 2 introduces the related
work of the proposed approach and gives the basic guarantee algorithm. In
Sect. 3, we present the new approach with deadline tolerance for optimal schedul-
ing theory. Section4 presents the performance study, showing how this work is
a significant extension to the state of the art of EDF scheduling and discusses
experimental results of the proposed approach research. Section 5 summarizes the
main results and presents the conclusion of the proposed approach and describes

the intended future works.

2 Background

We present related works dealing with reconfigurations and real-time scheduling
of embedded systems. Today, real-time embedded systems are found in many
diverse application areas including; automotive electronics, avionics, telecom-
munications, space systems, medical imaging, and consumer electronics. In all
of these areas, there is rapid technological progress. Companies building embed-
ded real-time systems are driven by a profit motive. To succeed, they aim to
meet the needs and desires of their customers by providing systems that are
more capable, more flexible, and more effective than their competition, and by
bringing these systems to market earlier. This desire for technological progress
has resulted in a rapid increase in both software complexity and the processing
demands placed on the underlying hardware [3].

To address demands for increasing processor performance, silicon vendors no
longer concentrate wholly on the miniaturisation needed to increase processor
clock speeds, as this approach has led to problems with both high power con-
sumption and excessive heat dissipation. Instead, there is now an increasing trend
towards using multiprocessor platforms for high-end real-time applications [3].

For these reasons, we will use in our work the case of real-time scheduling on
homogeneous multiprocessor platforms. Before presenting our original contribu-
tion, we will present some definitions below. According to [1], each periodic task
is described by an initial offset a; (activation time), a worst-case execution time
(WCET) C;, a relative deadline D; and a period T;.

According to [4], each sporadic task is described by minimum interarrival time
P; which is assumed to be equal to its relative deadline D;, and a worst-case exe-
cution time (WCET) C;. Hence, a sporadic task set will be denoted as follows:
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Syse = {0:(Ci, D;)}, i=1 to m. Reconfiguration policies in the current paper
are classically distinguished into two strategies: static and dynamic reconfigura-
tions. Static reconfigurations are applied off-line to modify the assumed system
before any system cold start, whereas dynamic reconfigurations are dynamically
applied at run-time, which can be further divided into two cases: manual recon-
figurations applied by users and automatic reconfigurations applied by intelligent
agents [1,5]. This book chapter work focuses on the dynamic reconfigurations
of assumed mixture of off-line and on-line workloads that should meet deadlines
defined according to user requirements. The extension of the proposed algorithm
should be straightforward, when this assumption does not hold and its running
time is O(n+m) [6].

2.1 State of the Art

Nowadays, several interesting studies have been published to develop reconfig-
urable embedded control systems. In [7] Marian et al. propose a static reconfigu-
ration technique for the reuse of tasks that implement a broad range of systems.
The work in [11] proposes a methodology based on the human intervention to
dynamically reconfigure tasks of considered systems. In [10], an ontology-based
agent is proposed by Vyatkin et al. to perform system reconfigurations according
to user requirements and also the environment evolution. Window-constrained
scheduling is proposed in [8], which is based on an algorithm named dynamic
window-constrained scheduling (DWCS). The research work in [9] provides a
window-constrained-based method to determine how much a task can increase
its computation time, without missing its deadline under EDF scheduling. In [9],
a window-constrained execution time can be assumed for reconfigurable tasks in
n among m windows of jobs. In the current paper, a window constrained schedule
is used to separate old and new tasks that assumed sporadic on each processor
p and after each reconfiguration scenario ;. Old and new tasks are located in
different windows to schedule the system with a minimum response time. In [5],
a window constrained schedule is used to schedule the system with a low power
consumption.

In the following, we only consider periodic and sporadic tasks. Few results
have been proposed to deal with deadline assignment problem. Baruah, Buttazo
and Gorinsky in [1] propose to modify the deadlines of a task set to minimize
the output, seen as secondary criteria of this work. So, we note that the optimal
scheduling algorithm based on the EDF principles and on the dynamic recon-
figuration scenario v, is that we propose in the current original work in which
we give solutions computed and presented by the intelligent agent for users to
respond to their requirements.

2.2 Formalization

To illustrate the key point of the proposed dynamically approach, we assume that
there are K identical processors numbered from 1 to K, and n real-time tasks
numbered from 1 to n that composed a feasible subset of tasks entitled £,;4 and
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need to be scheduled. At time t and before the application of the reconfiguration
scenario vy, each one of the tasks of &4 is feasible, e.g. the execution of each
instance in each processor is finished before the corresponding deadline and the
tasks are not assumed to be arranged in any specific order.

Every processor p assigns a set of periodic tasks T'S? = {7, 75, ..., 7P}. This
allocation is made with an allowance algorithm at the time of the design, for
example by using one of the well known techniques: first-fit (FF), next-fit (NF),
best-fit (BF), worst-fit (WF). These tasks are independent and can be inter-
rupted at any time. Every task 77 has an execution time (Worst Case Execution
Time) C?, one period T?, a deadline D¥ which is assumed to be less than or equal
to its period, e.g. DY < TP. Every task instance k has to respect its absolute
deadline, namely the k*" authority of the task 77, named 77 '}, must be completed
before time D}, = (k—1)T} + D} These tasks are handled by a global scheduler
(GS), which assigns them to processors by using the state informations of the
local schedulers. Moreover, under EDF scheduling, a task will fit on a processor
as long as the total utilization of all tasks assigned to that processor does not
exceed unity (the total utilization factor =1). Finally, for reasons of simplicity,
we assume that the migration cost of the tasks are equal to zero.

We assume now the arrival at run-time of a second subset &, which is
composed of m real-time tasks at time ¢; ({4 = t + At). We have a system
Currentsys (t1) composed of n 4+ m tasks. In this case a reconfiguration scenario
1y, is applied. The reconfiguration of the system Sys¥* means the modification
of its implementation that will be as follows at time ¢1:

£V = Currentsys( 1) = Eog U EYE

new

where £,4 is a subset of old tasks which are not affected by the reconfiguration
scenario 1, (e.g. they implement the system before the time t1), and &%, a
subset of new tasks in the system. We assume that an updated task is considered
as a new one at time t;. When the reconfiguration scenario vy, is applied at time

t1, two cases exist:

— If tasks of £¥% = £,q U £V, are feasible, then no reaction should be done by
the agent,

— otherwise, the agent should provide different solutions for users in order to
re-obtain the system’s feasibility.

Running Example

In this section, we demonstrate the performance of our proposed approach for
both periodic synchronous and asynchronous, and sporadic tasks. The simula-
tion runs on our tool RT-Reconfiguration and proved by the real-time simulator
Cheddar [12] with a task set composed of old tasks (£,4) and new tasks (£2:%1)
on the processor p for each reconfiguration scenario 1. We illustrate with a
simplified example to ease the understanding of our approach. The task set
considered for this example is given in Table1l and is composed of 10 tasks.
The sum of utilization of all tasks is given in Table1 and is equal to 426.1%.
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Table 1. Task parameters of running example.

Tasks | C; | D; | Ty = P;

1 21 9] 7
T2 3121120
T3 2,919
T4 2113 |10
Ts 3/15] 9

T6 14121 |19
7 10 (24 |16
T8 8118 |18
To 1316 |17
T10 511 |12

We have 3 identical processors in our system to schedule these tasks. In this
case, we assume that each task’s deadline is less than or equal to its period.
The worst case execution times, deadlines, and the time periods of all tasks are
generated randomly. In this experiment, the system runs for time units equal to
hyper-period of periodic tasks.

In this experiment, our task set example is initially implemented by 5 char-
acterized old tasks (€oq = {71; T2; T3; Ta; T5}). These tasks are feasible because
the processor utilization factor U=1.19 < 3. These tasks should meet all required
deadlines defined in user requirements and we have Feasibility(Current,,,(t)) =
True.

Firstly, tasks are partitioned; task 7, is partioned on first processor, 7o and 73
are partitioned on processor 2 while task 74 and 75 are partitioned on processor
3. We have three sets of local tasks. As there is only one task on first processor
then task 77 utilization factor is the same as the first processor 1 utilization
factor (u? = 0.285 < 1) while utilization factors of processor 2 and processor 3
are calculated as follows:

(2)? C?
2,0 _ [
U0 = § T 0.372 < 1,
2)°* C3
3,0 _ T
Ut =% " 73 =038 <1

We suppose that a first reconfiguration scenario 1 (h=1) is applied at
time ¢; to add 5 new tasks %1, = {76; T7; T8; To; T10}. The new processor
utilization becomes U%' = 4.261 > 3 time units. Therefore the system is unfeasi-
ble. Feasibility(Currentg’l(tl)) = False. Indeed, if the number of tasks
increases, then the overload of the system increases too. Our optimal earliest
deadline first (OEDF) algorithm is based on the Guarantee Algorithm presented

by Buttazo and Stankovic in [4]. Indeed, OEDF algorithm is an extended and



30 H. Gharsellaoui and S. Ben Ahmed

ameliorate version of Guarantee Algorithm that usually guarantee the system’s
feasibility.

3 New Approach with Deadline Tolerance

In this section we will present some preliminaries concepts and we will describe
our contribution after.

In [4], Buttazo and Stankovic present the Guarantie Algorithm without the
notion of deadline tolerance, and then we will extend the algorithm in our new
proposed approach by including tolerance indicator and task rejection policy.
For this reason, and in order to more explain these notions we will present some
preliminaries.

3.1 Preliminaries

& denotes a set of active sporadic tasks o; ordered by increasing deadline in a
linked list, o1 being the task with the shortest absolute deadline.

a; denotes the arrival time of task o;, i.e., the time at which the task is
activated and becomes ready to execute.

C; denotes the maximum computation time of task oy, i.e., the worst case
execution time (WCET) needed for the processor to execute task o, without
interruption.

¢; denotes the dynamic computation time of task oy, i.e., the remaining worst
case execution time needed for the processor, at the current time, to complete
task o0 j without interruption.

d; denotes the absolute deadline of task 7;, i.e., the time before which the
task should complete its execution, without causing any damage to the system.

D; denotes the relative deadline of task o;, i.e., the time interval between the
arrival time and the absolute deadline. S; denotes the first start time of task o;,
i.e., the time at which task o; gains the processor for the first time. s; denotes
the last start time of task o, i.e., the last time, before the current time, at which
task o; gained the processor.

fi denotes the estimated finishing time of task o;, i.e., the time according to
the current schedule at which task o; should complete its execution and leave
the system.

L; denotes the laxity of task o, i.e., the maximum time task o; can be delayed
before its execution begins.

R; denotes the residual time of task o, i.e., the length of time between
the finishing time of o; and its absolute deadline. Baruah et al. [13] present a
necessary and sufficient feasibility test for synchronous systems with pseudo-
polynomial complexity. The other known method is to use response time analy-
sis, which consists of computing the worst-case response time (WCRT) of all
tasks in a system and ensuring that each task WCRT is less than its rela-
tive deadline. To avoid these problems, and to have a feasible system in this
paper, our proposed tool RT-Reconfiguration can be used. For this reason,
we present the following relationships among the parameters defined above:
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di =a; + D; (1)
Li=di—a; = C; (2)
Ri=di—fi (3)
fi=t+ec; fi=fiit+egVi>1 (4)

The basic properties stated by the following lemmas and theorems are used to
derive an efficient O(n+m) algorithm for analyzing the schedulability of the
sporadic task set whenever a new task arrives in the systems.

Lemma 1. Given a set £ = {01, 02,...,0,} of active sporadic tasks ordered by
increasing deadline in a linked list, the residual time R; of each task o; at time
t can be computed by the following recursive formula:

Ry=di—t—c (5)
Ri= Riy + (di —diy) —c. (6)
Proof. By the residual time definition (Eq.3) we have:
R; =d; — fi.

By the assumption on set £, at time t, the task o; in execution and cannot be
preempted by other tasks in the set £, hence its estimated finishing time is given
by the current time plus its remaining execution time:

fi=t+a
and, by Eq. 3, we have:
Rlzdl—flzdl—t—cl.

For any other task o;, with i > 1, each task o; will start executing as soon as
o;—1 completes, hence we can write:

fi=fic1+c (7)
and, by Eq. 3, we have:
Ri=di—fi=di— fi-1—c =
di —(dic1 —Ri1)— ¢ =Ri1+ (d; —di—1) — ¢

and the lemma follows.

Lemma 2. A task o0; is guaranteed to complete within its deadline if and only
if R; >0 [4].
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Theorem 3. A set £ = {0;,i = 1 to m} of m active sporadic tasks ordered by
increasing deadline is feasibly schedulable if and only if R; > 0 for all o; € &, [4].

3.2 Feasibility Analysis for Tasks

By considering real-time tasks and as we mentioned before, the schedulability
analysis should be done in the hyperperiod HP®¥n) = [¢(P¥r) 2*LCMA(P¥n)],
where LCMP¥" is the well-known Least Common Multiple of tasks periods and
(¢P¥n) is the largest task offset of all tasks T ¥h for each reconfiguration scenario
1y, on each processor p.

Let n+m be the number of tasks respectively in ;4 and ¥ . By assuming

unfeasible system at time t;, and every processor p will execute its tasks in local
by using EDF, the following formula is satisfied:

n+m th . . .
E - TZ[” > K, where K is the number of identical processors.
i= Pn
1

Our proposed algorithm provides guarantees to both old and new tasks in each
processor p if and only if,

n—j Cg%d/h ntm Cvlpﬂllh
Zi:l T;l)ﬂbh i=n—j+1 Tp’wh —
7 K3

h
—t—— denotes sum of utilization factor of n old tasks in processor
i

n—j oY
where Y17 =
i=n—j+1 pP.¥p
lization factor of new arrival m tasks to the processor plfor each reconfiguration
scenario y,.
We propose, for each reconfiguration scenario ¥y, to add the tasks of &4 to
a linked list Lfl’zl that we sort on the increasing order of their utilization factor

values.

p for each reconfiguration scenario ¢, and, > denotes sum of uti-

3.3 Contribution: An Algorithm for Feasibility Testing
with Respect to Sporadic Task Systems

In the current book chapter, we suppose that on each processor p, each system
£®) can be automatically and repeatedly reconfigured at each reconfiguration
scenario 1y,. £ is initially considered as (%) and after the hy, reconfiguration
£®) turns into £P¥») | where h € 1..M. We define VP”%" and V PP"¥" two virtual
processors to virtually execute old and new sporadic tasks, implementing the
system after the hy, reconfiguration scenario for each processor p. In £@¥n)
all old tasks from £®¥»-1) are executed by the newly updated VPl(p Y1) and
PQ(PJZHL)

the added sporadic tasks are executed by V' . The proposed intelligent

opt
agent is trying to minimize the response time Respk’wh " of £Wn) after each
reconfiguration scenario v, and for each processor p.
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For example, after the first addition scenario, £ turns into £®D. ¢®1) s
automatically decomposed into VPl(p 1) and VPz(p " for old and new tasks with
the processor utilization factors U VPl(p Y and U VP2(p ) respectively on each
processor p.

After each addition scenario, the proposed intelligent agent proposes to mod-
ify the virtual processors, to modify the deadlines of old and new tasks, the
WCETs and the activation time of some tasks, to send some tasks from proces-
sor i to another processor j, or to remove some soft tasks as following;:

e Solution 1: Moving some arrival tasks to be scheduled in idle times for each
reconfiguration scenario v, and on each processor p. (idle times are caused
when some tasks complete before its worst case execution time) (S1)

e Solution 2: maximize the d?"¥" for each reconfiguration scenario ¢, and on
each processor p  (S2)

By applying Eq. 3 that notices:
R; = d; — f;, we have:

W g Y
RPYr = @pn ¢ — oPn,

Or, to obtain a feasible system after a reconfiguration scenario ¥, the follow-
ing formula must be enforced:

Rf’wh > 0 on each processor p.

By this result we can write: d?:*" —t—CP¥" > 0, where d?:%" = dP""" 47",

mew mew

SO, d?vwh + e?awh —t— Cf71/)h 2 0=
gfﬂﬁh >t 4+ Czp,w;z o dfﬂbh.

e Solution 3: minimize the ¢; for each reconfiguration scenario v, and on each
processor p  (S3)

By applying Eq. 3 that notices:
R; = d; — f;, we have:

W g K
RPN = g¥n — ¢ — PO,

Or, to obtain a feasible system after a reconfiguration scenario, the following

formula must be enforced:
Rvah > O
. > 0.

By this result we can write: d¥" —t—CP:¥" > 0, where V" = CPVh 4 gP¥n,

mew mew

0 A X K X A
So, d¥¥" —t — OV — P > 0 = dPT —t = O > pPY

= ﬁf’wh < d?’wh _t— Clpﬂbh
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Pn a? h
mew

(al¥r = Y™ 4 AP¥rt) for each reconfiguration scenario v, and on each

processor p  (S4)

e Solution 4. Enforcing the release time to come back: a;

By applying Eq. 1 that notices:
d; = a; + D;, we have:

D,%Yn _ DY D, P,
RPYh = gP¥r 4 pPYn _f — OPUn,

Or, to obtain a feasible system after a reconfiguration scenario, the following
formula must be enforced:

sn n R0 s n
RP¥M >0 = o™ 4+ DI — ¢ — CPr > 0.
By this result we can write:

a4 P f — P >0, where a2V = PVt 4 APt

7/new mew
So, we obtain: af* 4+ AP¥rt 4 DPYR _t — CPYr > 0,
WPh Y P P
= APYRE > 44 PV — gPVr — DRV,

e Solution 5: Tolerate some non critical Tasks m;? among (n+m)P (according
to the (m,n) firm model), on each processor p for a reasonable cost, and for
each reconfiguration scenario 1,  (S5)

& = {rP(CP, DY, ml', IV),i = 1tonP}.
m? =1, it tolerates missing deadline,
m? = 0, it doesn’t tolerate missing deadline,
I P =H, Hard task,
=15, Soft task.

° Solution 6: Migration of some tasks from a processor source i in order to be

scheduled on another processor destination j for each reconfiguration scenario

Yn  (S6)

The agent proceeds now as a sixth solution to migrate some tasks of &2:%n
and &, on the processor p for each reconfiguration scenario 1y,. Indeed, the
agent is responsible for allocating the tasks to the K computing processors in
an optimal way (Fig.1).

Run-time task migration can be defined as the relocation of an executing
task from its current location, the source processor i, to a new location, the
destination processor j (i # j; i,j =1..K) that must belong to the inclusion set.
We need by inclusion set in paper, the set of processors in which tasks can
be scheduled after any reconfiguration scenario ¥, when a migration request
has done and in this case all the relevant state information of that migra-
tion is transferred to the new processor. Otherwise, it is called exclusion set.
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| Intelligent Agent

7
:mlgrate request 1 2
\

Processor i O | »O @
Source

Reaction Time

---------->

—0—0O

Task migration sequence.

Processor j P

Destination

MP

Fig. 1. The task migration sequence.

This allows the OS to e.g., minimize energy savings and response time of the
whole system. It also enables processors management by moving tasks away
from processors with a high amount of workload or which have their utilization
factors >1. The architectural differences between the source processor i and
destination source processor j are masked by capturing and transferring the
logical task state, shown by Fig. 2. In order to relocate a task, the intelligent
agent notifies the task by means of a migration request signal™. Whenever
that signaled task reaches a migration point (MP), it checks if there is a
pending migration request or the destination processor j belongs to the exclu-
sion group of the current migrated task for each reconfiguration scenario vy,.
In such case of these two reasons, all the relevant state information of that
migration point is transferred to the intelligent agent(?). Consequently, the
intelligent agent will instantiate the same task on a different processor. The
new task instantiation will be initialized using the state information previ-
ously captured by the intelligent agent(®). Finally, the task resumes execution
at the corresponding migration point (MP).

Solution 7: Removal of some non critical tasks (to be rejected) for each
reconfiguration scenario 1, and on each processor p  (S7)

& ={rP(C?, DY, mf, 17), i =1 to n"}.

7197
mf’d’h =1, it tolerates missing deadline,
mf WYh — 0, it doesn’t tolerate missing deadline,

If’wh =H, Hard task,
mP" =S, Soft task.

For every solution the corresponding response time is:
Respi’aph =the response time calculated by the first solution,

Respi‘;g’h = the response time calculated by the second solution,

Respﬁ’}fh =the response time calculated by the third solution,

Respz‘;:’fh’ = the response time calculated by the fourth solution,
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Respp h — the response time calculated by the fifth solution,

Pﬂ/’h

Resp;, " = the response time calculated by the sixth solution,

Resp%7 =the response time calculated by the seventh solution.

D, D, P

We define now, Resp;, " optimal noted Resp, according to the previ-
ous seven solutions calculated by the intelligent Agent (Solution 1, Solution
2, Solution 3, Solution 4, Solution 5, Solution 6 and Solution 7) by the fol-
D, wh D, %n

lowing expression: Respy, = mm(Respz Wh Respi Wh Resp,C Resp ,
Respi Respp’w’L and Resp;, ’wh) (the minimum of the seven values). So, the

calculation of Resp}’ ¥r™" allows us to obtain and to calculate the minimiza-

tions of response times values and to get the optimum of these values. In
conclusion, we can deduce that by arrival of £¥: tasks at run-time and the
whole system become unfeasible, the following formula is satisfied for each
reconfiguration scenario ¥y:

(ner)wh C@Z’h
Z > K, where K is the number of identical processors.

=1 Tw

3
Then, after the reconfiguration scenario ¥, was applied at run-time to the
whole system by the intelligent agent, our proposed algorithm provides guaran-
tees to both old and new tasks if and only if, we have in each processor p for
each reconfiguration scenario y:

(npm)@wn) CPPn)

Z ——— < 1,in each processor p for each reconfiguration scenario vy,.
i=1 T(p,d)h,)
opt
Moreover, we have calculated R,(f’w”) = min(R,(f’lwh), R,(Cp’;bh), R,gpéwh),

Rgﬁh), R,(fg’bh), R,?éw”') and R,(f%wh)); so we obtain also:

Z(n+m)(p’wh) Cfp’wh) in each processor p for each reconfiguration scenario ¥y
i=1 ) "withl < p < K,1 <h < M.
K3

We can observe that all tasks meet their deadlines after a reconfiguration
scenario 1, was applied at run-time. We can also observe that our proposed
algorithm outperforms other scheduling multiprocessor algorithms and a number
of scheduling events are much lower than appearing in others.

3.4 The General OEDF Scheduling Strategy

When dealing with the deadline tolerance factor m;, each task has to be com-
puted with respect to the deadline tolerance factor m;.
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Algorithm GUARANTEE(¢; 0,,)

For each h in [1..M] Do

begin t = get current time();

Rg’wh =0;

dgﬂ/m — t;

Insert o, in the ordered task list;

gpﬂl)h ‘= gp,wh U Cal

k = position of ¢, in the task set £P¥»
for each task Jf r > such that i >k do
Rfﬂl}h - R?’_lqh + (d?wh _ dfﬁ—dih) _ Cf’wh;
if (R?""" > 0) then

{

return ("Guaranteed”);

}

else return

(”You can try by using solution 1, or,
You can try by using solution 2, or,
You can try by using solution 3, or,
You can try by using solution 4, or,
You can try by using solution 5, or,
You can try by using solution 6, or,
You can try by using solution 7 !”);

}

Compute(Respi:lfh);

Compute(RespZ:'gh);

Compute(Respgf?f”);

Compute(Respzzf’l);

Compute(Respﬁfé’h);

Compute(Respi’fé’”’);

- Compute(Respﬁ:?h);
- Generate(RespZ”/’hopt);
end
We show the results of our optimal proposed algorithm by means of experi-
mental result’s evaluation.

4 Experimental Results

In order to evaluate our optimal OEDF algorithm, we consider the following
experiments applied to our running example.
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Processor Utilization

MIN
=i — BI8
05 ——+—— OEDF

/x_"_/ =t HPASTS

7 ——4—— OPASTS

Fig. 2. Processor utilization.

4.1 Simulations

To quantify the benefits of the proposed approach (OEDF algorithm) over
the predictive system shutdown (PSS) approach, over the MIN algorithm, the
OPASTS algorithm and over the HPASTS algorithm. We performed a number
of simulations to compare the response time and the utilization processor under
the four strategies. The PSS technique assumes the complete knowledge of the
idle periods while the MIN algorithm assumes the complete knowledge of the
arrivals of sporadic tasks. For more details about both four techniques, you can
see [14]. The OEDF scheduling result is shown in figure (Fig. 2).

4.2 Discussion

We observe that our approach, by the solutions of the OEDF algorithm gives us
the minimum bound for response time and utilization factor. This observation
was proven by the results given by OEDF algorithm which are lower (better) than
these of the solutions given by the predictive system shutdown approach, the
MIN algorithm, the OPASTS algorithm and the HPASTS algorithm. Also, we
observe that, when we have no knowledge of the arrival of sporadic tasks, our
proposed algorithm is optimal and gives better results than others for a big
number of arrival sporadic tasks and in overload conditions, but in a small
number of tasks or light workload, OEDF algorithm is optimal but not strictly
since it gives results close to that of the solutions of MIN, OPASTS and HPASTS
algorithms, but it is efficient and effective.

5 Conclusions

This book chapter deals with reconfigurable homogeneous multiprocessor sys-
tems to be implemented by hybrid systems composed of a mixture of periodic
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and sporadic tasks that should meet real-time constraints. In this work, we pro-
pose an optimal scheduling algorithm based on the EDF principles and on the
dynamic reconfiguration for the minimization of the response time of sporadic
and periodic constrained deadline real-time tasks on multiprocessor systems and
proven it correct.
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