
Chapter 2
Plant Modelling

2.1 Introduction

2.1.1 Overview

A plant model is a mathematical model consisting of one or more equations
whose solutions replicate the behaviour of the physical plant. Its purpose is to
provide a means by which the behaviour of the plant may be studied to enable
the determination of a suitable control technique and the subsequent design of a
controller. The plant model also forms the basis of computer simulations for control
system development.

This chapter develops the background theory and gives the knowledge needed to
generate plant models. After an introduction to the basic character of plants and their
components, a subsection on physical modelling is presented. This is based on the
underlying science of the various applications. A comprehensive coverage of this,
however, would occupy several volumes and therefore, within the space limitations,
the main emphasis is on mechanical systems and electric motors as actuators to cater
for a large proportion of control systems. Some introductory material on thermal and
fluid systems is also given.

A case study of plant modelling in industry is presented in Appendix A2.

2.1.2 Dynamical and Non-Dynamical Systems

First a system can broadly be defined as a collection of interconnected objects that
fulfil a specified function. In this context, a plant or its model may be described as
a system. A part of a plant or its model will be termed a subsystem. A dynamical
system is one whose outputs depend upon the past history of the inputs. Plants to
which feedback control is applied are dynamical systems and most are continuous,
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74 2 Plant Modelling

meaning that their variables are continuous functions of time. These are systems
that obey differential equations in which time is the independent variable. The
differential equation is the basic form of mathematical model of a plant from which
other forms of model may be derived. The physical plant is usually separable
into a number of constituent parts, or subsystems, each of which can be modelled
separately. This is the physical modelling approach of Sect. 2.2.

The term ‘dynamics’ has two meanings in the field of control engineering. The
first is the way in which the output of a dynamical system responds to its inputs.
A system with fast (or high) dynamics is one whose outputs respond quickly to
changes in its inputs. The second meaning is related to the modelling of mechanical
systems and is defined in Sect. 2.2.2.

A non-dynamical system is one in which the present output depends only on
the present input. These are subsystems such as a measurement device. A single
input, single output (SISO) non-dynamical system can be represented by an equation
defining the relationship between the input, x(t) and the output, y(t), in the form

y.t/ D f Œx.t/� ; (2.1)

where f (•) is a single-valued and continuous function of its argument. Similarly, a
multiple input, multiple output (MIMO or multivariable) non-dynamical subsystem
can be represented by the set of equations

yi .t/ D fi Œx1.t/; x2.t/; : : : ; xr .t/� ; i D 1; 2; : : : ; m: (2.2)

where xj, j D 1; 2; : : : ; r , are the inputs and yi, i D 1; 2; : : : ; m, are the outputs.
A dynamical system is one in which the present outputs depend on past values

of the inputs and usually past values of the outputs. It is important to note that the
present output of a controlled plant in the real world cannot respond instantaneously
to a step change in the control input. The mathematical model therefore cannot
contain algebraic dependence of the output on the input. To take a practical example,
a step change in the torque demand of an electric drive on a train locomotive cannot
cause a step change in the speed of the train, which is the controlled output.

Initially, consider a first-order SISO plant with input, u(t), and output, y(t). This
obeys a first-order differential equation of the generic form

Py.t/ D f Œy.t/; u.t/� ; (2.3)

where f (•) is a single-valued and continuous function of its arguments. If (2.3) is
written as an integral equation,

y.t/ D
Z t

0

f Œy .�/ ; u .�/� d�; (2.4)

then it may be readily seen that the present output, y(t), depends upon the continuum
of past values of the input u .�/ and the output, y .�/, for � 2 Œ0; t �.
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An SISO plant of nth order can be modelled by an ordinary differential equation
of the generic form,

y.n/ D f
�
y.n�1/; : : : ; y.1/; y; u.m/; u.m�1/; : : : ; u.1/; u

�
; (2.5)

where terms such as x(q) mean dxq/dtq. A fundamental restriction on this model
is 0 � m < n. If m D n then there would be a direct dependence of y(n) on u(n),
implying a direct dependence of y on u. This, in turn, would imply that a step change
in u(t) would cause a step change in y(t). Such behaviour is not found in physical
plants. On the other hand, a step change in u(t) will cause a step change in an output
derivative of a certain order. To return to the train traction example, a step change in
the drive torque demand will produce a step change in the acceleration of the train,
which is the first derivative of the controlled speed. Considering the generic model
(2.5), a step change in u(t) will cause a step change in y(r), where r D n � m, but
cannot cause a step change in any of the lower derivatives of y. As can be seen, y(n)

depends algebraically on u(m) implying that a step change in u(m) will cause a step
change in y(n), in turn implying that a step change in u(0), i.e. u(t), will cause a step
change in y.n�m/. An important parameter in control system design that is related to
this plant property is the relative degree, defined as

r D n �m: (2.6)

This will be met in Chaps. 8 and 10. The term originates from its application to
the transfer function model of a linear time-invariant plant, in which it is defined
as the difference in degree between the denominator polynomial and numerator
polynomial.

Since

n > m; (2.7)

then, in view of (2.6),

r > 0: (2.8)

The most general model of a multivariable plant of nth order is a set of
interconnected ordinary differential equations of the generic form,

y
.ni /
i D fi

�
y
.nj�1/
j ; : : : ; yj

.1/; yj ; u
.mk;i /
k ; u

.mk;i�1/
k ; : : : ; u.1/k ; uk

�
;

i D 1; 2; : : : ; m; j D 1; 2; : : : ; m; k D 1; 2; : : : ; p

(2.9)

where

mX
lD1

ni D n (2.10)
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and

0 � mk;i < ni : (2.11)

Equation (2.10) merely states that the total order of the system is equal to the sums
of the orders of the subsystems modelled by the individual ordinary differential
equations of (2.9). Inequality (2.11) is analogous to (2.7) for SISO plants and
represents similar practical limitations of real plants.

The relative degree of the plant with respect to the ith output is defined as

ri D min
k
.ni �mk;i / : (2.12)

It is the minimum order of the derivative of the output, yi, that depends algebraically
on any control input. This parameter is important in control system design, particu-
larly when applying the techniques of sliding mode control, feedback linearisation
or forced dynamic control.

2.1.3 Linearity and Nonlinearity

All systems are classified as linear or nonlinear. A linear system may be readily
recognised through every mathematical expression being of the general form,

X
i

Civi .t/C Bi : (2.13)

The scalar coefficients, Ci, are usually constant, in which case the term linear time-
invariant (LTI) system applies. Some of the variables, vi(t), are derivatives in the
case of dynamical systems. The constant bias, Bi, is included for generality but is
not present in many cases. Occasionally, one or more of the coefficients are time
varying, in which case the term linear time-varying (LTV) system applies. This
provides a straightforward means of recognising a linear model. A nonlinear system
is readily recognised as it contains at least one expression not of the general form
(2.13). A simple example of a linear non-dynamic LTI subsystem is the model of a
liquid level transducer that gives a voltage, y, proportional to the height, h, of the
liquid in a cylindrical vessel, given by the linear equation,

y D Khh (2.14)

where Kh is the height measurement constant. This subsystem is an SISO one with
input, h, and output, y. An example of a nonlinear non-dynamic subsystem is the
model of the process in an electromagnet that produces the force, f, given the current,
i, which may be written
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f D Kf

i2

.x � x0/
2
; (2.15)

where Kf is the electromagnetic force constant and x is the length of the air gap and
x0 is a positive constant. In this case the subsystem is a multiple input, single output
(MISO) one with i and x as inputs and output f.

An LTI system exhibits the scaling property and the superposition property. It is
important to note that if bias terms such as in (2.13) are present, then the equations
must be reformulated in terms of changes in the variables to test for these properties.
The scaling property is as follows. If the inputs of a system are multiplied by a
constant, then the outputs will be multiplied by the same constant. The superposition
property is as follows. Let a sequence of inputs be applied to a linear system one
after the other and the corresponding outputs recorded. Then if a single input is
applied that is the sum of the inputs previously applied, the output will be the sum
of the previously recorded outputs. A nonlinear plant model will exhibit neither of
these properties.

If the non-dynamical SISO subsystem modelled by (2.1) is linear, then it has the
scaling property,

f Œ�x.t/� D �f Œx.t/� ; (2.16)

where � is a scalar. It will also have the superposition property as follows. Let
xk(t), k D 1; 2; : : : ; p, be a set of inputs applied separately and let yk(t) be

the corresponding outputs. After this, let a single input, x.t/ D
Xp

kD1xk.t/, be

applied. Then the resulting output is y.t/ D
Xp

kD1yk.t/. If the system is linear,
then (2.1) is of the form,

y.t/ D f Œx.t/� D Cx.t/; (2.17)

where C is a coefficient that is usually constant. It is straightforward to confirm that
the non-dynamical system (2.17) has the scaling and superposition properties. If, as
is occasionally the case, C is time varying, the scaling property still holds.

Consider now the non-dynamical multivariable subsystem modelled by (2.2) .
If the sets of inputs and outputs are expressed as input and output vectors, defined
as x.t/ � Œx1.t/ x2.t/ : : : xr .t/�

T and y.t/ � Œx1.t/ x2.t/ : : : xm.t/�
T, then (2.2)

becomes

y.t/ D f Œx.t/� : (2.18)

The expression of the scaling property is then

f Œ�x.t/� D �f Œx.t/� : (2.19)
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If the same subsystem obeys the superposition property, then the following is true.
Let xk(t), k D 1; 2; : : : ; q, be a set of input vectors applied separately and let

yk(t) be the corresponding output vectors. After this, let a single input vector, x.t/ DXq

kD1xk.t/, be applied. Then if the system exhibits the superposition property, the

resulting output vector is y.t/ D
Xq

kD1yk.t/. If the system is linear, then (2.18)
has the form,

y.t/ D f Œx.t/� D Cx.t/; (2.20)

where C is a matrix of coefficients. In view of (2.20), the LHS of (2.19) is

f Œ�x.t/� D C�x.t/ (2.21)

and the RHS of (2.19) is

�f Œx.t/� D �Cx.t/: (2.22)

Since the RHS of (2.21) and (2.22) are equal, the system has the scaling property.
If the input vectors, xk(t), k D 1; 2; : : : ; q, are applied, one at a time, the
output vectors will be yk.t/ D Cxk.t/. Then let the single input vector, x.t/ DXq

kD1xk.t/, be applied. This yields the output vector y.t/ D C
Xq

kD1xk.t/. This

may be written as
Xq

kD1Cxk.t/ D
Xq

kD1yk.t/. The system therefore has the
superposition property.

Considering now the SISO dynamical system modelled by (2.5), if it is an LTI
system, it will be of the form

y.n/ D an�1y.n�1/ C � � � C a1y
.1/ C a0y C bmu.m/

C bm�1u.m�1/ C � � � C b1u
.1/ C b0u

.0/: (2.23)

where ai, i D 0; 1; : : : ; n � 1, and bj, j D 0; 1; : : : ; m, are constant coefficients.
Its scaling property may be stated as follows. If y1(t) is the output for given
initial conditions, y(i)

1 (0), i D 0; 1; : : : ; n � 1 and a given input, u1(t), with
finite derivatives, u(j)

1 , j D 1; 2; : : : ; m, then if the scaled input, �u1.t/, whose

derivatives are �u.j /1 , j D 1; 2; : : : ; m, and the initial conditions are similarly

scaled, i.e. �y.i/1 .0/, i D 0; 1; : : : ; n�1, then the output will be scaled by the same
factor, i.e. it will be �y1.t/. This is tantamount to stating that scaling the input and
its derivatives by � scales the output and its derivatives by �. That this is the case
for system (2.23) is immediately apparent when both sides are multiplied by �.

It will now be shown that system (2.23) has the superposition property. Let
uk(t), k D 1; 2; : : : ; q, be a set of inputs applied separately and let yk(t) be the
corresponding outputs with initial conditions, y(i)

k (0), i D 0; 1; : : : ; n � 1. After
this, let a single input,
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u.t/ D
qX

kD1
uk.t/; (2.24)

be applied with initial conditions,
Xq

kD1y
.i/

k .0/, i D 0; 1; : : : ; n � 1. Then the
output is

y.t/ D
nX

kD1
yk.t/: (2.25)

To show that system (2.23) has this property, first it is observed that each of the
input-output pairs, uk(t) and yk(t), k D 1; 2; : : : ; q, satisfies (2.23), noting that
yk.t/ D y

.0/

k .t/. If all q equations are added, while grouping the corresponding
terms, then the result is as follows.

qX
kD1

y
.n/

k .t/ D an�1
qX

kD1
y
.n�1/
k .t/C � � � C a1

qX
kD1

y
.1/

k .t/C a0

qX
kD1

y
.0/

k .t/

C bm

qX
kD1

u.m/k .t/C bm�1
qX

kD1
u.m�1/
k .t/C � � � C b1

qX
kD1

u.1/k .t/C b0

qX
kD1

u.0/k .t/:

(2.26)

The summation terms in (2.23) may then be expressed in terms of u(t) using (2.24)
and y(t) using (2.25). Thus

y.n/.t/ D an�1y.n�1/.t/C � � � C a1y
.1/.t/C a0y

.0/.t/

C bmu.m/.t/C bm�1u.m�1/.t/C � � � C b1u
.1/.t/C b0u

.0/.t/: (2.27)

Since this is the differential equation of system (2.23), then the system has the
superposition property.

It can be similarly shown that the multivariable linear system (2.9) has the scaling
and superposition properties if it is in the LTI form,

y
.ni /
i D

mX
jD1

nj�1X
kD0

aijky
.k/
j C

pX
jD1

mj;iX
kD0

bijku.k/j ; i D 1; 2; : : : ; m: (2.28)

where aijk and bijk are constant coefficients.
The scaling and superposition properties of LTI systems enable several different

forms of plant model to be derived that are useful in control system design. These
will be met in Chap. 3. For a nonlinear plant, the only alternative to (2.5) or (2.9) is
the state-space model of Chap. 3. The same is true for LTV dynamical systems.

The coil of an electromagnet with resistance, R, and inductance, L, is a linear
dynamical subsystem in which the current, i, is related to the applied voltage, v, by

Li.1/ CRi D v; (2.29)

http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
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where i .1/ D di=dt . This is an SISO subsystem with input, v, and output, i.
An example of a nonlinear dynamical subsystem is the dynamics model of a rigid

body in free fall subject to externally applied torque components. This could be part
of a spacecraft model. In this case, the subsystem is a multivariable one with three
inputs, the torque components, �x, �y and �z, along the three mutually perpendicular
principal axes of inertia, x, y and z, and three outputs, the body angular velocity
components, !x , !y and !z. Thus

P!x D kx !y!z C bx�x
P!y D ky !z!x C by �y
P!z D kz !x!y C bz �z

(2.30)

where kx D �
Jyy � Jzz

�
=Jxx, ky D .Jzz � Jxx/ =Jyy , kz D �

Jyy � Jxx
�
=Jzz, bx D

1=Jxx, by D 1=Jyy and bz D 1=Jzz where Jxx, Jyy and Jzz are the principal axis
moments of inertia.

2.1.4 Modelling Categories and Basic Forms of Model

2.1.4.1 White-Box Modelling and Differential Equations

White-box modelling, occasionally referred to as glass-box modelling, is a general
term used to describe the process of studying each internal component of a system,
forming a mathematical model of each and then assembling the whole using shared
inputs and outputs to form an overall mathematical model. In control engineering,
white-box modelling applies to plants for which control systems are to be created.
This is the physical modelling of Sect. 2.2. All plants are continuous-time dynamical
systems and therefore the fundamental form of model emerging from the physical
modelling is the differential equation, many examples of which will be found
throughout this chapter. All other forms of plant model stem from the differential
equation.

2.1.4.2 Black Box Modelling and Transfer Functions

Black box modelling is a general term used to describe the process of creating
a mathematical model of a system by collecting information from observations
of the responses of its outputs to given inputs, without the study of its internal
components. This approach is often taken in industry as it is less time consuming
and therefore more cost effective than white-box modelling but is restricted to
linear models. In control engineering, various control inputs are applied to the plant
and its measurement variables observed. There are three basic approaches to the
processing of these variables, covered in Sect. 2.2. One is the step response method
of Sect. 2.3.2, applicable to first and second-order plants and leads to Laplace
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transfer function models. The second is the frequency domain method of Sect. 2.3.3,
which gives Laplace transfer function models and the third is the time domain
method of Sect. 2.3.4, which gives z-transfer function models. The second and third
methods are applicable to plants of arbitrary order.

2.2 Physical Modelling

2.2.1 Introduction

In physical plant modelling, the underlying science of each hardware component
is applied to derive a mathematical component model in the form of algebraic
and/or differential equations. The plant model is then the set of component models
interconnected by means of common input and output variables. In the following
subsections, some basic components are modelled that may be used to construct
various plant models, starting with the most elementary. The equations of these
basic elements may be used to build models of specific plants.

2.2.2 Mechanical Modeling Principles

2.2.2.1 Dynamic and Kinematic Subsystems

The dynamic subsystem is defined as the part of a mechanical system that relates
translational and/or rotational velocity components to applied forces and/or torques.
The kinematic subsystem is defined as the part of a mechanical system that relates
the translational and/or rotational displacements to the translational and/or rotational
velocities. The dynamic subsystem involves the inertial parameters of mass and/or
moment of inertia, while the kinematic subsystem does not.

2.2.2.2 Degrees of Freedom of Motion

The number of degrees of freedom (d.o.f.) of movement of a mechanical system is
the number of coordinates needed to define its position, as illustrated in Fig. 2.1.
Many mechanisms such as the linear and rotational actuators of Fig. 2.1a, b, only
have a single degree of freedom. The x-y positioning drive of Fig. 2.1c has many
applications in industry. The two directions of movement are referred to as axes and
for this reason the generic name for such mechanisms is the multi-axis mechanism.

Many multi-axis mechanisms have combinations of rotational and translational
degrees of freedom. The axis for a rotational degree of freedom is that about
which rotation of one component takes place relative to another component. The
number of axes is equal to the number of degrees of freedom of movement.
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Fig. 2.1 Illustrations of translational and rotational degrees of freedom

Also, the number of degrees of freedom is equal to the number of control actuators,
two worm drives being employed in the example of Fig. 2.1c.

Applications at sea such as oil rigs and wind turbines have to be positioned on
platforms that are floated out to locations with translational coordinates, x and y,
in a frame of reference, (xr, yr), and orientated about the yaw axis by an angle,
 , as shown in Fig. 2.1d. prior to anchoring. In this case, there is no mechanism
connecting the platform to the frame of reference so that movement between moving
parts can be measured. Instead the two translational coordinates are measured using
the global positioning system (GPS) and the rotational one by a compass.

The gimbal mechanism of Fig. 2.1e consists of frames mounted one within
the other. The relative rotation axes and associated motors and angle sensors are
arranged so that the object in the centre (shown as a cube) can be brought to any
orientation by means of three control loops.

The universal multi-axis machine is the jointed-arm robot in which a workpiece
held by the gripper is positioned in the finite three-dimensional work space with any
orientation. Such robots can have various configurations. The one of Fig. 2.1f has
six rotational degrees of freedom controlled using motors and joint angle sensors.
Importantly, through the arm configuration, the purely rotational degrees of freedom
of the joints are used to control the three translational and three rotational degrees of
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freedom of the workpiece referred to a fixed frame of reference. Many mechanisms
exist in which a given degree of freedom of motion entails both rotation and
translation, an example being the crank mechanism.

Three of the rotational movements in Fig. 2.1f are named roll, pitch and yaw. This
terminology originated in nautical applications, where the rotation of a ship about
its longitudinal (x) axis is called roll motion, rotation about the vertical (z) axis
perpendicular to the roll axis is called yaw motion and rotation about the horizontal
(y) axis, perpendicular to the x and z axes, is called pitch motion. The same
terminology is used for aircraft, underwater vehicles, spacecraft and automobiles.

In applications such as spacecraft and underwater vehicles it is necessary to
position and orientate the vehicle body (considered to be rigid here) in the absence
of a mechanism connecting the body to the frame of reference. Then it is possible to
either select a fictitious mechanism connecting the body with the frame of reference,
such as the gimbal mechanism of Fig. 2.1e, whose kinematic differential equations
(KDEs) can be used as a basis for generating position and attitude coordinates, or
select another set of KDEs not associated with any mechanism (Sect. 2.2.4.3).

For illustrative purposes, the gimbal mechanism-based roll, pitch and yaw
attitude angles for a vehicle (represented by a cube) are shown in Fig. 2.2.

Starting with the body-fixed frame (xb, yb, zb) aligned with the reference frame
(xr, yr, zr) as shown in Fig. 2.2a, a body rotation is made through an angle, �, about
the roll axis, bringing it to the orientation shown in Fig. 2.2b. Then a further body
rotation is made through an angle, � , about the newly orientated pitch axis, yb,
bringing it to the orientation shown in Fig. 2.2c. Then a final rotation of the body
is made through an angle,  , about the newly orientated yaw axis, zb, bringing
it to the orientation shown in Fig. 2.2d. There are, in fact, twelve such attitude
representations corresponding to the twelve permutations of the axis rotation orders,
the one of Fig. 2.2 being r - p - y (roll–pitch–yaw), the remaining ones being
r - y - p, p - r - y, p - y - r, y - r - p, y - p - r, r - p - r, r - y - r, p - r - p, p - y - p, y - r - y and
y - p - y. The first six permutations have equivalent gimbal mechanisms. The last six
permutations do not as they entail the first and last rotations about the same body-
fixed axis. They do produce valid attitude representations, however, because this
body-fixed axis has different orientations with respect to the reference frame for the
first and third rotations.
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Fig. 2.2 A gimbal mechanism-based roll–pitch–yaw attitude representation for a vehicle.
(a) Home attitude. (b) Roll rotation. (c) Pitch rotation. (d) Yaw rotation
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The rotational dynamics and kinematics for three (xi, yi, zi) degrees of freedom,
which are much more complex than those for a single degree of freedom, are
important as they are relevant to many applications in vehicle control and robotics.

2.2.2.3 Rigid Body with One Degree of Freedom

Figure 2.3a represents a rigid body of mass, M, constrained to move in a straight line
to which is applied a control force, fc, acting through the centre of mass (indicated by
the standard symbol, ) opposed by a force, fo, due to friction, drag (i.e. air or fluid
resistance) or retention spring or a combination thereof, and subject to an external
disturbance force, fd, giving rise to a velocity, v, and displacement, x, relative to an
inertial frame of reference.

An inertial frame of reference refers to a set of axes that are not undergoing either
translational or rotational acceleration relative to inertial space. Hence Newton’s
laws of motion would hold in a laboratory fixed with respect to an inertial frame.
The frame of reference is shown as three dimensional, which is usual, but in this
case, only the xi axis is relevant. Figure 2.3b similarly represents a rigid body with
moment of inertia, J, about an axis parallel to the yi axis, constrained to rotate about
this axis subject to an applied torque, �a, opposed by a torque, �o, giving rise to an
angular velocity,!, and angular displacement, � . The forces, torques, linear velocity
and angular velocity are vector quantities as indicated by the arrows in Fig. 2.3 but
in these simple cases are co-linear.

The dynamics equations are obtained for Fig. 2.3a by equating the net force to
the first derivative of the linear momentum and for Fig. 2.3b by equating the net
torque to the first derivative of the angular momentum. The KDEs for simple single-
degree-of-freedom mechanical components are simply statements that the velocity
is the first derivative of the displacement. Assuming that the mass is constant, the
model for Fig. 2.3a is as follows.

a b
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0 xi
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Fig. 2.3 Rigid body constrained to move with one degree of freedom. (a) Translational.
(b) Rotational
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Dynamic subsystem W d

dt
.Mv/ D fa � fo ) Pv D 1

M
.fa � fo/ : (2.31)

Kinematic subsystem W Px D v: (2.32)

The corresponding model for Fig. 2.3b is as follows.

Dynamic subsystem W d

dt
.J!/ D �a � �o ) P! D 1

J
.�a � �o/ : (2.33)

Kinematic subsystem W P� D !: (2.34)

The opposing force of the translational model may be written as

fo D fg C ff C fs C fI; (2.35)

where fg is the drag force, ff is the friction force, fs is the spring force and fI is the
inertial force of any other connected masses. For specific applications, some or all
of these may be zero. For the rotational model, the equivalent breakdown of the
opposing torque is

�o D �g C �f C �s C �I: (2.36)

The use of (2.31) or (2.33) in conjunction with the material of the following three
subsections is referred to, respectively, as the force or torque balance methods.

2.2.2.4 Drag Forces and Torques

This topic is relevant to applications such as aircraft, surface ships and underwater
vehicles. With reference to Fig. 2.3a, Raleigh’s equation for fluid drag [1] is

fg D 1

2
�v2CdA; (2.37)

where � is the density of the fluid in which the body is immersed, A is the area of the
orthographic projection onto a plane perpendicular to the direction of motion and
Cd is the dimensionless drag coefficient of the fluid. To simplify any plant model
of which this is part and at the same time to ensure that the drag force opposes the
motion, (2.37) may be replaced by

fg D Kdv
2sgn.v/ D Kd jvj v; (2.38)
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where sgn.v/ �

8<
:

C1; v > 0
0; v D 0

� 1; v < 0

and Kd D 1

2
�CdA:

For the rotational case of Fig. 2.3, the equivalent relationship,

�g D Kg!
2sgn.v/ D Kd j!j!; (2.39)

may be used but in this case, the expression of Kg in terms of the parameters of
Rayleigh’s equation (2.37) is not straightforward as the relative velocity between a
rotating body of arbitrary shape and the fluid in which it is immersed is a function
of the position on its surface. In practice, this problem would be circumvented by
determination of Kg experimentally.

2.2.2.5 Friction Forces and Torques

Many controlled plants embody mechanisms with relatively moving surfaces. A
friction force is broadly divided into three components. Thus

ff D ffs C ffc C ffv; (2.40)

where ffs is the static friction component, ffc is the Coulomb friction component and
ffv is the viscous friction component.

Detailed information on the underlying physical processes of friction, includ-
ing explanations at the molecular level, may be found in works on mechanical
engineering [2] but the models given here should be understandable from common
experience with the behaviour of relatively moving objects in contact.

Suppose that the object of Fig. 2.3a has a flat base and is resting on a flat surface.
Then starting from rest, if the applied force, fa, is gradually increased from zero,
at first there will be no relative movement, but above a certain level, fa D ffs, the
object will suddenly move. This is the static friction force given by

ffs D 	fnsgn .fa/ D Ffssgn .fa/ ; (2.41)

where fn is the normal force keeping the surfaces in contact and 	 is the coefficient
of static friction, determined experimentally. Sometimes, static friction is referred to
as stiction or stick–slip friction due to the sticking effect for jfaj < Ffs. For rotating
objects in contact such as bearings, the identification of the normal force is less
obvious but a similar phenomenon exists in which the static friction torque is

�fs D 
fssgn .�a/ ; (2.42)

where 
 fs is the constant static friction torque magnitude.
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In the following, v is the relative velocity between moving parts rather than the
velocity of one part with respect to an inertial frame of reference.

For the translational case, once ffs of (2.41) is exceeded, the physics of the friction
changes as the relative movement begins and a model of the opposing force is

ff D ffc C ffv (2.43)

where

ffc D Ffcsgn.v/; (2.44)

Ffc being constant and also Ffc < Ffs. This is the Coulomb friction force. Also

ffv D Kvv: (2.45)

This is the viscous friction force, with coefficient, Kv. Viscous friction is sometimes
referred to as kinetic friction or dynamic friction, as it is a continuous function of v,
in contrast to the other components whose magnitudes are constant.

Figure 2.4a shows an example of the transfer characteristic, i.e. the graph of
ff against v that results when the effects of static, coulomb and viscous friction
described above are combined.

When experiments are conducted to measure the friction transfer characteristic,
however, a similar result is obtained but with a continuous transition between the
static friction and the combined Coulomb and viscous friction, as shown in Fig. 2.4b.
The dot–dashed straight line segments are those of Fig. 2.4a for comparison. This
form of transfer characteristic is preferred in view of its being more realistic and also
better behaved regarding the accuracy of the numerical integration in simulations.
The author has devised the following convenient function for this.
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Fig. 2.4 Friction transfer characteristics. (a) Theoretical form. (b) Realistic form
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ff.v/ D Kvv C
�
Ffs C FfcK jvj
1CK jvj

�
sgn.v/: (2.46)

Here, K is a parameter that may be adjusted to obtain the required sharpness of
transition, this being increased as K is increased. If v1 is specified, then since the
transfer characteristic is reflected in the origin, the required value of K is obtained
by setting d

dv ff.v/ D 0 for v D v1 > 0 for which (2.46) becomes

ff.v/ D Kvv C Ffs C FfcKv

1CKv
(2.47)

Then

d

dv

�
Kvv C Ffs C FfcKv

1CKv

	
D Kv C .1CKv/FfcK � .Ffs C FfcKv/K

.1CKv/2

D
�
1C 2Kv CK2v2

�
Kv � .Ffs � Ffc/K

.1CKv/2
)

Kvv
2
1K

2 C .2Kvv1 � Ffs C Ffc/K CKv D 0 )

K D
Ffs � Ffc � 2Kvv1 ˙

q
.2Kvv1 � Ffs C Ffc/

2 � 4K2
vv

2
1

2Kvv
2
1

:

(2.48)

Since,
q
.2Kvv1 � Ffs C Ffc/

2 � 4K2
vv

2
1 < jFfs � Ffc � 2Kvv1j, a necessary condi-

tion forK > 0 is

Ffs � Ffc � 2Kvv1 > 0: (2.49)

Then both roots are positive and therefore valid but the largest one will be chosen
as this yields the sharpest transition between the static friction and the combined
Coulomb and viscous friction. Hence

K D
Ffs � Ffc � 2Kvv1 C

q
.2Kvv1 � Ffs C Ffc/

2 � 4K2
vv

2
1

2Kvv
2
1

: (2.50)

In fact, the transfer characteristic of Fig. 2.1b was produced using (2.46) and (2.50)
with Ffs D 6 ŒN�, Ffc D 1 ŒN�, Kv D 0:4 ŒN= .m=s/� and v1 D 2 Œm=s�. For the
rotational case, Ffs, Ffc, Kv and v1 are replaced, respectively, by 
 fs, 
 fc, K¨ and !1.

Static friction can cause steady-state errors in traditional control loops without
an integral term and limit cycling with integral terms. The reader should be aware,
however, that in most real applications the parameters of the friction model are
highly dependent upon environmental conditions, particularly temperature, and
therefore a model-based controller with inbuilt friction compensation would be



2.2 Physical Modelling 89

difficult to implement. The recommended approach is to use the model presented
in this section with typical parameters for the application in hand in a simulation to
predict its effect on a traditional control loop and change over to a robust control
technique (Chaps. 9 and 10) if unsatisfactory performance is predicted.

2.2.2.6 Spring Force and Torque

In some mechanical systems, a rigid body such as illustrated in Fig. 2.3 is either
physically connected to one or more components via springs or is part of a so-
called lumped parameter model of a flexible structure consisting of rigid bodies
interconnected by linear springs or torsion springs. In either case, with reference to
(2.35) and (2.36),

fs D
mX
iD1

fsi or �s D
mX
iD1

�si (2.51)

where fsi or �si , i D 1; 2; : : : ; m, is the individual spring forces or torques.
Figure 2.5 shows the translational and rotational single-degree-of-freedom cases
in which all the displacements and velocities shown are with respect to the inertial
frame of reference. The object could be another movable rigid body or a fixed point
with respect to the inertial frame of reference.

In Fig. 2.5a, xi is the displacement of the point on the ith object to which one end
of the spring is attached and x0i is the displacement of the same end of the spring
if detached from the object and at rest with zero spring force. In these models, the
springs are regarded as having zero mass. Hence, x.t/ � x0i .t/ D const: Since,
however, the physical structure does not have to be preserved in a mathematical
model used only for control system design, the model is simplified by setting x0i D
x. Similar statements may be made for Fig. 2.5b, so �0i D � . Assuming Hooke’s
law holds, the spring forces and torques are respectively,

fsi D Ksi .xi � x/ and �si D K 0
si .�i � �/ ; i D 1; 2; : : : ; n: (2.52)
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Fig. 2.5 Interaction of a mass with other objects via springs. (a) Translational. (b) Rotational
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2.2.2.7 Inertial Force and Torque

The component of the opposing force or torque due to an additional rigid body fixed
to either rigid body of Fig. 2.3 is given by

fI D MI Pv or �I D JI P! (2.53)

where MI and JI are, respectively, the mass and moment of inertia of the additional
rigid body. An example is an inertial mechanical load bolted to an electric motor.

2.2.2.8 Lagrangian Mechanics

Controlled mechanisms sometimes have several degrees of freedom of motion and,
for modelling purposes, can be considered as a set of interconnected rigid bodies,
possibly including springs, to which are applied actuator forces and torques. An
example is the jointed-arm robotic manipulator introduced in Chap. 12. Derivation
of the differential equations of motion of such systems using the force and
torque balance methods introduced in Sect. 2.2.2.3 can be very laborious and
time consuming, particularly if the number of chosen translational and rotational
position coordinates exceeds the number of degrees of freedom, in which case the
mechanical constraints have to be carefully incorporated. This task may be greatly
eased, however, by applying Lagrangian mechanics [3]. First, the Lagrangian is
defined as

L D T � V (2.54)

where T is the total kinetic energy and V is the total potential energy. Then, if the
ith mechanical displacement (either translational or rotational) corresponding to the
ith degree of freedom is denoted by qi, the equations of motion are given by:

d

dt

�
@L

@ Pqi
�

� @L

@qi
C f . Pqi / D �i ; i D 1; 2; : : : ; d; (2.55)

where �i is the external force or torque and f . Pqi / is the friction force or torque
associated with the ith degree of freedom.

As an example, the equations of motion will be derived for the single-degree-of-
freedom translational and rotational examples of Fig. 2.5. First, consider Fig. 2.5a.
Let x D q1. Then Pq1 D v. Also �1 D fa. The kinetic energy is then

T D 1

2
Mv2 D 1

2
M Pq21 (2.56)

http://dx.doi.org/10.1007/978-1-4471-6675-7_12
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and the potential energy is

V D 1

2
KsŒx � .xi � x0i /�

2 D 1

2
KsŒq1 � .xi � x0i /�2: (2.57)

The Lagrangian is therefore

L D T � V D 1

2

n
M Pq21 �KsŒq1 � .xi � x0i /�2

o
: (2.58)

To derive the equation of motion from (2.55), in this example, there is no friction, so

@L

@ Pq1 D M Pq1 ) d

dt

�
@L

@ Pq1
�

D M Rq1 and
@L

@q1
D �Ks Œq1 � .xi � x0i /� :

(2.59)

Hence (2.55) yields

M Rq1 CKs Œq1 � .xi � x0i /� D �1 (2.60)

Noting that Px D v, (2.60) may be written

M Rx CKs Œx � .xi � x0i /� D fa: (2.61)

The rotational example of Fig. 2.5b is similar. Letting � D q1, �1 D �a and

noting P� D !, the kinetic and potential energies are T D 1

2
J!2 D 1

2
J Pq21 and V D

1

2
KsŒ� � .�i � �0i /�

2 D 1

2
KsŒq1 � .�i � �0i /�2. Applying the Lagrangian method

then yields

J R� CKs Œ� � .�i � �0i /� D �a: (2.62)

Another appropriate example is the cart and inverted pendulum mechanism
sometimes used to demonstrate control techniques, shown in Fig. 2.6.

Fig. 2.6 Cart and pole
mechanism
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In this case,

L D T � V D
1

2

n
Mc Pq21 CMp

h
. Pq1 � Pq2H cos .q2//

2 C . Pq2H sin .q2//
2
io

�MpgH cos .q2/ :

(2.63)

Again, the friction will be assumed negligible. Then applying (2.55) to obtain the
equations of motion yields the following.

d

dt

�
@L

@ Pq1
�

� @L

@q1
D �1 ) d

dt



Mc Pq1 CMp . Pq1 � Pq2H cos .q2//

� � 0 D �1 )�
Mc CMp

� Rq1 �MpH Rq2 cos .q2/CMpH Pq22 sin .q2/ D �1
(2.64)

and

d

dt

�
@L

@ Pq2
�

� @L

@q2
D �2 )

d

dt

˚�Mp


. Pq1 � Pq2H cos .q2//H cos .q2/� Pq2H2sin2 .q2/

��
CMpgH sin .q2/ D �2 )

d

dt

˚
Mp


 Pq2H2 � Pq1H cos .q2/
��CMpgH sin .q2/ D �2 )

Mp


H2 Rq2 CH Pq1 Pq2 sin .q2/ �H Rq1 cos .q2/C gH sin .q2/

� D �2

(2.65)

Many of the terms in these equations would be difficult to deduce by inspection of
Fig. 2.6 and application of the force and torque balance method.

2.2.3 Two Basic Mechanical Components

2.2.3.1 Gear Trains and Referred Mechanical Parameters

Many controlled mechanisms such as robot joint actuators employ gear trains to
match the motor output to the mechanical load regarding the torque and speed
requirements. A gear train is a set of several toothed wheels, i.e. gear wheels, that
mesh with one another. For incorporation in a plant model for control system design,
it is sufficient to represent a gear train comprising two or more gear wheels using an
equivalent train of just two wheels as shown in Fig. 2.7.

Here, R1 and R2 are, respectively, the radii of the input and output wheels, �1 and
�2 are the input and output torques, !1 and !2 are the angular velocities of the input
and output shafts, while �1 and �2 are the corresponding angles of rotation. Starting
with points, p1 and p2, on the wheel peripheries that are coincident with the point of
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Fig. 2.7 Basic two-wheel
representation of a gear
system
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contact, as the wheels rotate, these points move to new positions, p
0

1 and p
0

2, on arcs
through the same distance, d, requiring

d D R1�1 D R2�2: (2.66)

Differentiating (2.66) and letting P�1 D !1 and P�2 D !2 then yields

!1R1 D !2R2 (2.67)

The gear ratio is defined as

G D !1

!2
D R2

R1
: (2.68)

This is a basic parameter in modelling a mechanical system containing a gear train.
The tangential force, f, at the wheel interface produced by the applied torque, �1,

satisfies �1 D fR1. This also gives rise to an output torque of �2 D fR2. Hence

f D �1

R1
D �2

R2
) �2 D R2

R1
�1:

i.e.

�2 D G�1: (2.69)

So if R > 1, the gear train achieves torque amplification. The mechanical input
power, �1!1, may be expressed in terms of �2 and !2 using (2.69) and (2.68) as
follows.

�1!1 D 1

G
�2G!2 D �2!2: (2.70)

This means that the gear system transmits mechanical power with zero loss,
indicating that the model is of an ideal gear system. Power losses in a real system,
however, may be modelled using viscous friction parameters, as shown below.
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Fig. 2.8 Mechanical system
with viscous friction and
inertia containing a gear
system
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It may be observed that the gear system model described above is similar to that
of an ideal electrical transformer, in that !1 and !2 are analogous to the primary and
secondary currents, �1 and �2 are analogous to the primary and secondary voltages,
and R1 and R2 are analogous to the numbers of primary and secondary turns. Hence,
a gear system may be regarded as a mechanical transformer. Indeed, the viscous
friction and inertial components of a mechanism of which the gear system is a part
may be referred to either the input shaft side or the output shaft side to simplify the
model, in a similar way to referring the inductive and resistive components of an
electrical circuit to either the primary side or the secondary side of a transformer.
Consider the mechanical system shown in Fig. 2.8.

This is a single-degree-of-freedom mechanism consisting of two balanced
masses with moments of inertia, J1 and J2, connected by a gear train. A control
torque, �1, is applied to mass 1 (the torque actuator not being included in this
example) and the movement of the system is restrained by a torsion spring attached
to mass 2. Also N1 and N2 are the numbers of gear teeth. Then the gear ratio is

G D N2=N1: (2.71)

The torque balance equations for sides 1 and 2 of the system are

J1 R�1 CKf1
P�1 D �c � �1 (2.72)

J2 R�2 CKf2
P�2 CKs�2 D �2 (2.73)

It follows from (2.66) and (2.68) that

�1 D G�2 (2.74)
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and this, together with (2.69). completes the model by connecting (2.72) and (2.73).
It also enables the model to be simplified by referring all the quantities to side 1 or
side 2 of the gear train.

For side 1, it is necessary to substitute for �2 and �2 in (2.73) using, respectively,
(2.74) and (2.69). Thus

J2
1

R
R�1 CKf2

1

R
P�1 CKs

1

R
�1 D G�1: (2.75)

Then substituting for �1 in (2.72) using (2.75) yields

J1 R�1 CKf1
P�1 D �c �

�
J2

1

G2
R�1 CKf2

1

G2
P�1 CKs

1

G2
�1

�
(2.76)

which may be written

Jr1
R�1 CKfr1

P�1 CKsr1�1 D �c; (2.77)

where

Jr1 D J1 C 1

G2
J2; Kfr1 D Kf1 C 1

G2
Kf2 and Ksr1 D 1

G2
Ks: (2.78)

Then (2.77) is the simplified model, which is equivalent to a single mass moving
against viscous friction and a torsion spring without a gear train, whose parameters,
J11, Kf11 and Ks1, are, respectively, the moment of inertia, the viscous friction
coefficient and the spring constant referred to side 1 of the gear train.

For the alternative of referring all the parameters to side 2 of the gear train, it is
possible to start with (2.76) and substitute for �1 using (2.74), which gives

J1G R�2 CKf1G P�2 D �c �
�
J2
1

G
R�2 CKf2

1

G
P�2 CKs

1

G
�2

�
(2.79)

which may be written

Jr2
R�2 CKfr2

P�2 CKsr2�2 D G�c; (2.80)

where

Jr2 D J2 CG2J1; Kfr2 D Kf2 CG2Kf1 andKsr2 D Ks: (2.81)

Equations (2.78) and (2.81) are similar to those referring reactive and resistive
components to the primary or secondary circuits of an electrical transformer.
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2.2.3.2 Hard Stops

Controlled mechanisms often have mechanical hard stops, limiting the range of
movement to lie between maximum and minimum values. It is necessary to model
these hard stops for simulation purposes if there is any likelihood of them being
reached in the application under study. It will be assumed that the part of the
mechanism constrained by the hard stops may be modelled as a rigid body when
not in contact with these stops and has one degree of freedom of movement, which
may be rotational or translational. Let the differential equation of motion of this
body be

Rx D b .ub C uh/ (2.82)

where x is either the translational or rotational displacement, b D 1=M or b D 1=J ,
where M is the body mass, J is the body moment of inertia about the axis of rotation,
ub is the total torque or force applied to the body without contacting either hard stop
and uh is the additional force or torque acting on the body as a result of contact with
either of the two hard stops. Upon contacting a hard stop, small elastic deformations
will occur in the body and the hard stop material. This will be modelled as a very
stiff spring. Also a small proportion of the kinetic energy of the body will be lost
as heat dissipated in the body due to the nature of its material or energy transfer
to the structure upon which the hard stops are mounted. This energy dissipation, if
considered significant, will be modelled as viscous damping. Thus

eh D
8<
:
xmax � x; x > xmax

0; xmin � x � xmax ; uh D Ksheh CKvh Peh;

xmin � x; x < xmin

(2.83)

where Ksh and Kvh are, respectively, the spring constant and viscous damping
coefficient representing the elastic deformation and the energy loss during the stop
contact. Figure 2.9 shows a block diagram of the model based on (2.82) and (2.83).

The ‘max’ and ‘min’ functions shown are as in SIMULINK
®

and are defined as

max .p; q/ �


p; p � q

q; p < q
and min .p; q/ �



p; p � q

q; p > q
: (2.84)
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Fig. 2.9 Hard stop model for simulation
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Also, the injection of the signal, bKvheh, between the two integrators realises the
term, Kvhėh, in (2.83), thereby avoiding the implementation of the differentiation.

2.2.4 Modelling for Vehicle Attitude and Position Control

2.2.4.1 Three-Axis Rotational Dynamics

An unconstrained rigid body, usually representing a vehicle such as a spacecraft
or underwater vehicle has three rotational degrees of freedom as discussed in
Sect. 2.2.2.2. It will be assumed that attitude control actuators are mounted on
the body that produce torque components, �bx, �by and �bz, about the body-fixed
axes, xb, yb and zb. The dynamic subsystem is obtained by equating the net applied
torque to the first derivative of the body angular momentum vector. This is far
more involved than the single-degree-of-freedom case due to the derivative of a
vector having two parts, the rate of change of magnitude and the rate of change
of direction. For the single-degree-of-freedom case, only the rate of change of
magnitude of the angular momentum vector is needed, since it does not change
direction, yielding (2.33). For an unconstrained rigid body, however, the motion in
all three rotational degrees of freedom occurs and the theory of dynamics is needed
[4]. Let the instantaneous angular velocity vector be

¨ D !xbi C !ybj C !z
bk; (2.85)

where î, ĵ and bk are the unit vectors directed along the mutually orthogonal body-
fixed axes, xb, yb and zb and !x , !y and !z are the angular velocity components
along these axes. Let the body angular momentum be similarly represented as

Lb D lbxbi C lbybj C lbz
bk; (2.86)

Using the same notation, the net torque vector acting on the body is

” D ”a � ”o; (2.87)

where

”a D �axbi C �aybj C �az
bk (2.88)

is the actuator torque vector and

”o D �oxbi C �oybj C �oz
bk (2.89)
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is the opposing torque vector that could be due, for example, to hydrodynamic drag
in an underwater vehicle or solar radiation pressure in the case of a space satellite.
The dynamics equation can then be written as

PLb C ¨ ^ Lb D ”a � ”0 (2.90)

where

PLb � Plbxbi C Plbybj C Plbz
bk (2.91)

is the rate of change of the magnitude of the angular momentum vector and the
second term on the LHS of (2.90) is the rate of change of direction of the angular
momentum vector. This is called the gyroscopic torque component since it is
responsible for the behaviour of a gyroscope. A familiar example of gyroscopic
torques at work is the prevention of a bicycle in motion falling over due to the
wheel angular momentum vectors.

It is important to note that (2.90) is valid only for actuators such as thrusters that
do not have angular momentums affecting the motion of the body. In spacecraft,
however, reaction wheels or control moment gyros are commonly employed. These
actuators accrue their own angular momentums through their principle of operation.

A reaction wheel consists of an electric motor with the stator bolted to the
spacecraft body, directly driving a balanced flywheel. When the motor develops
torque, the wheel undergoes an angular acceleration and its angular momentum
magnitude therefore changes. The equal and opposite reaction torque acts on the
spacecraft body via the stator, controlling the attitude as required. This also changes
the angular momentum of the spacecraft body by an equal and opposite amount
to the change in the wheel angular momentum. This is due to the principle of
conservation of angular momentum, which states that the total angular momentum
of a mechanical system is constant if no external torque acts on it. This is also
called a conservative system because the angular momentum is conserved. Since
a set of reaction wheels on a spacecraft effects momentum exchange between the
spacecraft body and the wheels, these actuators are called momentum exchange
actuators. At least three reaction wheels are needed to control the three rotational
degrees of freedom, usually a set of four with their spin axes arranged so that any
combination of three wheels can be used to maintain the mission with one wheel
failure.

The control moment gyro (CMG) consists of a flywheel running at constant speed
mounted in a single or a two-axis gimbal system, each gimbal axis equipped with
an electromagnetic transducer that provides an attitude control torque component.
Various configurations of control moment gyros can be employed to achieve
controllability of the three rotational degrees of freedom. In this case, the wheel
angular momentum magnitudes are constant but attitude control torques from the
electromagnetic transducers produce equal and opposite torques acting at right
angles to the wheel spin axes which change the direction of the angular momentum
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vector of each CMG. Again, during attitude control manoeuvres, angular momen-
tum is exchanged between the spacecraft body and the set of CMGs, the total angular
momentum remaining constant if no external torques are acting.

If external torques do act on a spacecraft equipped with momentum exchange
actuators, then the fundamental equation of rotational dynamics states that this is
equal to the rate of change of the total angular momentum. If the attitude control
maintains the spacecraft body stationary with respect to inertial space, then the
actuators absorb the angular momentum until they reach a saturation condition.
Either one of the reaction wheels reaches a maximum speed limit or one of the
CMG gimbals reaches an angular limit. Then the stored angular momentum has to
be removed by transferral to molecules of exhaust emission of a set of thrusters.

A model for control system simulation and design can be formed that is
independent of the type of momentum exchange actuator and the configuration of
the actuator set. This is done by expressing the actuator angular momentum vector as

La D laxbi C laybj C laz
bk (2.92)

and then replacing the dynamic subsystem (2.90) with the following.

PLb C ¨ ^ .Lb C La/ D ”a � ”0;
PLa D �”a; (2.93)

Next, to render the dynamic subsystems (2.90) and (2.93) useful for attitude
control system design, they should be reformulated in the matrix–vector form with
the vectors represented as 3 � 1 column vectors. First, however, the cross products
will be expanded, noting that

Qi ^ Qi D Qj ^ Qj D Qk ^ Qk D 0I Qi ^ Qj D QkI Qj ^ Qi D � QkI
Qj ^ Qk D Qi I Qk ^ Qj D �Qi I Qk ^ Qi D Qj I Qi ^ Qk D � Qj

Then in (2.90)

¨ ^ Lb D
�
!xbi C !ybj C !z

bk� ^
�
lbxbi C lbybj C lbz

bk�

D �
!ylbz � !zlby

�bi C .!zlbx � !xlbz/ bj C �
!xlby � !ylbx

�bk (2.94)

Then the matrix–vector form of (2.90) follows.

2
4

PlbxPlbyPlbz

3
5C

2
4 0 �!z !y

!z 0 �!x
� !y !x 0

3
5
2
4 lbxlby
lbz

3
5 D

2
4 �ax

�ay

�az

3
5 �

2
4 �ox

�oy

�oz

3
5 ; (2.95)

which, in compact form, may be written

PLb C �3Lb D ”a � ”o (2.96)
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Similarly, (2.93) becomes

PLb C �3 ŒLb C La� D ”a � ”o;
PLa D �”a (2.97)

To obtain the dynamic subsystem (2.97) in a form equivalent to (2.33), the moment
of inertia matrix, often called the moment of inertia tensor [4], is needed. This is

J D
2
4Jxx Jxy Jxz

Jyx Jyy Jyz

Jzx Jzy Jzz

3
5 D lim

n ! 1
ımi ! 0

nX
iD1

ımi

2
4y

2
i C z2i xiyi xi zi
yixi x

2
i C z2i yi zi

zi xi zi yi x2i C y2i

3
5: (2.98)

The diagonal terms are the moments of inertia of the body about the axes, xb, yb and
zb, while the off-diagonal terms are the products of inertia. The rigid body is divided
into a large number of elements of mass, mi with coordinates, xi, yi and zi. Then the
number of elements is allowed to become infinitely large, each of infinitesimal mass.
The angular momentum vector is the product of the moment of inertia matrix and
the angular velocity vector. Thus

Lb D J¨: (2.99)

Then (2.95), applicable when using thruster-based actuators, becomes

J P̈ C �3J¨ D ”a � ”o (2.100)

and (2.97), applicable when using momentum exchange actuators, becomes

J P̈ C �3 ŒJ¨ C La� D ”a � ”o;
PLa D �”a: (2.101)

2.2.4.2 Basic Three-Axis Rotational Kinematics

As already pointed out in Sect. 2.2.2.2, there are several sets of attitude coordinates
that can be chosen for a rigid body. These are attitude representations [5]. For each
attitude representation, there is a set of kinematic differential equations [KDEs]
relating the derivatives of the attitude coordinates to themselves and the body
angular velocity components, !x , !y and !z, defined ith in subsection 2.2.4.1. One
of the twelve different attitude representations introduced in Sect. 2.2.2.2 based on
three successive rotations about the body-fixed axes could be chosen, each with a
different set of KDEs. These, however, have a common drawback. Consider, for
example, the gimbal mechanism of Fig. 2.1e for orientations of the central cube
requiring the two gimbal frames to be coplanar. Then the mechanism loses one
degree of freedom of motion. This condition is referred to as gimbal lock. As will be
seen, this manifests as a singularity in the corresponding set of KDEs. Fortunately,
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Fig. 2.10 Diagrams for derivation of kinematic differential equations for Fig. 2.2. (a) Equivalent
gimbal system. (b) Angular velocity vector diagram

in addition to the 12 attitude representations already mentioned, there exist others
whose sets of rotational KDEs do not exhibit singularities. One of these, based on
the quaternion, is presented in the following subsection as it is suited to control
system design.

Before introducing the quaternion-based attitude representation, the KDEs for
the attitude representation of Fig. 2.2 will be derived to demonstrate the gimbal lock
condition and the singularity. Figure 2.10a shows the fictitious gimbal system for
this attitude representation that enables it to be visualised.

Figure 2.10b shows the geometry of the body angular velocity vectors and the
gimbal joint angular velocity vectors. The gimbal joint angles are the attitude
coordinates. The equations for !x, !y and !z, produced by given gimbal angular
velocities, P�, P� and P , are obtained by studying Fig. 2.10b and are as follows.

!x D P� cos .�/ cos . /C P� sin . / (2.102)

!y D P� cos . / � P� cos .�/ sin . / (2.103)

!z D P C P� sin .�/ (2.104)

The required KDEs are then obtained by solving (2.102), (2.103) and (2.104) for P�,
P� and P . Hence (2.102) � cos( ) � (2.103) � sin( ) yields

P� cos .�/ cos2 . /C P� sin . / cos . / � P� cos . / sin . /C P� cos .�/ sin2 . /
D !x cos . / � !y sin . / ) P� cos .�/ D !x cos . / � !y sin . / )

P� D 1
cos.�/



!x cos . / � !y sin . /

�
(2.105)
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Similarly, (2.102) � sin( ) C (2.103) � cos( ) yields

P� cos .�/ cos . / sin . /C P�sin2 . /C P�cos2 . / � P� cos .�/ sin . / cos . /
D !x sin . /C !y cos . / )
P� D !x sin . /C !y cos . /

(2.106)

Finally, substituting for in (2.104) using (2.105) and making P the subject of the
resulting equation yields

P D !z � 

!x cos . / � !y sin . /

�
tan .�/ : (2.107)

The set of three KDEs are (2.105), (2.106) and (2.107), and they constitute a possible
kinematic subsystem for the rigid-body rotational model. The singularity is evident
on the RHS of (2.105) and (2.107), as P� ! 1 and P ! 1 as � ! �=2 provided
!x cos . / � !y sin . / ¤ 0, which will usually be true. Observing Fig. 2.1a, the
inner gimbal is in the same plane as the outer gimbal for � D �=2 and the body
cannot be rotated about an axis perpendicular to the gimbal plane for this condition.
This is gimbal lock. For applications such as surface ships, civil airliners and mobile
robots, however, this situation is tolerable as the attitude of the vehicle is limited.
For applications, such as spacecraft in which the attitude is unlimited, singularity-
free attitude representations exist, two of which are presented in the following
subsection.

2.2.4.3 Singularity-Free Three-Axis Rotational Kinematics

Two sets of kinematic differential equations are derived from the first principles
in Appendix A2 that, in contrast to the basic kinematic differential equations of
Sect. 2.2.4.2, are free of singularities and trigonometric functions. The first is the
set of direction cosine-based kinematic differential equations, as follows.

2
4 Pcxx Pcxy Pcxz

Pcyx Pcyy Pcyz

Pczx Pczy Pczz

3
5 D

2
4 0 !z �!y

� !z 0 !x
!y �!x 0

3
5
2
4 cxx cxy cxz

cyx cyy cyz

czx czy czz

3
5 (2.108)

Here, cij, are the set of direction cosines of three mutually orthogonal unit vectors
fixed in the vehicle body with respect to a set of three mutually orthogonal unit
vectors fixed in the frame of reference. Although these constitute nine attitude
coordinates, (2.108) obeys six constraint equations that reduce the total number
of rotational degrees of freedom to three. In this case, (2.108) can be numerically
integrated in a vehicle application and the three attitude coordinates taken as a
suitable subset of three direction cosines for control purposes [5].
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The second set of singularity-free kinematic differential equations is based on the
quaternion. This interesting mathematical entity is introduced and fully discussed in
Appendix A2, together with the derivation of the equations as follows.

2
664

Pq0
Pq1
Pq2
Pq3

3
775 D 1

2

2
664
0 �!x �!y �!z

!x 0 !z �!y
!y �!z 0 !x
!z !y �!x 0

3
775

2
664
q0
q1

q2
q3

3
775 (2.109)

Here, the quaternion components, qi, are the attitude coordinates which obey the
single constraint equation,

q20 C q21 C q22 C q23 D 1; (2.110)

thereby reducing the total number of rotational degrees of freedom to three, so a
suitable subset of these coordinates, usually q1, q2 and q3, can be used for control.

2.2.4.4 Translational Dynamics and Kinematics

In applications such as spacecraft and underwater vehicles, the translational
dynamic subsystem is the differential equation relating the control force vector,
fc, the opposing force vector, fo, and the external disturbance force vector, fd, to
the velocity vector, vr, of the centre of mass. The translational kinematic subsystem
is the differential equation relating the velocity and position vectors of the centre
of mass. These are straightforward but the force vectors are usually formulated in
the vehicle body-fixed frame, (xb, yb, zb), because the actuators are mounted on the
body, while the position and velocity vectors are formulated in the reference frame
(xr, yr, zr). In this case, the direction cosine matrix, C, discussed in Appendix A2, is
needed in the dynamic subsystem to convert the given force components along the
body-fixed axes to components along the reference frame axes. Thus, if fr is the net
force vector acting on the body centre of mass with components along the reference
axes, then

fr D CT Œfc � fo � fd� : (2.111)

The basic dynamics equation is then obtained by equating the rate of change of
linear momentum to fr. Thus,

d

dt
.M vr/ D fr (2.112)
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where M is the vehicle mass. If M is constant, then the dynamic subsystem equation
is obtained by combining (2.111) and (2.112). In the component form, this is

M

2
4 Pvrx

Pvry

Pvrz

3
5 D

2
4 cxx cyx czx

cxy cyy czy

cxz cyz czz

3
5
2
4
2
4fcx

fcy

fcz

3
5 �

2
4fox

foy

foz

3
5 �

2
4fdx

fdy

fdz

3
5
3
5 : (2.113)

The elements, cij, i D x; y; z, j D x; y; z, would have to be given in terms of the
coordinates of the attitude representation for the rotational kinematic subsystem [5].

2.2.5 Electric Motors

2.2.5.1 Introduction

Many systems for controlling the position or velocity of a mechanical object
employ electric motors as actuators. This trend is increasing. For example, electric
drives, comprising motors, associated power electronics and digital processors, are
replacing the internal combustion engine for vehicle propulsion and also replacing
the hydraulic actuators on some aircraft control surfaces. Motors are therefore
important electrical components to understand and model to be able to create plant
models. It is important to note that these machines can operate as generators to
return kinetic energy stored in controlled mechanisms to the power supply during
deceleration, referred to as regenerative operation, but suitably designed power
electronic circuits are needed for this purpose. This is an important practical feature
of any system employing electric motors, such as an electric vehicle, designed to
recycle energy that would otherwise be lost in the form of heat.

The following subsections present models of three electric motor types found
in industry, i.e. the DC motor, and the two basic types of AC motor, i.e. the
synchronous motor and the induction motor. The DC motor is relatively straight-
forward to model and incorporate in a plant model. On the other hand, AC motor
models used by power systems engineers are usually equivalent circuits based on a
sinusoidal power supply voltage at fixed amplitude and frequency, stemming from
the era in which variable speed or position control was quite primitive and entailed
varying the supply voltage amplitude only. For the effective use as actuators in
feedback control systems, both the amplitude and frequency have to be variable.
A plant model in which the motor supply voltage amplitude and frequency are input
variables would, however, be nonlinear, also requiring the phasing to be varied for
bidirectional control. These problems are circumvented in modern electric drives
by the method of vector control [6] described in Sect. 2.2.6 that applies software-
implemented transformations through which the AC motor appears similar to a DC
motor. The induction and synchronous motor models presented in Sects. 2.2.6.4 and
2.2.6.6 have the DC motor-like input and output variables and therefore include the
transformations.
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Fig. 2.11 DC motor types. (a) Separately excited. (b) Permanent magnet. (c) Brushless

Models of rotary motors are given, those for linear motors being similar. The
models comprise a common mechanical subsystem given in Sect. 2.2.5.3 and
specific electrical subsystems given in Sects. 2.2.5.4, 2.2.6.4 and 2.2.6.6.

2.2.5.2 The Three Basic Motor Types

Basic motor descriptions are given in this subsection in sufficient detail to enable
the unfamiliar reader to understand the models presented subsequently. It should
be noted that the detailed configurations, proportions and practical features are not
given here but are available in specialist texts such as [8] and design aspects together
with the underlying electromagnetic theory are covered by texts such as [9].

The basic forms of DC motor shown in Fig. 2.11a, b comprise a stator of
magnetic material in which a cylindrical armature, also of magnetic material rotates,
separated by a small air gap. The stators of large DC motors are configured to
produce a magnetic field pattern with alternate North and South poles around the
cylindrical air gap as illustrated in Fig. 2.11a, b. In relatively large motors rated in
the Megawatt region, such as employed in steel rolling mills, the magnetic field is
produced by applying a voltage, vf, to drive a current, if, through field windings in
the stator, as shown in Fig. 2.11a. In much smaller DC motors rated in the Kilowatt
region and below, such as used in small positioning mechanisms, the magnetic field
is produced by permanent magnets as shown in Fig. 2.11b. The crosses on the
conductor sections indicate current direction away from the observer while the dots
indicate current direction towards the observer.

The armature contains a set of conductors through which a controlled current, ia,
is passed to produce a tangential force, and hence torque, through interaction with
the magnetic field. As the armature rotates, when its conductors move from South to
North poles and vice versa, the current direction in those conductors is reversed by
means of a commutator mounted on the armature shaft, to maintain the torque in the
required direction despite the change of direction of the magnetic field as ‘seen’ by
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the moving conductors. The commutator consists of a number of copper segments
arranged on an insulated cylinder, on which carbon brushes delivering the armature
current are kept in good contact by springs (not shown). The commutator is shown
‘inside out’ in Fig. 2.11a, b for clarity of illustration. In practice the brushes are
placed on the outside of the cylindrical set of commutator segments. In brushless DC
motors, which are rated in the Kilowatt region and below, the permanent magnets are
mounted in the rotor instead of the stator and the torque producing conductors are
mounted in the stator as shown in Fig. 2.11c. The commutation is electronic, being
carried out with the aid of a rotor position sensor and switching logic driving power
electronic switches. The control variable is the armature voltage, va. In the separately
excited DC motor, vf is normally kept constant so that the constant steady-state if
maintains a constant magnetic flux, but this can be reduced as the speed increases to
allow a higher maximum speed by reducing the armature back e.m.f. which, since
it opposes the armature voltage, would cause loss of control of the armature current
due to the voltage saturation limits.

Synchronous motors and induction motors, sometimes called asynchronous
motors, have similar stators of magnetic material as illustrated in Fig. 2.12. As in the
DC motor, the stator is configured to produce a field pattern with alternate North and
South poles around the cylindrical air gap, but in contrast, this field pattern can also
be made to rotate. This is achieved by means of a number of coils whose conductors
are distributed in slots around the inside cylindrical surface of the stator. Each coil
is referred to as a phase. There are at least two phases, usually three in AC motors
used as control actuators.

The distribution of the conductors of each phase is such that if a constant direct
current is passed through the coil, a magnetic field pattern results with an air gap
flux density that has a nearly sinusoidal variation with angular position around the
air gap. There are p cycles of flux density per 360ı of angular position variation, the
overall field pattern being equivalent to that produced by p bar magnets, each with
a North pole and a South pole, as if they were buried in the stator in a symmetrical
pattern instead of the coil. The integer, p, is therefore referred to as the number
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of pole pairs. The coil of each phase is similar but angularly separated from its
neighbour. For a three-phase motor, the mechanical separation is 120ı/p. Then if
sinusoidal currents at a frequency of !e [rad/s] are driven through the coils, the
current in each phase being separated by 120ı in electrical angle, then the magnetic
field pattern will rotate about the rotor centre at an angular velocity of !s D !e=p

[rad/s], called the mechanical synchronous angular frequency, while maintaining its
shape.

For all three AC motors, a rotor of magnetic material is placed inside the stator
separated by a small air gap. The rotors of induction motors usually contain a set
of conductors placed axially in a cylindrical configuration near the periphery. The
ends of these conductors are electrically connected as shown. This type of rotor is
called a squirrel-cage rotor. The induction motor is therefore similar to a transformer
with a short-circuited secondary winding. Indeed, if the rotor is locked, the rotating
field pattern generates e.m.f.s in the rotor conductors that give rise to relatively high
circulating currents. With the rotor free to move, however, the torque generated by
the interaction of the rotor currents with the rotating magnetic field causes the rotor
to accelerate until it reaches a constant speed if the supply voltage amplitude and
frequency are constant. If the mechanical load is purely inertial with zero friction
(hypothetical in practice) then the rotor would reach!s [rad/s] for which there would
be no relative movement between the magnetic field and the rotor conductors. In a
real situation, however, a steady torque would be required to maintain a constant
rotor speed, which would be !m, where j!mj < j!sj, as there has to be relative
movement between the magnetic field and rotor conductors, called rotor slip, for
there to be e.m.f.s driving currents through the rotor to produce the necessary torque.

In the permanent magnet synchronous motor (PMSM) illustrated in Fig. 2.12b,
permanent magnets are buried in the rotor to produce a magnetic field with a set of
poles equal in number to the set of poles of the rotating magnetic field. Then unlike
poles of the rotating magnetic field attract like poles of the rotor and it is ‘dragged’
round at an angular velocity of !s, so there is no rotor slip. The magnetic field,
however, is distorted under a mechanical load resulting in an angular displacement
between the stator magnetic field and rotor called the load angle. The PMSMs are
rated in the Kilowatt region or below. The separately excited synchronous motors
are illustrated in Fig. 2.12c.

2.2.5.3 Mechanical Subsystem

The mechanical part is common to all motor types and effectively comprises the
single-degree-of-freedom rotational dynamic and kinematic models of Sect. 2.2.2.3,
which are as follows:

Dynamical subsystem W P!r D 1
Jr
.�e � �L/

Kinematic subsystem W P�r D !r
(2.114)
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Here, Jr is the rotor moment of inertia, !r is the rotor angular velocity, �r is the rotor
angle (relative to an inertial frame of reference), �e is the electromagnetic torque
developed by the motor and �L is the load torque given by

�L D �d C �o; (2.115)

where �d is the external disturbance torque and �o is the opposing torque defined in
Sect. 2.2.2.3.

2.2.5.4 DC Motor Electrical Subsystem

The basic model of a DC motor may be developed by first considering a conductor
of length of l metres, carrying a current of i Amperes at right angles to a uniform
magnetic field of flux density B Tesla situated on a cylindrical armature at a mean
radius of r metres. The torque developed is then

� D rBli ŒNm� : (2.116)

The back e.m.f., which enables the motor to operate as a generator when needed, is

e D Blr!rŒV� (2.117)

It is evident from (2.116) and (2.117) that the torque and back e.m.f. constants are
both equal. For a complete DC motor, similar equations hold that are written as

�e D Cˆia (2.118)

and

eb D Cˆ!r (2.119)

where Km D Cˆ, ˆ is the magnetic flux interacting with the armature conductors
and C is a constant determined by the configuration of the motor.

In addition, the inductive armature circuit has to be modelled. Also the magnetic
field of relatively large DC motors, such as in steel rolling mills, is produced by
another inductive circuit but by a permanent magnet in smaller DC motors such as
those used in the reaction wheels of spacecraft. Both of these circuits are shown in
Fig. 2.13.

Applying Kirchhoff’s second law to the field and armature circuits then yields
the following differential equations.

va D Raia C La
dia
dt

C eb ) dia
dt

D 1

La
.va � eb �Raia/ (2.120)



2.2 Physical Modelling 109

Fig. 2.13 Representation of
DC motor including its
equivalent circuit
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vf D Rfif C Lf
dif
dt

) dif
dt

D 1

Lf
.vf �Rfif/ : (2.121)

The DC motor model is then given by (2.114), (2.118), (2.119), (2.120) and (2.121).

2.2.6 Vector-Controlled AC Motors as Control Actuators

2.2.6.1 Concept of Vector Control

In a DC motor, the armature current, the magnetic flux linkage and the torque
produced by the Lorenz force may be regarded as vectors, î, § and ”. Then the
torque equation (2.118) becomes

” D C 0§ ^ i (2.122)

noting that the constant, C0 is not the same as C due to § being the flux linkage
rather than the total flux. In literature on vector control, however, § is usually
referred to simply as the magnetic flux. Since, in the vector cross product, j”j D
C 0 j§ j jij sin .˛/, where˛ is the angle between the vectors, § and i, j”j is maximised
by maintaining ˛ D �=2, i.e. mutual orthogonality between these vectors. This is
achieved in a DC motor through its physical design, but for AC motors it is achieved
by vector control. For a synchronous motor, the rotor position is determined by
measurement so that the orientation of § is known. Then the components of i are
controlled to (a) keep i changing direction relative to the stator to follow rotor so that
it is perpendicular to § and (b) its magnitude is set to produce the required torque.
For an induction motor, the position of the rotor is measured (or estimated using a
mathematical model of the motor in the so-called sensorless control). In this case,
however, the magnetic flux vector, § , results from the induced rotor currents and
has to be estimated from a mathematical model of the motor. Then the components
of i are determined, as for the synchronous motor, to maintain mutual orthogonality
with § and produce the required torque.
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2.2.6.2 The Transformations of Vector Control

The vectors representing the alternating voltages, currents and magnetic fluxes in an
AC machine are expressed with respect to certain frames of reference, usually fixed
to the stator or rotor of the motor. The stator currents and voltages are components
of their vectors directed along stator-fixed axes and therefore alternate as the vectors
rotate relative to the stator in a plane perpendicular to the rotation axis of the motor.
The stator current vectors are usually controlled in the frame rotating with the rotor
and their components along the axes of the rotating frame do not alternate in the
same way. The same is true of the magnetic flux vector as this rotates with the rotor.
The calculation of, for example, the stator current vector components in the stator-
fixed frame is achieved by a rotational transformation similar to a two-dimensional
version of the rotation matrix (direction cosine matrix) C, of Sect. 2.2.4.3. In the
rotating frame, the components of the vectors appear as variable DC quantities and it
is these that are controlled. The motor models needed to achieve this are in the form
of differential equations and those available to the control system designer already
incorporate the rotational transformations so that the input and output variables are
the variable DC ones.

For a multiphase AC motor there exists an equivalent two-phase motor model
and it is this that is used in vector control. Since most multiphase motors are three-
phase motors, these are assumed in the following description. As shown in Fig. 2.12,
the standard subscripts denoting the three phases are a, b and c. The corresponding
phases of the two-phase equivalent motor model are denoted ˛ and ˇ. Let bx be
a vector, corresponding to the applied stator voltage or the stator current, that is
rotating at ! [rad/s] in a plane with components, xa(t), xb(t) and xc(t), along three
axes, a, b and c equally separated in angle by 2�=3 [rad], as shown in Fig. 2.14a.
These are fixed with respect to the stator of the motor.

By convention, if the component of the vector along an axis is towards the arrow,
then it is positive: otherwise, it is negative. If ! is constant, then xa(t), xb(t) and
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β axis
b axis

c axis

xα

6
π

3π

x̂ d axis
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tω
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x̂
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β axis
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x̂
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a ,x xα
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xβ

bx ω

a b c

3π

3π

Fig. 2.14 Equivalent three and two-phase alternating variables generated by rotating vector.
(a) Generation of 2 and 3 phase variables from the same vector. (b) Construction for derivation
of Clarke transformation. (c) Construction for derivation of Park transformation
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xc(t) are sinusoidal with angular frequency! [rad/s] with amplitude jbxj separated in
phase by 2�=3 [rad], i.e. balanced three-phase variables. Since the ˛ and ˇ axes are
perpendicular, then the components, x’(t) and x“(t) are sinusoidal variables, also at
an angular frequency of ! [rad/s] with amplitudes equal to jbxj separated in phase
by �=2 [rad]. Figure 2.14b may then be used to write down equations for xa(t), xb(t)
and xc(t) in terms of x’(t) and x“(t), as follows:

xa.t/ D x’.t/

xb.t/ D �x’.t/ sin .�=6/C x“.t/ cos .�=6/ D �1
2
x’.t/C

p
3
2
x“.t/

xc.t/ D �x’.t/ sin .�=6/� x“.t/ cos .�=6/ D �1
2
x’.t/ �

p
3
2
x“.t/

(2.123)

i.e.

2
4 xa.t/

xb.t/

xc.t/

3
5 D

2
4 1 0

� 1=2 p
3=2

� 1=2 �p
3=2

3
5
�
x’.t/

x“.t/

	
: (2.124)

The left pseudo inverse of the matrix on the RHS may then be used to obtain the
two-phase variables in terms of the three-phase variables. Thus

�
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i.e.

�
x’.t/

x“.t/

	
D
"
2
3

� 1
3

� 1
3

0 1p
3

� 1p
3

#2
4 xa.t/

xb.t/

xc.t/

3
5 : (2.125)

Transformation (2.125) is the Clarke transformation and (2.124) is called the inverse
Clarke transformation.

Figure 2.14c represents a single-degree-of-freedom rotational transformation in
which the components, xd(t) and xq(t), in a new frame of reference with axes, d and
q, are expressed in terms of the components, x’(t) and x“(t), in the frame of reference
with axes, ˛ and ˇ, already introduced. If the d - q frame rotates with the vector,bx,
and jbxj is constant, then xd and xq are constant. The transformation equations follow
from the figure and may be written as
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�
xd.t/

xq.t/

	
D
�

cos .!t/ sin .!t/
� sin .!t/ cos .!t/

	 �
x’.t/

x“.t/

	
: (2.126)

This is called the Park transformation. As this is a rotational transformation, it
is orthogonal and therefore the matrix of the inverse Park transformation is the
transpose of that of the RHS of (2.126). Thus

�
x’.t/

x“.t/

	
D
�

cos .!t/ � sin .!t/
sin .!t/ cos .!t/

	 �
xd.t/

xq.t/

	
: (2.127)

2.2.6.3 Vector Control Implementation

In vector control, the transformations, (2.124), (2.125), (2.126) and (2.127) are
implemented on a digital processor interfaced with the motor according to Fig. 2.15.
The d-q frame is fixed in the rotor and ‘d’ denotes the direct axis along which
the magnetic flux vector should be directed and ‘q’ denotes the quadrature axis
along which the current component producing the torque is directed. The purpose of
vector control is to keep the current and flux vectors mutually perpendicular, which
produces the maximum torque for given vector magnitudes, as in a DC motor in
which the armature current direction is perpendicular to the magnetic flux direction.
It is important to realise that the current and flux vectors referred to in vector control
are independent of the machine geometry and correspond to, rather than equal, the
physical fluxes and currents [6].

A few practical features in Fig. 2.15 require explanation. First, nearly all electric
drive applications employ switched mode power electronics to minimise the energy
loss in the physical devices used to control the motor by regulating its electrical
power input. The inverter is a set of six electronic switches that are controlled by a
pulse modulator to apply physical stator voltages, vas(t), vbs(t) and vcs(t), that rapidly
switch between ˙VDC with continuously varying mark space ratios such that the
short-term mean values equal va(t), vb(t) and vc(t), the frequency being high enough
for the system performance to be indistinguishable from a hypothetical one in which
these continuously varying stator voltages were to be directly applied.

Pulse modulation is covered in some detail in Chap. 8. Second, it is usual
for shaft encoders to be employed as speed and position sensors on the shafts
of motors used in controlled electric drives. These provide digital outputs with
pulse patterns enabling direction of motion to be detected. The frequency of
the pulse trains can be determined by pulse timing and this yields an angular
velocity measurement. The pulse count yields the angle of rotation. Software-
implemented signal processing provides the position and velocity measurements.
Third, to minimise instrumentation, it is usual to measure only two stator-phase
currents, such as ib and ic and calculate the third using the well-known constraint
equation of a balanced three-phase load, ia C ib C ic D 0, yielding ia D � .ib C ic/.
Specialist texts such as [7] may be read for more details.

http://dx.doi.org/10.1007/978-1-4471-6675-7_8
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Table 2.1 Variables used in vector control of AC motors and their models

Variables Units Description
va, vb, vc [V] Continuous three-phase stator voltage demands
VDC [V] DC power supply voltage
vas, vbs, vcs [V] Switched physical stator voltages with mean values, va, vb, vc

ia, ib, ic [A] Physical stator-phase currents
iam, ibm, icm [A] Measured stator-phase currents
i’m, i“m [A] Equivalent two-phase stator current measurements (Fig. 2.14b)
idm, iqm [A] Measured stator current vector direct and quadrature axis components

(Fig. 2.14c)
vd, vq [V] Continuous stator voltage vector direct and quadrature axis components

to be applied
v’, v“ [V] Continuous two-phase stator voltage demands
idref [A] Reference input value of direct-axis stator current vector component.
y, yref

a Controlled plant output and corresponding reference input
ymech

a Optional measurements, yi ; i D 1; 2; : : : , from controlled mechanism
aUnits dependent upon application

Many vector control schemes in industrial electric drives employ more than one
of the traditional PI controllers. One controls the direct component, idm, of the
transformed measured stator current in an induction motor to control the magnetic
field, using the direct component, vd, of the transformed stator voltage. In a PMSM,
this PI controller is used to keep idm as close to zero as possible by setting the
reference current to idref D 0. Exceptionally, idref is made a function of !r to
reduce the magnetic field at high speeds to extend the speed range by reducing
the stator back e.m.f. for a given speed to avoid stator voltage saturation due to the
finite DC power supply voltage, VDC, but this technique, known as flux weakening,
is carried out with extreme care to avoid demagnetising the permanent magnets.
Another PI controller is employed to control the rotor speed,!r, using the quadrature
component, vq, of the transformed stator voltage. Typically, if the rotor position is
to be controlled, a third PI controller is added using the reference input of the speed
control loop as its control variable.

The variables of Fig. 2.15 are described in Table 2.1.
This traditional arrangement of PI controllers, however, often requires much

time-consuming tuning at commissioning time and retuning during the lifetime of
an electric drive. Also, the traditional philosophy is to control the position or the
speed of the motor with the additional torque due to the mechanical load regarded
as external disturbance torque. For some applications, such as those entailing
mechanical vibration modes, acceptable control is difficult to attain in this way,
certainly not a specified dynamic response of the closed-loop system to the reference
inputs. The more general control structure of Fig. 2.15 can overcome these problems
with a suitable choice of the single controller shown, the freedom of choice
being wide with modern digital implementation. In this spirit, the block arrow
signal, ymech, represents the additional measurements, such as flexural deflections in
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mechanical structures, that enable the best control to be attained within the hardware
limitations. As far as this chapter is concerned, the commonly found PI-based
vector-controlled electric drives are not included as complete actuators. Instead, the
actuator is regarded as just the motor and the transformations, as shown in Fig. 2.15,
which can be accurately modelled as part of the plant to be controlled. The controller
choice is left open so the mechanical load, the motor and the transformations
together constitute the plant. Control techniques other than the traditional ones are
advantageous in electric drives [10].

When the motor is viewed through the input and output signals of the ‘actuator’
block in Fig. 2.15, its behaviour resembles that of the DC motor, at least in
that the variables are not required to oscillate, and this demonstrates the great
advantage of vector control in enabling AC motors to be used as actuators with
relatively sophisticated controllers. The alternating voltages required by the motor
are automatically produced by the inverse Park transformation, due to its time-
varying elements, sin .!t/ and cos .!t/. As the motor accelerates and decelerates,
however, the frequencies and amplitudes of its alternating voltages, currents and
magnetic fluxes will change, in contrast with such motors used directly with AC
power supplies. Also, the time-varying Park transformation removes the oscillations
of the alternating variables of the motor from the measured current components, idm

and idm. The oscillations of the AC variables in the motor are therefore ‘invisible’ to
the control engineer in the d-q models in the following subsections, which are in the
form of differential equations that may be used directly for control system design.
Detailed derivations of these models may be found in specialist texts [11].

2.2.6.4 Induction Motor d-q Model

The complete d-q induction model comprises the following set of first-order
differential equations.

did
dt D �Aid C B d C C!r q CDvd C p!riq
diq
dt D �Aiq C B q � C!r d CDvq � p!rid

d d
dt D �E q C F id

d q

dt D �E q C F iq

d!r
dt D G

�
‰diq �‰qid

� �H�L; d�r
dt D !r

(2.128)

where

D D Lr
LsLr�L2m I A D D:

�
Rs C L2m

L2r
Rr

�
B D D:LmRr

L2r
C D D:Lm

Lr
:p

E D Rr
Lr

F D Lm
Lr
Rr G D 1

Jr
:
3p

2
:Lm
Lr
H D 1

Jr

(2.129)
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Here,  d and  q are the rotor magnetic flux vector components, and �L is the load
torque defined in Sects. 2.2.5.3 and 2.2.2.3. Ls, Lr and Lm are, respectively, the stator,
rotor and mutual inductances. Rs and Rr are the stator and rotor resistances, p is the
number of stator pole pairs and Jr is the rotor moment of inertia.

2.2.6.5 Induction Motor ˛-ˇ Model

The induction motor model equivalent to that of Sect. 2.2.6.4 but formulated in terms
of the vector components along the ˛ and ˇ axes fixed with respect to the stator
are presented here as they could be useful in simulations to display the alternating
variables of the motor. Also, it is possible to create a controller based directly on this
model with an internal oscillatory mode that automatically creates the alternating
variables of the machine without the aid of the time-varying Park and inverse Park
transformations, only the Clarke and inverse Clarke transformations being necessary
in Fig. 2.15 [10]. Thus,

di˛
dt D �Ai˛ C B ˛ C C!r ˇ CDv˛

diˇ
dt D �Aiˇ C B ˇ � C!r ˛ CDuˇ

d ˛
dt D �E ˛ � p!r ˇ C F i˛

d ˇ
dt D �E “ C p!r ˛ C F iˇ

d!r
dt D G

�
‰˛iˇ �‰ˇi˛

� �H�L;
d�r
dt D !r

(2.130)

The constants are as defined in (2.129).

2.2.6.6 Synchronous Motor d-q Model

The complete d-q permanent magnet synchronous motor model comprises the
following set of first-order differential equations:

did
dt D �Rs

Ld
id C p!r

Lq

Ld
iq C 1

Ld
vd

diq
dt D �p!r

Ld
Lq
id � Rs

Lq
iq � p!r

Lq
‰PM C 1

Lq
vq

d!r
dt D 1

Jr
.�e � �L/

d�r
dt D !r

(2.131)

where

�e D 3p

2



‰PMiq C �

Ld �Lq
�
idiq

�
: (2.132)
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Here, ‰PM is the permanent magnet flux, Rs is the stator resistance, Ld and Lq are
the direct and quadrature axis inductances and p is the number of pole pairs.

2.2.7 Fluid and Thermal Subsystems

2.2.7.1 Introduction

Some plants involve heat flow and/or fluid flow and this subsection presents
some relevant models. Specialist texts such as [1, 12] may be consulted for a
comprehensive coverage.

2.2.7.2 Coupled-Tank Systems

Many industrial processes involve one or more interconnected tanks through which
liquid is passed and it is necessary to control the liquid heights in the tanks and the
flow rates. In such cases, the liquid may be regarded incompressible. The general
coupled-tank system of Fig. 2.16 covers several specific examples.

Pumps, P1 and P2, supply the liquid at controlled volume flow rates of q1 and q2

via the control variables, u1 and u2. Assuming that these pumps and their electric
drives are linear and the dynamical effects of these drives are negligible, then

qi D biui ; i D 1; 2: (2.133)

The fluid pressures at the bases of the tanks are

pi D �ghi ; i D 1; 2: (2.134)

1y 2y

1h
2h

1q

3q

2q

4q 5q

1u 2u

1v 3v
2v

1P 2P
HT1 HT2

3y

1FT
Tank 1
with

CSA A1

Tank 2
with

CSA A2

Fig. 2.16 A coupled-tank system
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Here, � is the liquid density and g D 9:81 Œm=s=s� is the acceleration due to gravity.
The transducers, HT1 and HT2, measure these pressures but in view of (2.134) they
are calibrated to measure h1 and h2, which are also referred to as the liquid heads.
Then, assuming linearity of the transducers, the liquid height measurements are

yi D Khhi ; i D 1; 2 (2.135)

where Kh is the height measurement constant. The volume flow rate, q3, between
the tanks, which can be positive or negative, is measured by the transducer, FT1,
and assuming this is linear, the measurement is

y3 D Kfq3: (2.136)

The valves, V1, V2 and V3, can be preset to yield different flow rates for given
values of h1 and h2. According to the theory of fluid dynamics [1], the Reynolds
numbers of the valve orifices are dimensionless parameters given by

NRei D �viLi

	
; i D 1; 2; 3; (2.137)

where 	 is the fluid dynamic viscosity, vi is the fluid velocity and Li is a character-
istic linear dimension dependent on the valve setting. So the Reynolds numbers
vary with the flow rates and the valve settings, but if they remain sufficiently
small .NRei < 2; 000; i D 1; 2; 3/, then the flow is laminar and the relationship
between the pressure drop across each valve and the flow rate through it is linear,
yielding

q4 D h1=Rf1; (2.138)

q5 D h2=Rf2 (2.139)

and

q3 D .h1 � h2/ =Rf3: (2.140)

where Rfi, i D 1; 2; 3, are defined as the fluid resistances of the orifices. An
electrical analogy is immediately apparent in which volume flow rate is equivalent
to electric current and the liquid heads are equivalent to voltages. If, on the other
hand, the Reynolds numbers of the valve orifices are relatively large (NRei >

4; 000; i D 1; 2; 3), then the flow is turbulent and the relationship between the
pressure drop across each valve and the flow rate through it becomes nonlinear.
Thus

q4 D KV1

p
h1; (2.141)
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q5 D KV2

p
h2 (2.142)

and

q3 D KV3

p
jh1 � h2jsgn .h1 � h2/ ; (2.143)

where sgn.x/ � fC1; x > 0I 0; x D 0I D 1; x < 0g. In this case, the fluid resis-
tances are defined as the changes in the liquid heads divided by the changes in the
volume flow rates, i.e.

R1 D 1=
dq4
dh1

D 2

KV1

p
h1; (2.144)

R2 D 1=
dq5
dh2

D 2

KV2

p
h2 (2.145)

and

R3 D 1=
dq3
dh

ˇ̌
ˇ̌
hDjh1�h2j

D 2

KV3

p
jh1 � h2j: (2.146)

The model is completed by relating the rates of change of the liquid heights to the
rates of change of liquid volume in the tanks, using the cross-sectional areas. Thus,

Ph1 D Œq1 � .q3 C q4/� =A1 (2.147)

and

Ph2 D .q3 C q2 � q5/ =A2: (2.148)

2.2.7.3 Thermal Systems

Plants involving heat flow have continuous spatial temperature distributions for
which partial differential equations would be needed to form a precise mathematical
model [12]. Such models are referred to as distributed parameter models. While they
may be numerically integrated on a computer to predict the system behaviour, they
are not convenient for control system design. For this purpose, it is usual to replace
a partial differential equation with a finite set of ordinary differential equations
whose solutions are accurate at a number of discrete points. Fortunately many
thermal systems may be divided into subsystems in which the temperature is nearly
uniform, substantial temperature gradients being restricted to the interfaces between
the subsystems. Then the number of ordinary differential equations required can be
quite small, just one for each subsystem. The complete model is then referred to as
a lumped parameter model.
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Power electronics 
and pulse 
modulator

u

Heating element Air temperature, Θ1

Ambient temperature, Θa

Work-piece with mass, M,
and temperature, Θ2

Power, p

1y

2y

Fig. 2.17 Electric kiln

An example of a controllable heating system with two subsystems is an electric
kiln such as illustrated in Fig. 2.17. It is assumed that the pulse modulator, present
to operate the power electronics in a switched mode to minimise the energy loss,
is designed so that the mean power dissipation in the heating element is directly
proportional to the control variable, u. Thus

p D Keu (2.149)

where Ke is the heating element power constant. It will be assumed that the
convection currents ensure a uniform air temperature within the kiln.

Let qa be the total amount of heat contained in the air within the kiln, Pqs be the
rate of supply of heat from the heating element and Pqw be the rate of flow of heat
from the kiln wall, which will be negative since heat is actually being lost through
the wall due to its imperfect insulation. Then

Pqs D p (2.150)

and Fourier’s law of heat conduction gives

Pqw D �kwAw
d‚

dx
; (2.151)

where kw is the wall conductivity, Aw is the inside area of the kiln wall and d‚
dx is the

temperature gradient in the wall. Assuming this is constant, then

d‚

dx
D ‚1 �‚a

D
; (2.152)

where D is the wall thickness. The differential equation governing the air tempera-
ture is then obtained as follows. First

Pqa D Pqs C Pqw D p � kwAw
d‚

dx
D Keu � kwAw

D
.‚1 �‚a/ : (2.153)
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Then, if Ca is the specific heat capacity of air and Ma is the mass of air contained in
the kiln,

qa D MaCa‚1 ) ‚1 D 1

MaCa
qa ) P‚1 D 1

MaCa
Pqa: (2.154)

This enables (2.153) to be written as

P‚1 D 1

T1
Œbu �‚1 C‚a� ; (2.155)

where T1 D MaCaD
kwAw

is the air heating time constant and b D KeD
kwAw

is the aiming
temperature constant. The first subsystem of the plant model is given by (2.155).

Let the total amount of heat in the workpiece be qp, the heat transfer coefficient
between the surrounding air and the work-piece be hp and the surface area of the
workpiece be Ap. Then Newton’s Law of heating yields

Pqp D hpAp .‚1 �‚2/ : (2.156)

If Cp is the specific heat capacity of the workpiece and Mp is its mass, then

qp D MpCp‚2 ) ‚2 D 1

MpCp
qp ) P‚2 D 1

MpCp
Pqp; (2.157)

enabling (2.156) to be written as

P‚2 D 1

T2
.‚1 �‚2/ (2.158)

where T2 D MpCp

hpAp
is the workpiece time constant. The second subsystem of the plant

model is (2.158).
Finally, the temperature measurement transducers are usually linear so that y1 D

KT‚1 and y2 D KT‚2, where KT is the temperature measurement constant.

2.3 Identification of LTI Plants from Measurements

2.3.1 Overview

Plant (or system) identification is the determination of a mathematical model of the
plant using measured data. In contrast to the physical modelling of Sect. 2.1.4, the
plant is thought of as a ‘black box’ with input and output signals. The approach is
then to determine a model that fits the observed output responses to given inputs.
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Here, time domain and frequency domain methods are introduced for obtaining such
models in the form of transfer functions.

For some identification methods, an input of known form is applied to the plant,
which implies that the operation has to be on an open-loop basis. In these cases, the
plant has to be known in advance to be stable. On the other hand, it is possible to
identify an unstable plant if a feedback controller can be applied yielding closed-
loop stability. Then given reference inputs are applied and the resulting control and
measurement variables are observed to perform the identification.

The following subsections commence with elementary methods for the simplest
SISO LTI plants, assuming open-loop stability, and progress to more sophisticated
methods for the identification of general LTI plants.

2.3.2 Plant Model Determination from Step Response

2.3.2.1 First-Order Plant

Consider a first-order plant characterised by its DC gain, Kdc, and time constant, T.
The Laplace transfer function model is then

Y.s/

U.s/
D Kdc

1C sT
: (2.159)

Let a step input, u.t/ D Ah.t/, be applied, where A is a constant and h(t) is the unit
step function. Then U.s/ D A=s and

Y.s/ D Kdc

1C sT
:
A

s
: (2.160)

Then using the table of Laplace transforms and their inverses [Table 1],

y.t/ D L�1



Kdc

1C sT
:
A

s

�
D KdcA

�
1 � e�t=T � : (2.161)

The steady-state value of the response is then

yss D lim
t!1y.t/ D KdcA: (2.162)

Then (2.161) may be written as

y.t/ D yss
�
1 � e�t=T � : (2.163)

Figure 2.18 illustrates an experimental step response.
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Fig. 2.18 Step response and
parameters for estimation of
first-order transfer function

ss0.63y

ssy

t[s]
0
0
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p4

y (t)

T t1

T

The measured steady-state value of y(t) may be used to obtain Kdc from (2.162)
as

Kdc D yss

A
(2.164)

The time constant, T, may be determined by three methods for cross-checking:

Method 1 From (2.163),

y.T / D yss
�
1 � e�1� D 0:6321yss Š 0:63yss: (2.165)

The time constant, T, may therefore be estimated as the time at which the graph of
y(t) intersects the line, y D 0:63yss, at the point, p1, as shown in Fig. 2.18.

Method 2 With reference to Fig. 2.18, the time constant may be estimated as the
time at which the tangent to the graph of y(t) at t D 0 intersects the line, y D yss,
at the point, p2. This relationship may be proven as follows. Differentiating (2.163)
yields

Py.t/ D yss

T
e�t=T : (2.166)

The slope of the tangent, 0 - p2, is therefore Py.0/ D yss=T and its equation is

f0.t/ D yss

T
t: (2.167)

This straight line intersects the horizontal straight line, y D yss, when f0.t/ D yss

and by inspection of (2.167) this is when t D T .

Method 3 This method is a generalisation of Method 2 and, with reference to
Fig. 2.18, is based on the fact that the tangent to the graph of y(t) at an arbitrary
point, p3, and time, t1, intersects the horizontal straight line, y D yss, at a point, p4,
where t D t1 C T . This enables T to be estimated at any point on the graph of y(t).
The proof of this relationship is as follows. The equation of the tangent, p3 � p4, is

ft1 .t � t1/ D Py .t1/ .t � t1/C y .t1/ : (2.168)
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From (2.163) and (2.166),

y .t1/ D yss
�
1 � e�t1=T � and Py .t1/ D yss

T
e�t1=T (2.169)

Substituting for Py.t1/ and y(t1) in (2.168) using (2.169) then yields

ft1 .t � t1/ D yss

T
e�t1=T .t � t1/C yss

�
1 � e�t1=T � (2.170)

By inspection of (2.170), ft1 .t � t1/ D yss when t � t1 D T ) t D t1 C T .
It is recommended that the three methods are applied, Method 3 for several

points, and the set of time constant estimates averaged.
If the plant transfer function model is required in the standard form,

Y.s/

U.s/
D b0

s C a0
(2.171)

and the model has been obtained in the form of (2.159), then (2.171) can be
manipulated into the same form to obtain b0 and a0 in terms of Kdc and T, as follows.

Y.s/

U.s/
D b0=a0

s=a0 C 1
D Kdc

1C sT
) a0 D 1

T
and

b0

a0
D Kdc ) b0 D a0Kdc D Kdc

T
:

(2.172)

2.3.2.2 Underdamped Second-Order Plant

In this case, the plant is characterised by the undamped natural frequency, !n, the
damping ratio, �, where 0 < — < 1 and the DC gain, Kdc, the transfer function being

Y.s/

U.s/
D Kdc!

2
n

s2 C 2�!ns C !2n
: (2.173)

If the input is u.t/ D Ah.t/, where A is a constant and h(t) is the unit step function,
then U.s/ D A=s and the Laplace transform of the output is

Y.s/ D Kdc!
2
n

s2 C 2�!ns C !2n
:
A

s
(2.174)

Using the final value theorem, the steady-state output is

yss D lim
t!1y.t/ D lim

s!0
sY.s/ D KdcA (2.175)

Then using the table of Laplace transforms and their inverses (Table 1 in Tables),
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y.t/ D L�1



Kdc!
2
n

s2 C 2�!ns C !2n
:
A

s

�
D yss

"
1 � 1p

1 � �2 e
��!n t sin .!dt C �/

#

(2.176)

where !d D !n

p
1 � �2 is the damped natural frequency and � D cos�1 .�/.

The parameters, Kdc, !n and �, may be estimated from an experimentally
obtained step response of the form shown in Fig. 2.19.

The DC gain can be estimated using yss obtained from Fig. 2.19 and the known
step input level, A, using the following equation from (2.175).

Kdc D yss

A
: (2.177)

An expression for the peak output, yp, will now be derived using the step response
of (2.176). This will first be converted to a more convenient form as follows.

sin .!dt C �/ D sin .!dt/ cos .�/C cos .!dt/ sin .�/

D � sin .!dt/Cp
1 � �2 cos .!dt/ ;

(2.178)

recalling that cos .�/ D � and therefore sin .�/ D p
1 � cos2 .�/ D p

1 � �2. Then
(2.176) may be rewritten as

y.t/ D yss

"
1 � e��!nt

 
�p
1 � �2 sin .!dt/C cos .!dt/

!#
(2.179)

The first peak occurs at t D Tp, which is the smallest value of t > 0 for which
Py.t/ D 0. Again with the aid of (2.174) and the Laplace transform tables (Table 1
in Tables),

Py.t/ D L�1 fsY.s/g D L�1



yss!
2
n

s2 C 2�!ns C !2n

�
D yss!np

1 � �2
sin .!dt/ : (2.180)

Fig. 2.19 Step response and
parameters for estimation of
second-order transfer
function
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It is clear from (2.180) that the peak time is half the oscillation period. Thus

Tp D 1

2
:
2�

!d
D �

!d
D �

!n

p
1 � �2

: (2.181)

Then from (2.179),

y
�
Tp
� D yp D yss

�
1C e

� ��p
1��2

	
) � ��p

1��2 D ln
�
yp

yss
� 1

�
)

�2�2 D �
1 � �2� ln2

�
yp

yss
� 1

�
) �2

h
�2 C ln2

�
yp

yss
� 1

�i
D ln2

�
yp

yss
� 1

�
)

� D � ln
�
yp

yss
� 1

�
=

r
�2 C ln2

�
yp

yss
� 1

�
; (2.182)

noting that 0 < yp=yss � 1 < 1 ) ln
�
yp=yss � 1

�
< 0 and � must be positive.

This enables the damping ratio, �, to be estimated from yp and yss obtained from
Fig. 2.19. Then the undamped natural frequency can be estimated using Tp from
Fig. 2.19 and � from (2.182) using the following equation from (2.181).

!n D �

Tp

p
1 � �2 : (2.183)

In many cases, the form of the transfer function will have been established
by physical modelling as covered in section 2.1.4. If only the experimental step
response is available, then it is important to examine it to check that it is suitable
for fitting the model of (2.173). Apart from the need for the step response to be
oscillatory, as shown, it is wise to check that it commences with zero slope, i.e.
Py.0/ D 0, as shown in the insert of Fig. 2.19. This is an indication that the plant
satisfies the requirement of having no finite zeros. That fact that the initial slope is
non-zero if the plant has a finite zero is proven as follows. Let the plant transfer
function have the following transfer function with a finite zero at s D �1=Tz.

Y 0.s/
U.s/

D Kdc!
2
n .1C sTz/

s2 C 2�!ns C !2n
(2.184)

The Laplace transform of the step response is therefore

Y 0.s/ D Kdc!
2
n .1C sTz/

s2 C 2�!ns C !2n
:
A

s
(2.185)

and that of the first derivative is

L f Py.t/g D sY.s/ D AKdc!
2
n .1C sTz/

s2 C 2�!ns C !2n
: (2.186)
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Applying the initial value theorem then yields

Py.0/ D lim
s!1sL f Py.t/g D lim

s!1
AKdc!

2
n

�
s C s2Tz

�
s2 C 2�!ns C !2n

D AKdc!
2
nTz: (2.187)

Hence Py.0/ ¤ 0 for Tz ¤ 0. If transfer function (2.182) does not have a finite zero,
then Tz D 0. In this case (2.187) yields Py.0/ D 0, which is correct.

2.3.3 Plant Model Determination from Frequency Response

2.3.3.1 Introduction

Experimental plant data is often available in the frequency domain. The aim here is
to use this data to estimate a linear SISO plant model in the form,

Y.s/

U.s/
D G.s/ D Kdc

Y
i

�
1C s


i

�Y
i

�
1C 2�i


ni
s C 1


2ni
s2
�

sq
Y
i

�
1C s

!i

�Y
i

�
1C 2�i

!ni
s C 1

!2ni
s2
� ; (2.188)

where Kdc is the DC gain, !i , !ni , 
i and 
ni are the corner frequencies, �i are the
damping ratios of the complex conjugate poles and �i are equivalent parameters for
the complex conjugate zeros. All these parameters, except Kdc, are always positive
and therefore all the poles and zeros are assumed to lie in the left half of the s-plane.
Plants with poles and/or zeros in the right half of the s-plane, however, are dealt
with in Sect. 2.3.3.10.

The identification method used depends upon the relative positions of the poles
and zeros. These, of course, are not known in advance, but an initial examination of
the measured data reveals features that enable an appropriate method to be chosen.

Some background theory in the frequency domain will now be reviewed in
preparation for developing the methods of transfer function model determination.
First consider the frequency domain transfer function,

G .j!/ D jG .j!/j∠G .j!/ D M .!/ e�.!/: (2.189)

This can be displayed graphically in the form of the magnitude, M .!/, and the
phase angle, �(!). The simplest way to obtain this data is to carry out tests using
sinusoidal plant excitation over the frequency range, ! 2 .0; !b/, where !b is the
specified bandwidth for the control system to be designed. Assuming plant linearity,
once the initial transients have decayed to negligible proportions the output is a
sinusoid, as shown in Fig. 2.20. This is the steady-state sinusoidal response.
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Fig. 2.20 Illustration of
steady-state sinusoidal
response of a linear SISO
plant
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Then

M .!/ D ymax

umax
and � .!/ D !

�
ty � tu

�
(2.190)

Applying sinusoids at many different frequencies, however, could be laborious and
time consuming. A faster computer aided alternative is therefore introduced below.

It will be recalled that, in theory, G(s) is the Laplace transform of the unit impulse
response of the plant. The Laplace transform becomes the Fourier transform if s D
j!. Then G .j!/ is the Fourier transform of the unit impulse response of the plant.
The Fourier transform of the unit impulse, ı.t/, itself is

Z 1

0

ı.t/e�j!tdt D 1 (2.191)

indicating that ı.t/ has a flat Fourier spectrum, meaning that it is composed of an
infinite continuum of sinusoidal components having the same magnitude over an
infinite frequency range. The unit impulse function, however, cannot be applied to a
plant in practice, because it is infinite in magnitude for an infinitesimal time, but an
alternative method is possible using a realisable input. Let the Fourier transforms of
y(t) and u(t) be, respectively, Y .j!/ and U .j!/. Then by analogy with the Laplace
transfer function, the frequency domain transfer function is

G .j!/ D Y .j!/

U .j!/
: (2.192)

In principle, any u(t) could be used provided it has sufficiently rich frequency
content over the frequency range, ! 2 .0; !b/, to adequately excite the plant. Then
u(t) would be applied in real time, while both y(t) and u(t) are data logged. The
Fourier transforms, Y .j!/ and U .j!/, would then be computed numerically to
yield points on the corresponding magnitude and phase functions.

Mu .!/ D jU .j!/j ; �u .!/ D ∠Mu .!/ (2.193)

and

My .!/ D jY .j!/j ; �y .!/ D ∠Yu .!/ (2.194)
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Fig. 2.21 Pseudo-random binary sequence (PRBS) generator

Then the required magnitude and phase of G .j!/ would be obtained as

M .!/ D My .!/

Mu .!/
and � .!/ D �y .!/� �u .!/ : (2.195)

It remains to find a realisable form of u(t) for which jU .j!/j is nearly constant for
! 2 .0; !b/. White noise has a perfectly flat Fourier spectrum for ! 2 .0;1/ and
therefore a realisable signal approximating this would be suitable. Such a signal
is the pseudo-random binary sequence (PRBS). This is a discrete binary signal,
rb(t), produced by an algorithm emulating a shift register with a combinatorial
network in the feedback loop [13]. The input of this network is the binary state,
xb D Œxb1 xb2 : : : xbn�

T, of the register and its binary output, ub, is the register input,
as shown in Fig. 2.21. The integer, k, increases by 1 every clock pulse.

The term, pseudo-random, applies because the sequence of register states repeats
every nc clock pulses and is strictly deterministic. The Boolean function, Fb(xb), is
chosen so that nc D 2n � 1, which is the maximal length sequence to achieve the
best approximation to randomness for a given shift register length. Importantly, for a
good approximation to the continuousG .j!/ to be obtained for the highest angular
frequencies approaching,!b, the clock frequency, 1/T, must be chosen several times
greater than fb D !b= .2�/. The recommendation is 1=T > 5!b= .2�/ )

T <
2�

5!b
: (2.196)

The amplitude, u
0

max, of the excitation signal, u(t), sent out to the plant should be less
than the physical control saturation limit, umax, to ensure nominally linear operation.
A safe value would be

u0
max D 0:5umax: (2.197)

The computationally efficient discrete fast Fourier transform [14] is employed
for the numerical computation of M .!/ and �(!).

The frequency domain transfer function, G .j!/, will be expressed in the form
of Bode plots. These can be produced by real time hardware ‘in the loop’ systems
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whose software implements the PRBS and Fourier transform based method such
as MATLAB

®
used with dSPACE

®
for on-line identification. This consists of two

plots, one displaying M .!/ and the other �(!). In both plots, the abscissa is !
plotted on a logarithmic scale. M .!/ is plotted in decibels, meaning

MdB .!/ � 20log10 ŒM .!/� : (2.198)

This is called the Bode magnitude plot and this alone enables the parameters
of transfer function (2.188) to be estimated using the methods presented in the
following subsection. As will be seen in Sect. 2.3.3.10, all these methods are useful
for modeling plants with poles and/or zeros in the right half of the s-plane but only
give the magnitudes of the real parts of the poles and zeros. To determine which
poles and/or zeros lie in the right half of the s-plane, more information is required
and this is obtained from the graph of �(!).
The frequency domain transfer function corresponding to (2.188) is

G .j!/ D Kdc

Y
i

�
1C j

!


i

�Y
i

�
1 � !2


2ni
C j

2�i!


ni

�

.j!/q
Y
i

�
1C j

!

!i

�Y
i

�
1 � !2

!2ni
C j

2�i!

!ni

� : (2.199)

The corresponding magnitude function is therefore

M .!/ D Kdc

Y
i

s
1C !2


2i

Y
i

s�
1 � !2


2ni

�2
C 4

�2i !
2


2ni

!q
Y
i

s
1C !2

!2i

Y
i

s�
1 � !2

!2ni

�2
C 4

�2i !
2

!2ni

: (2.200)

The expression for the Bode magnitude plot of this general transfer function, using
definition (2.198), is as follows.

MdB .!/ D20log10 .Kdc/ � 20qlog10 .!/C
X
i

10log10

�
1C !2


2i

�

�
X
i

10log10

�
1C !2

!2i

�
C
X
i

10log10

"�
1 � !2


2ni

�2
C 4

�2i !
2


2ni

#

�
X
i

10log10

"�
1 � !2

!2ni

�2
C 4

�2i !
2

!2ni

#
: (2.201)
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The following subsections present methods for estimating the plant parameters
from experimentally obtained Bode magnitude plots.

2.3.3.2 DC Gain of a Plant with No Pure Integrators

In this case, q D 0 in (2.201), which then satisfies

MdB.0/ D 20log10 .Kdc/ : (2.202)

If MdB(0) could be measured, Kdc could be estimated but the logarithmic frequency
scale of the Bode plot does not permit this to be shown. If, however, the minimum
frequency, !min, of the Bode magnitude plot satisfies !min < !a where

!a � 
i ; !a � 
ni ; !a � !i and !a � !ni ;8i; (2.203)

then for ! 2 .!min; !a/, (2.201) is approximated by

MdB .!/ D 20log10 .Kdc/ (2.204)

which is the equation of the low-frequency asymptote of the Bode magnitude plot.
This enables Kdc to be approximated by readingMdB .!min/ and then calculating

Kdc D 10Mdb.!min/=20: (2.205)

If necessary, !min, should be reduced to ensure that (2.205) is accurate.
The method is illustrated in Fig. 2.22 for the simple plant model,

Y.s/

U.s/
D Kdc

1C s=!1
D 10

1C s=2
: (2.206)

Model (2.206) is initially unknown and its DC gain has to be determined from the
Bode magnitude plot. Both asymptotes are shown, one of which is the straight line
with a slope of �6 ŒdB=octave� (or �20 ŒdB=decade�) passing through the point,

Fig. 2.22 Bode magnitude
plot of first-order plant
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.!1; MdB.0//, which the plot approaches as ! ! 1. The other asymptote is the
horizontal straight line given by (2.204). Provided the lowest frequency, !min, on
the horizontal axis (0.1 [rad/s] in Fig. 2.22) is an order of magnitude less than the
corner frequency, !1, or lower, the plot is so close to the asymptote as ! ! !min

that reading MdB .!min/ from the plot yields a close approximation to the required
MdB(0). In Fig. 2.22, MdB .!min/ Š 20 ŒdB�. Assuming MdB.0/ D MdB .!min/,
(2.205) gives the correct value of

Kdc D 1020=20 D 10: (2.207)

2.3.3.3 The Number of Pure Integrators

Consider now a plant containing q pure integrators, where q � 1. As ! is reduced
to values below !a of (2.203), then (2.201) is approximated by

MdB .!/ D 20log10 .Kdc/ � 20qlog10 .!/ : (2.208)

If necessary, !min should be reduced until a nearly straight line segment of the Bode
magnitude plot is visible at the low-frequency end. The corresponding asymptote is
the straight line of (2.208) with a slope of �20q [dB/decade] (or �6q [dB/octave]).
Then if the slope of this line is estimated as Sd [dB/decade] or So [dB/octave], the
number of integrators is the nearest integer to Sd/20 or So/6.

2.3.3.4 DC Gain of a Plant with Pure Integrators

Once the Bode magnitude plot of Sect. 2.3.3.3 has been obtained then (2.208)
applies. With ! D !min this yields

Kdc D 10ŒMdB.!min/C20qlog10.!min/�=20: (2.209)

The method will be illustrated for the plant model

Y.s/

U.s/
D Kdc

s2 .1C s=!1/
D 10

s2 .1C s=2/
: (2.210)

Model (2.210) is initially unknown. The Bode magnitude plot from which the DC
gain is to be found is shown in Fig. 2.23. The slope, Sd, of the plot measured between
! D 10�2 Œrad=s� and ! D 10�1 Œrad=s� is �40 dB=decade. The number of pure
integrators, q, is then the nearest integer to Sd=20 D 40=20 D 2.

Thus q D 2, agreeing with (2.210). Then MdB .!min/ D 100 dB and !min D
10�2 Œrad=s�. Equation (2.209) then yields Kdc D 10Œ100C40�.�2/�=20 D 10, also
agreeing with (2.210).
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Fig. 2.23 Bode magnitude plot of third order plant containing two pure integrators

2.3.3.5 Asymptotes and the Asymptotic Approximation

Each term under the summation signs in (2.201) is a function having two asymp-
totes, one for ! ! 0 and the other for ! ! 1. First consider the terms,

MdBi .!/ D 10Qlog10

�
1C !2

q2i

�
; (2.211)

where Q D 1 and q D 
 for real negative zeros while Q D �1 and q D ! for real
negative poles. As ! ! 0, (2.211) approaches the asymptote,

M0
dBi .!/ D 10Qlog10.1/ D 0; (2.212)

which is a straight line with zero slope. As ! ! 1, ! � qi and therefore
(2.211)approaches the asymptote,

M1
dBi .!/ D 10Qlog10

�
!2

q2i

�
D 20Q Œlog10 .!/� log10 .qi /� ; (2.213)

which is a straight line satisfying M1
dBi .qi / D 0 with slope 20Q [dB/decade], i.e.

6Q [dB/octave], noting that the abscissa is log10 .!/ on the Bode magnitude plot.
The Bode magnitude plot and asymptotes for these terms are shown in Fig. 2.24.
Importantly, the asymptotes intersect at the corner frequencies, at ! D !i for the
pole and at ! D 
i for the zero. At these frequencies,MdBi .!/ has fallen by 3 [dB]
for the pole and increased by 3 [dB] for the zero. These features enable the pole
magnitudes, which are the corner frequencies, to be estimated from the Bode plot.

An important feature is that MdBi .!/ nearly coincides with the asymptote,
M0

dBi .!/, for ! < !ni =10 and ! < 
ni =10. Similarly MdBi .!/ nearly coincides
with the asymptote,M1

dBi .!/, for ! > 10!ni and ! > 10
ni . As will be seen in the
following subsections, the parameter estimation process is simplified if the corner
frequencies, !i , 
i , !ni and 
ni , are separated by at least two orders of magnitude.

The piecewise linear function, Ai .!/, is the concatenation of two segments of
the asymptote functions,M0

dBi .!/ andM1
dBi .!/, and is defined as follows.
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Ai .!/ D


M0

dBi .!/ ; 0 < ! < qi
M1

dBi .!/ ; ! � qi
: (2.214)

It is evident that this is an approximation to the Bode magnitude plot, MdBi .!/. It
will be called a concatenated asymptote function. The approximation appears better
when viewed on larger frequency and amplitude scales due to the closer approach of
MdBi .!/ to the asymptotes at frequencies far removed from the corner frequency.

Next, consider the terms,

MdBi .!/ D 10Qlog10

"�
1 � !2

q2ni

�2
C 4

d2i !
2

q2ni

#
; (2.215)

of (2.201) where Q D 1, q D 
 and d D � for the complex conjugate zeros and
Q D �1, q D ! and d D � for the complex conjugate poles. As ! ! 0, (2.215)
approaches the asymptote,

M0
dBi .!/ D 10Qlog10.1/ D 0; (2.216)

which is a straight line with zero slope. As ! ! 1, ! � qni and therefore (2.215),
which can be expanded as

MdBi .!/ D 10Qlog10

�
1 � 2!

2

q2ni
C !4

q4ni
C 4

d2i !
2

q2ni

�
;

approaches the asymptote,
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Fig. 2.25 Bode magnitude contributions of complex conjugate pole and zero pairs in the left
half of the s-plane together with the asymptotes. (a) Complex conjugate pole pair. (b) Complex
conjugate zero pair

M1
dBi .!/ D 10Qlog10

�
!4=q4ni

� D 40Q Œlog10 .!/ � log10 .qni /� ; (2.217)

which is a straight line satisfying M1
dBi .qni / D 0 with slope 40Q [dB/decade].

The Bode magnitude plot for a range of damping ratios is shown in Fig. 2.25
together with the two asymptotes and the concatenated asymptote function, Ai .!/.

In this case, the asymptotes intersect at the undamped natural frequency, !ni , for
the poles and at the frequency, 
ni , for the zeros.

As in Fig. 2.24, the Bode magnitude plots of Fig. 2.25 closely approach Ai .!/
at frequencies more than an order of magnitude different from the corner frequency.

The peaks visible in Fig. 2.25a are referred to as resonance peaks, while the dips
in Fig. 2.25b are referred to as the anti-resonance dips. The parameters, �i and �i ,
can be estimated by determining the amplitudes of the resonance peaks and the anti-
resonance dips from the graph of MdBi .!/.

Another feature that should be observed is that the frequencies at which the
maxima of the peaks in Fig. 2.25a occur, which are the resonance frequencies,
!ri , are lower than !ni . Similarly, the frequencies at which the minima of the dips
in Fig. 2.25b occur, which are the anti-resonance frequencies, 
ri , are lower than

ni . This effect is more pronounced as �i and �i increase and must be taken into
account when determining the asymptote intersections by examination of the Bode
magnitude plot for estimation of !ni and 
ni . This is addressed in Sect. 2.3.3.8.
For lightly damped cases, however, where 0 < �i � 0:1 and 0 < �i � 0:1,
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!ri Š !ni and 
ri Š 
ni . Then the asymptote intersections occur approximately
at the frequencies of the maxima and minima in Fig. 2.25, rendering the parameter
estimation from the Bode magnitude plot more straightforward.

The concatenated asymptote function, Ai .!/, may be considered to be a good
approximation to MdBi for �i and �i between 0.5 and 0.7. For lower damping
ratios the approximation is not so good but (Appendix A2) the error, Pi .!/ D
MdBi .!/ � Ai .!/, referred to as the resonance peak function, is useful in the
parameter estimation process when the complex conjugate pole or zero pairs are
close enough for the resonance peak functions to overlap.

In view of the close approach ofMdBi .!/ toAi .!/ at frequencies removed from
the associated corner frequency by more than an order of magnitude, if the corner
frequencies, !i , 
i , !ni and 
ni , of a complete plant model are separated by at least
two orders of magnitude, a piecewise linear asymptotic approximation, LdB .!/

to MdB .!/ can be formed by summing the two-segment concatenated asymptote
functions, Ai .!/, from all of the terms in (2.201) together with the DC gain term
and the linear term contributed by any pure integrators. Thus,

LdB .!/ D 20log10 .Kdc/� 20qlog10 .!/C
X
i

Ai .!/: (2.218)

The vertices of LdB .!/ occur at the corner frequencies, !i , 
i , !ni and 
ni . Since
these are parameters of the required transfer function, finding an estimate, bLdB .!/,
of LdB .!/, using the graph of MdB .!/ is the first step of the parameter estimation.

The closeness of approach of bLdB .!/ to LdB .!/, is of paramount importance to
ensure an accurate transfer function model. The task is aided by the knowledge that
each of the straight line segments of LdB .!/ has a slope that is an integral multiple
of �20 ŒdB=decade�, i.e. �6 ŒdB=octave�. It is usual for all the segment slopes
to be zero or negative due to the domination of the poles of the transfer function.
Bode plots may be found, however, containing segments of LdB .!/ with positive
slopes but these are usually those of the open loop transfer function, G(s)Gp(s), of a
control system designed with the aid of classical methods including a compensator
with transfer function, Gp(s), having the corner frequencies of its zeros lower than
those of its poles.

If the corner frequencies are separated by at least two orders of magnitude, it
is evident from the foregoing that MdB .!/ will have almost straight portions with
slopes of nearly �20n ŒdB=decade�, where n is an integer, enabling bLdB .!/ to be
found by simply fitting tangents to MdB .!/. If the corner frequencies are closer,
however, the nearly straight portions of MdB .!/ are less well defined. AlthoughbLdB .!/ cannot be a good approximation to MdB .!/ in these cases, LdB .!/ still
exists whose corner frequencies are the required plant parameters. It is therefore
still important to find bLdB .!/. Means of calculating the required corner frequencies,
using the graph of MdB .!/, are developed in Appendix A2.

As all parameter estimation methods are subject to errors, it is recommended, in
any case, to generate a Bode magnitude plot, cMdB .!/, from the estimated transfer
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function and compare this with MdB .!/. If necessary, adjustments may be made to
the transfer function parameters to bring cMdB .!/ closer to MdB .!/.

2.3.3.6 Well-Separated Real Poles and Zeros

As shown in Sect. 2.3.3.5, the magnitudes of the real poles and zeros are the corner
frequencies,!i and 
i , of the Bode magnitude plot. If these are separated by at least
two orders of magnitude, then the Bode magnitude plot contains segments that are
nearly linear with relatively sharp changes of slope between them, which enable the
piecewise linear approximation, bLdB .!/, to be fitted easily and accurately to the
graph of MdB .!/. Also, the vertices of bLdB .!/ may be assumed to be displaced
vertically from MdB .!/ by ˙3 ŒdB�. Moving from left to right along the Bode
magnitude plot, a positive change of slope of bLdB .!/ at a vertex indicates a pole
while a negative change of slope indicates a zero. Single poles or zeros cause,
respectively, a decrease or increase in slope by 20 [dB/decade] (or 6 [dB/octave]).
Occasionally a plant has a real pole of multiplicity, m, which can be detected by a
decrease in slope of 20 m [dB/decade] (or 6 m [dB/octave]).

To demonstrate the method, suppose that the Bode magnitude plot, MdB .!/, of
the plant with transfer function,

Y.s/

U.s/
D 100 .1C s=10/

.1C s=0:1/2 .1C s=1; 000/
; (2.219)

is given and it is required to find the corner frequencies by estimatingLdB .!/ using
the tangent fitting. The Bode magnitude plot is shown in Fig. 2.26. The asymptotes
required to formbLdB .!/ are denoted A1, A2, A3 and A4. These are drawn tangential
to the nearly linear portions of MdB .!/. The change of slope from asymptote, A1,
to asymptote, A2, is Sd2 � Sd1 D �40 � 0 D �40 ŒdB=decade�. This therefore
indicates a double pole. The corresponding corner frequency is !1 D 0:1 Œrad=s�.

110 210010110−
-160
-140
-120
-100
-80
-60
-40
-20

0
20
40

210−310− 310 410 510 [rad/s]ω
1ω 1ν 2ω

[ ]dB

1A

1 d1

2 d2

3 d3

4 d4

Asymptote Slope[dB/decade]
A 0
A 40
A 20
A 40

S
S
S
S

=
= −
= −
= −2A

3A 4A

( )dBM ω ( )dBL̂ ω

Fig. 2.26 Bode magnitude plot of third-order plant with a double pole, single pole and a zero
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The change of slope from asymptote, A2, to asymptote, A3, is Sd3�Sd2 D �20�
.�40/ D C20 [dB/decade].

This therefore indicates a distinct zero. The corresponding corner frequency is

1 D 10 Œrad=s�. The change of slope from asymptote, A3, to asymptote, A4, is
Sd4 � Sd3 D �40 � .�20/ D �20, indicating a distinct pole. The corresponding
corner frequency is !1 D 1; 000 Œrad=s�. To complete the determination of the
transfer function, the DC gain may be calculated using (2.205). Thus Kdc D
10Mdb.10�3/=20 D 1040=20 D 100. The transfer function is therefore of the form,

Y.s/

U.s/
D Kdc .1C s=
1/

.1C s=!1/
2 .1C s=!2/

: (2.220)

Inserting the parameter values calculated above yields transfer function (2.219).

2.3.3.7 Plants with Complex Conjugate Poles and Zeros

The following subsections develop methods for estimation of the parameters of
transfer function factors corresponding to complex conjugate poles and zeros, by
extracting information from the Bode magnitude plot. The next subsection focuses
on second-order plants with one complex conjugate pair of poles and no finite
zeros. The procedure developed for this model is applicable, without modification,
to higher-order plants provided all the corner frequencies are separated by at least
an order of magnitude, as shown in Sect. 2.3.3.9. In Appendix A2, this procedure
is extended to cater for plants in which the corner frequencies corresponding to the
complex conjugate poles and zeros may be made arbitrarily close.

Regarding notation, with reference to (2.199) the general term representing !ni

or 
ni is �ni and that representing �i or �i is di.

2.3.3.8 Second Order Underdamped Model

Plants that can be modelled by the second-order underdamped plant model,

Y.s/

U.s/
D Kdc

1C 2�

!ni
s C 1

!2ni
s2
; (2.221)

are considered here. The corresponding frequency domain transfer function is

Y .j!/

U .j!/
D Kdc

1 � !2

!2n
C 2�

!n
j!

(2.222)

The magnitude function is therefore
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M .!/ D Kdcq�
1 � !2=!2n

�2 C 4�2!2=!2n

: (2.223)

It will now be shown that a resonance peak occurs for 0 < � < 1=
p
2, an expression

for which is derived below, enabling � to be determined from the Bode magnitude
plot. For simplification, if any maximum of (2.223) exists then a minimum of

x .!/ D �
1 � !2=!2n

�2 C 4�2!2=!2n (2.224)

also exists for the same value of !. This satisfies

dx .!/

d!
D 8�2!

!2n
� 4

�
1 � !2

!2n

�
!

!2n
D 0 ) 2�2 � 1C !2

!2n
D 0

) ! D ˙!n

p
1 � 2�2:

(2.225)

The positive root is the required value of !, which will be referred to as the
resonance frequency, !r. This has to be real and non-zero for the resonance peak
to exist, thereby restricting the damping ratio to the range,

0 < � < 1=
p
2: (2.226)

Then

!r D !n

p
1� 2�2: (2.227)

The resonance peak magnitude is given by (2.223) with ! D !r of (2.227). Thus

Mp D Kdcq
.1 � .1 � 2�2//2 C 4�2 .1 � 2�2/

D Kdc

2�
p
1 � �2

: (2.228)

Note that for � D 1=
p
2, (2.228) yields Mp D Kdc and according to (2.227) this

occurs at !r D 0 so that M .!/ monotonically decreases with ! for ! > 0 and
therefore, in this case, there is no resonance peak.

On the Bode magnitude plot, the peak of (2.228) for 0 < � < 1=
p
2 is

MpdB D 20log10
�
Mp
� D 20log10 .Kdc/C 20log10

 
1

2�
p
1 � �2

!
: (2.229)

The resonance peak w.r.t. the DC level (for ! ! 0) is therefore as follows.
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Fig. 2.27 Normalised Bode magnitude plots for underdamped second-order plant models

Pd̂B D 20log10

 
1

2�
p
1� �2

!
: (2.230)

Figure 2.27 shows a family of normalised Bode magnitude plots and the
resonance peak values for different damping ratios.

Plots for � > 1=
p
2 Š 0:7071 are included to demonstrate the lack of the

resonance peak for these cases. Furthermore it is evident that the method is only
practicable for � � 0:5, since PdB could not be accurately read for higher damping
ratios. The first inset table of Fig. 2.27 indicates the values of PdB calculated using
(2.230) for the Bode magnitude plots shown. The second inset table indicates the
values of PdB for much lower damping ratios, which could be relevant to mechanical
structures requiring vibration control, space satellites with flexible appendages
being a case in point.

It remains to derive an equation for � using (2.230) to enable its estimation, given
a reading from the Bode magnitude plot. First let

P D 10P
^

dB=20: (2.231)

Then (2.230) becomes

P D 1

2�
p
1 � �2 ) 4P 2�2

�
1 � �2� D 1 ) �4 � �2 C 1

4P 2
D 0: (2.232)

Solving (2.232) for �2 then yields
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�2 D 1˙p
1 � 1=P 2

2
(2.233)

Since PdB � 0, then according to (2.231), P � 1. If P D 1 then (2.233) yields
�2 D 1=2. As P increases from 1, then �2 must reduce from 1/2.

Hence the negative root is taken in (2.233). Finally the positive root is taken for
�, resulting in

� D
s
1 �p

1 � 1=P 2

2
: (2.234)

Next, the resonance frequency, !r, is read from the Bode magnitude plot and !n

is calculated using (2.227) with the estimate of � from (2.234). Thus

!n D !rp
1 � 2�2 : (2.235)

To complete the estimation of the transfer function, Kdc is determined using the
method of Sect. 2.3.3.2.

2.3.3.9 Well-Separated Complex Conjugate Poles and Zeros

The procedure of Sect. 2.3.3.8 can be applied to estimate the parameters of complex

conjugate pole factors, 1=
�
1C 2�i

!ni
s C 1

!2ni
s2
�

, or complex conjugate zero factors,

1C 2�i

ni
s C 1


2ni
s2, of the transfer function if the corner frequencies are separated by

at least an order of magnitude. First the amplitude, Pd̂Bi , of the measured resonance
peak or anti-resonance dip is determined from the Bode magnitude plot, MdB .!/.
From (2.231) and (2.234),

di D

vuut1 �
q
1 � 1

10
P^

dBi =10

2
: (2.236)

where di D �i for the pole factors and di D �i for the zero factors. Figure 2.28
shows graphs of this function that can be used to determine di directly from Pd̂Bi .

Figure 2.29 shows a Bode magnitude plot for the transfer function model,

Y.s/

U.s/
D Kdc

0
@ 1

1C 2�1
!n1
s C 1

!2n1
s2

1
A
0
@ 1

1C 2�2
!n2
s C 1

!2n2
s2

1
A : (2.237)

The parameters are �1 D 0:2, �2 D 0:1, !n1 D 1 Œrad=s�, !n2 D 100 Œrad=s� and
Kdc D 1. The peak (or dip) magnitude may be determined by measuring the vertical
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distance of the tangent from the peak (or the dip) on MdB .!/ parallel to one of
the two asymptotes intersecting at the vertex of that peak (or dip). There are two
alternatives for measuring each peak or dip magnitude. For each resonance peak (or
anti-resonance dip) the tangent parallel to the left-hand asymptote meets MdB .!/

at the resonance frequency while the tangent parallel to the right-hand asymptote
meets MdB .!/ at the mirrored resonance frequency. Using the left-hand tangents,
on the vertical scale of this figure, the two resonance peak magnitudes are seen to
be Pd̂B1 Š 8 ŒdB� and Pd̂B2 Š 14 ŒdB�. The left-hand graph of Fig. 2.28 then
gives the correct values of �1 D 0:2 and �2 D 0:1. Reading the two resonance
frequencies from Fig. 2.29 yields !r1 Š 0:96 Œrad=s� and !r2 Š 98 Œrad=s�.
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The undamped natural frequencies are then given by (2.235) as !n1 D 1:001 Œrad=s�
and !n2 D 98:99 Œrad=s�. This precision is acceptable for this graphical method.

With reference to (2.201), the contributions of any complex conjugate zeros to
the Bode magnitude plot are of the same form as the contributions from the complex
conjugate poles but are opposite in sign. Complex conjugate zeros may therefore be
recognised from dips in the plot, their contributions being reflections of those shown
in Fig. 2.27 about the horizontal line, PdB D 0. The frequencies at which the dips
occur will be called anti-resonance frequencies, 
ri . It follows that the parameters,
�i and 
ni , may be estimated by a similar method to that above for � and !n.

Plant modelling with relatively close real poles and zeros or complex conjugate
pole or pole–zero pairs is addressed in Appendix A2.

2.3.3.10 Zeros in the Right Half of the s-Plane

The transfer function model (2.188) may be modified with a few additions to cater
for poles or zeros in the right or left halves of the s-plane, as follows.

Y.s/

U.s/
D G.s/ D Kdc

Y
i

�
1C Bi

s

vi

�Y
i

�
1CDi

2�i


ni
s C 1


2ni
s2
�

sq
Y
i

�
1C Ai

s

!i

�Y
i

�
1C Ci

2�i

!ni
s C 1

!2ni
s2
� (2.238)

Setting either Ai or Bi, to �1 then indicates that the ith real pole or zero is a right half
plane [RHP] pole at si D !i or an RHP zero at si D 
i . Similarly setting Ci or Di to

�1 yields complex conjugate RHP pole pairs at si;iC1 D !ni

�
�i ˙ j

q
1 � �2i

�
or

RHP zero pairs at si;iC1 D 
ni

�
�i ˙ j

q
1 � �2i

�
. Of course, if any coefficient is

set to C1 the associated poles or zeros are left half plane (LHP) poles or zeros.
In the frequency domain, the magnitude of (2.238) is given by (2.200) since

jAi j D jBi j D jCi j D jDi j D 1. Since jG .j!/j is independent of Ai, Bi, Ci and
Di, the Bode magnitude plot is insufficient alone to determine the transfer function,
unless the poles and zeros are all known to lie in the left half plane of the s-plane,
which is often the case. Otherwise, the phase information may be used to determine
in which half of the s-plane every pole and zero lies. Assuming Kdc > 0, the phase
angle of transfer function (2.238) is given by

� .!/ D
X
i

�rzi .!/C
X
i

�czi .!/C
X
i

�rpi .!/C
X
i

�cpi .!/ (2.239)
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where

�rzi .!/ D tan�1
�
Bi

!

i

�
; �czi .!/ D tan�1

 
2�iDi

!

ni

1� !2


2ni

!

�rpi .!/ D �tan�1
�
Ai

!
!i

�
; �cpi .!/ D �tan�1

 
2�iCi

!
!ni

1� !2

!2ni

!

9>>>>=
>>>>;
: (2.240)

It is evident that as ! goes from 0 to 1, the changes in the phase angle contributed
by the various poles and zeros are as indicated in Table 2.2. Thus, if any real pole or
zero, or any complex conjugate pole or zero pair is transferred to its mirror image
location, reflected in the j! axis, then the Bode magnitude plot will not change but
the phase angle contribution of the transferred poles or zeros will change sign.

Figure 2.30 shows the graphs of the individual phase angle contributions of real
poles and zeros and complex conjugate poles and zeros.

Four features may be observed in these phase functions as follows.

1. Each of the phase functions of (2.240) reaches half the maximum contribution
indicated in Table 2.2 at the corner frequency. This is confirmed by substitution.
Thus

�rpi .!i / D �Ai �
4
; �rzi .
i /DBi �

4
; �cpi .!ni / D �Ci �

2
and �czi .
ni /DDi

�

2
:

2. It appears that the slopes of the phase angle contributions on the RHS of (2.240)
have maximum magnitudes at the corner frequencies, !i , 
i , !ni and 
ni , due to
! being on a logarithmic scale. This will now be proven. Let x D log .!/. Then

dx

d!
D 1

!
) d!

dx
D !: (2.241)

First consider the real zeros. Let the ith contribution be denoted

�rzi .!/ D tan�1 .Bi!=
i / : (2.242)

Then, noting that B2
i D 1,

d�rzi .x/

dx
D d�rzi .!/

d!
:
d!

dx
D !

1C !2=
2i
:
Bi


i
(2.243)

Using (2.241), a maximum or minimum value of d�rzi(x)/dx occurs if

d2�rzi .x/

dx2
D 0 ) d

dx

 
!

1C !2


2i

!
D 0 )

"
d

d!

 
!

1C !2


2i

!#
d!
dx D 0 )

! d
d!

 
!

1C !2


2i

!
D 0 ) d

d!

 
!

1C !2


2i

!
D 0 ) 1C !2


2i
� !:2!


2i
D 0 ) ! D 
i :

(2.244)
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Fig. 2.30 Phase angle contributions of poles and zeros. (a) Real pole/zero. (b) Complex conjugate
pole/zero pair

Since each contribution from the real poles is identical in form to (2.242), it
follows that its slope has a maximum magnitude at ! D !i .

Now consider the complex conjugate zeros. Let each phase angle contribution
from (2.239) be denoted

�czi .!/ D tan�1
�
2�iDi!=
ni

1 � !2=
2ni

�
(2.245)

Then using (2.241) and noting thatD2
i D 1,

d�czi .!/

dx
D d�czi .!/

d!
:
d!

dx

D !:

2
64 1

1C
�
2�iDi!=
ni

1�!2=
2ni

�2
3
75 :

�
1 � !2=
2ni

� � !: ��2!=
2ni���
1 � !2=
2ni

�2 :
2�i


ni
Di :

Hence

d�czi .!/

dx
D !:

1C !2=
2ni�
1 � !2=
2ni

�2 C .2�i!=
ni /
2
:
2�i


ni
Di : (2.246)

A maximum or minimum of d�czi .!/

dx occurs if d2�czi .x/

dx2 D 0 )
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�
1 � 2

�
1 � 2�2i

� !2

2ni

C !4


4ni

	�
1C 3!2


2ni

�

�
�
! C !3


2ni

�
:4

�
!3


4ni
� �
1� 2�2i

� !

2ni

�
D 0:

(2.247)

Inserting ! D 
ni in the LHS of (2.247) yields 16�2i � 16�2i D 0. Hence (2.247)
is satisfied. The maximum slope magnitude of this phase contribution therefore
occurs at ! D 
ni . Since the phase contribution of each complex conjugate pole
pair is of the same form as (2.245), then by inspection of (2.239), this contribution
has the maximum slope magnitude at ! D !ni . The sign of the derivative in any
case is equal to the sign of the corresponding contribution given in Table 2.2.

Setting ! D 
ni in (2.246) yields the derivative of maximum magnitude as

d�czi .
ni /

dx

ˇ̌
ˇ̌
max

D 1

�i
Di : (2.248)

This explains the increase in the sharpness of the transition between 0 and the
extreme value, Di�=2, as the damping ratio, �i , is reduced, which is visible in
Fig. 2.30b. In the limit, as �i ! 0, the maximum derivative of (2.248) becomes
infinite and the phase function becomes a step function of !, switching between
0 andDi�=2 at ! D 
ni . Similar relationships hold for �cpi(!).

3. With reference to Fig. 2.30, each phase function appears to be an odd function,
meaning � .�q/ D ��.q/, for all real q, if the origin were to be moved to the
point where half the extreme value is reached at the corner frequency. This will
now be proven. Consider first the real-zero phase function of (2.240). Thus

�rzi .!/ D tan�1
�
Bi
!


i

�
(2.249)

The origin has to be shifted to the point, Œ!; �rzi .!/� D Œ
i ; .�=4/Bi �, with !
on a logarithmic scale. To achieve this, the variables are changed to

q D log .!/ � log .
i / D log .!=
i / (2.250)

and

�rzi .!/ D �rzi .!/ � .�=4/Bi (2.251)

From (2.250),

!=
i D eq: (2.252)

Substituting for !=
i in (2.249) using (2.252) and then inserting the resulting
expression for �rzi(!) in (2.251) then yields the following.
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Fig. 2.31 A simple
geometric aid a

b
1θ

2θ

�rzi .q/ D tan�1 .Bieq/ � .�=4/Bi D Bi


tan�1 .eq/� �=4

�
: (2.253)

If �rzi .q/ is an odd function, then

�rzi .q/C �rzi .�q/ D 0 ) tan�1 .eq/C tan�1 .e�q/� �=2 D 0: (2.254)

This can be proven geometrically using the right-angled triangle of Fig. 2.31.
Let the side lengths, a and b, be chosen such that

a

b
D eq ) b

a
D e�q (2.255)

Then using (2.255) and the geometry of Fig. 2.31,

�1 C �2D �

2
) tan�1

�a
b

�
C tan�1

�
b

a

�
D �

2
) tan�1 .eq/C tan�1 .e�q/D �

2

(2.256)

which satisfies (2.254).
Q.E.D.
This also applies to the real-pole function of (2.240) since it is of the same

form as (2.249).
Similar analysis of the complex conjugate zero function of (2.240) will now

be carried out. Thus

�czi .!/ D tan�1
�
2�iDi

!


ni
=

�
1 � !2


2ni

��
: (2.257)

In this case, the origin has to be shifted to the point, Œ!; �rzi .!/� D
Œ
ni ; .�=2/Di �.

The variables are therefore changed to

q D log .!/ � log .
ni / D log .!=
ni / (2.258)

and

�czi .!/ D �czi .!/ � .�=2/Di (2.259)

From (2.258),

!=
ni D eq (2.260)
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Substituting for !=
ni in (2.257) using (2.260) and then inserting the resulting
expression for �czi(!) in (2.259) then yield

�czi .q/ D Di

�
tan�1

�
2�ie

q

1 � e2q

�
� �

2

	
D �Di cot�1

�
2�ie

q

1� e2q

�
(2.261)

If �czi .q/ is an odd function, then so would be

f .q/ D �Di cot Œ�czi .q/� D 2�ie
q

1 � e2q (2.262)

Then

f .q/C f .�q/ D 0 ) eq

1 � e2q
C e�q

1 � e�2q D 0: (2.263)

The LHS of (2.263) is

�
1 � e�2q� eq C �

1 � e2q� e�q

.1 � e2q/ .1 � e�2q/
D eq � e�q C e�q � eq

2 � e2q � e�2q

D 0:
Q.E.D.

4. The observation of Fig. 2.30 indicates that if ! is lower than the corner frequency
by at least an order of magnitude, the phase angle contribution is negligible but
if ! is greater than the corner frequency by at least an order of magnitude, the
phase angle contribution is near its maximum value. Consequently, if the corner
frequencies of a transfer function are separated by an order of magnitude or more,
the changes in the phase angle due to the individual real poles and zeros and the
individual complex conjugate pole and zero pairs will be clearly visible, thereby
identifying which half of the s-plane the poles and zeros lie.

The following demonstration stresses that the phase information is essential in
frequency domain-based plant identification if it is not known in advance which
half of the s-plane the poles and/or zeros lie. It also shows how the LHP and RHP
allocations are made. The following three different plant transfer functions are taken
since they have the same Bode magnitude functions.
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s

�
1C s
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� :
1C 2�


n
sC 1


2n
s2

1C 2�
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!2n
s2
; G2.s/D 1

s
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1C s
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1C 2�


n
s C 1


2n
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!n
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!2n
s2

G3.s/ D 1

s

�
1C s

!1

� :
1 � 2�


n
s C 1


2n
s2

1C 2�

!n
s C 1

!2n
s2

9>>>>>>>>>>>=
>>>>>>>>>>>;

:

(2.264)
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Fig. 2.32 Bode plots of plants with poles or zeros in the RHP. (a) Common Bode magnitude plot.
(b) Phase angle: all LHP poles and zero. (c) Phase angle: RHP complex conj. poles. (d) Phase
angle: RHP comples conj. zero

Here, !1 D 0:1 Œrad=s�, !n D 10 Œrad=s�, � D 0:2, 
n D 1 Œrad=s� and � D 0:3.
Figure 2.32 shows the Bode plots.

First, the break frequencies are determined from the Bode magnitude plot of
Fig. 2.32a using the methodology of the previous subsections. This enables the
identification of a real pole with a corner frequency of !1, a complex conjugate
zero pair with a corner frequency of 
n and a complex conjugate pole pair with a
corner frequency of !n. The damping ratios, � and �, can also be estimated using
the methods of the previous sections.

The differences between the phase plots are very pronounced due to the
separation of the corner frequencies by an order of magnitude. Essentially, the slope
of the phase plot for each pole or zero at its corner frequency indicates the half of
the s-plane in which the poles or zeros lie. LHP poles have phase plots with negative
slopes and LHP zeros have phase plots with positive slopes at the corner frequency.
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RHP poles have phase plots with positive slopes and LHP zeros have phase plots
with negative slopes at the corner frequency.

2.3.4 Recursive Parameter Estimation: An Introduction

2.3.4.1 The z-Transfer Function Model

A digital controller provides a piecewise constant control input, usually with a
constant update period of h seconds. Then a sample/hold unit is placed at the output
of an LTI plant with the samples taken at the same instants as the control updates. It
is then found that the plant, when observed through the piecewise constant input and
sample/hold output obeys a linear difference equation. If the corresponding Laplace
transform relationship between these signals is formed, then it is found that the
complex variable, s, appears in the form, esh, throughout the transfer function. This
is then simplified by defining a new complex transform variable,

z D esh: (2.265)

This gives the z-transfer function of the plant as the ratio of two polynomials in z,
the general form of which is given at the beginning of the following subsection. This
basic knowledge regarding the z-transfer function is all that is needed here but the
underlying theory is fully developed in Chap. 3, Sect. 3.4.3.

2.3.4.2 Statement of the Problem and Approach

In this subsection, the problem of determining the z-transfer function model of a
nominally linear time invariant plant by correlating sampled inputs and outputs is
addressed. The z-transfer function model is in the general form,

Y.z/ D B1z�1 C B2z�2 C � � � C Bnz�n

1C a1z�1 C a2z�2 C � � � C anz�nU.z/; (2.266)

where ai, i D 1; 2; : : : ; n, are constant characteristic polynomial coefficients, Bi 2
<m�r , i D 1; 2; : : : ; n, are constant matrices and n is the plant order. This models
SISO plants by setting m D r D 1.

Recursive parameter estimation schemes exist that instead estimate the param-
eters of a discrete state space model once the state representation has been
chosen. This, however, requires the theory covered in Chaps. 3 and 5, and is less
straightforward than working with (2.266). In any case, a state space model (Chap.
3) can be formed from (2.266).

It is not possible to offer a universal solution to the recursive parameter estimation
problem, which is rendered particularly difficult in practice by (a) the presence of

http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_5
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
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plant and measurement noise, the latter being particularly troublesome, and (b) the
uncertainty of the model order in some cases. Many different algorithms may be
devised, all of which work ‘perfectly’ in an ideal noise-free environment and if the
order of the chosen model is correct. In practice, the best approach depends upon the
particular application. An exhaustive treatment of the subject warrants a dedicated
work, such as that by Ljung [16]. The purpose of this subsection is to introduce
the subject by developing a particular approach and presenting simulation-based
demonstrations of applications. There is actually much room for invention here and
the reader is encouraged to devise schemes and try them out.

The approach taken here is to form a difference equation corresponding to
(2.266), which consists of one or more linear equations relating the regularly
sampled input and output measurements to the transfer function coefficients. These
equations are repeated for past input and output measurements to form a completely
determined set that may be expressed in the matrix form,

M.k/p D v.k/; (2.267)

where M(k) is a matrix, which will be referred to as the solution matrix, and v(k)
is a column vector, whose elements are the input and output measurements, k is the
sample number and p is a column vector consisting of the plant parameters to be
estimated. The estimate of p will be denoted bybp.

2.3.4.3 The Condition Number

Let the solution matrix, M(k) be square and non-singular. Consider the solution,

bp.k/ D M�1.k/v.k/: (2.268)

Although, in theory, bp is constant, in practice it will vary due to measurement
noise (already introduced in Chap. 1) and plant noise (originating in the actuators
and additive to the control inputs). Hence it is shown as a function of k. Under
certain circumstances even in the hypothetical case of zero measurement and plant
noise sources, bp will vary significantly due to imperfect calculations imposed by
the finite wordlength of any digital processor. This effect is marked if M(k) is ill
conditioned. Conditioning is a term in numerical analysis pertaining to the accuracy
of calculations. In general it is the proportional change in the result of a computation
due to an erroneous proportional change of an input parameter due, for example, to
rounding errors. Thus, (2.268) may or may not produce an accurate result and the
conditioning is quantified by the condition number of the matrix, M(k), given by

cond .M.k// D j�max.k/j
j�min.k/j ; (2.269)

http://dx.doi.org/10.1007/978-1-4471-6675-7_1
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where �max.k/ and �min.k/ are, respectively, the eigenvalues of M(k) with the
maximum and minimum magnitude [15]. The condition number therefore varies
between 1 and 1, the smaller being the better. For this reason, constant or slowly
varying inputs are unsuitable. If the control input was constant and the plant stable,
then all the variables would settle to constant values, resulting in singularity of M(k)
and an infinite condition number due to at least one of the eigenvalues being zero. It
is therefore necessary to excite the plant, preferably by random signals. These must
be within the control saturation limits to ensure linear plant operation.

2.3.4.4 The Simultaneous Equations

The z-transfer function model of (2.266) is taken rather than the version in terms of
positive powers of z, in order that the corresponding difference equation is in terms
of accessible present and past sampled values of y(t) and u(t). Thus

�
1C a1z�1 C a2z�2 C � � � C anz�n�Y.z/ D �

B1z�1 C B2z�2 C � � � C Bnz�n�U.z/:

(2.270)

In the discrete domain, this becomes

y.k/C a1y .k � 1/C a2y .k � 2/C � � � C any .k � n/

D B1u .k � 1/C B2u .k � 2/C � � � C Bnu .k � n/ )
y.k/ D �a1y .k � 1/� a2y .k � 2/� � � � � any .k � n/

C B1u .k � 1/C B2u .k � 2/C � � � C Bnu .k � n/ : (2.271)

The basic approach will be to form sets of linear simultaneous equations in the plant
parameters that are not underdetermined by taking sufficient input–output samples
and solving them for the plant parameters. They will be expressed in the matrix–
vector form and the first step towards this is to write the component equations of
(2.271) as

yi .k/ D 

a1 bT

i 1 a2 bT
i 2 : : : an bT

i n

�

2
66666666664

�yi .k � 1/

u .k � 1/

� yi .k � 2/
u .k � 2/

:::

� yi .k � n/

u .k � n/

3
77777777775

; i D 1; 2; : : : ; m;

(2.272)
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where bT
i j is the ith row of Bj. Alternatively, (2.272) will be written as

yi .k/D

�yi .k�1/ uT .k�1/ �yi .k � 2/ uT .k � 2/ � � � �yi .k � n/ uT .k � n/

�
„ ƒ‚ …

wT
i

�

2
66666666664

a1
bi1
a2

bi2
:::

an

bin

3
77777777775

„ ƒ‚ …
pi

: (2.273)

Then this may be written compactly as

yi .k/ D wT
i .k/pi ; i D 1; 2; : : : ; m: (2.274)

Since there areN D .r C 1/ n elements in the plant parameter vector, pi, N linearly
independent equations are needed to calculate pi. The first equation is (2.274) and a
further N � 1 equations are obtained by repeatedly forming (2.274) for past values
of yi, as follows.

2
6664

yi .k/

yi .k � 1/
:::

yi .k �N C 1/

3
7775

„ ƒ‚ …
yi .k/

D

2
6664

wT
i .k/

wT
i .k � 1/

:::

wT
i .k �N C 1/

3
7775

„ ƒ‚ …
Wi .k/

pi ; i D 1; 2; : : : ; m (2.275)

The complete set of equations in the plant parameters is therefore

Wi .k/pi D yi .k/; i D 1; 2; : : : ; m: (2.276)

For multivariable plants, the coefficients, ai, i D 1; 2; : : : ; n, are estimated m times
but advantage can be taken of this by averaging to obtain more accurate results.

2.3.4.5 Algorithm Avoiding Matrix Inversion

An apparently elegant method of solution of (2.276) that avoids the inversion of the
solution matrix, Wi(k), in the directly calculated estimate,
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bpi D W�1
i .k/yi .k/; i D 1; 2; : : : ; m; (2.277)

is to premultiply both sides of (2.276) by WT
i (k) and form a matrix-vector

differential equation, as follows:

Pbpi C WT
i .k/Wi .k/bpi D WT

i .k/yi .k/: (2.278)

Since the eigenvalues of WT
i (k)Wi(k) are positive and real, then if they are non-

zero, Pbp.t/ ! 0 as t ! 1 and (2.278) approaches Wi .k/bpi D yi .k/. It then
follows by comparison with (2.276) thatbpi .t/ ! pi as required. If the plant is well
excited then, in general, the smallest eigenvalues of Mi .k/ D WT

i .k/Wi .k/ increase
in value and the convergence rate increases. Conversely, if the plant approaches
a steady-state condition, then the matrix, Mi(k), approaches singularity and, as
already mentioned, at least one of its eigenvalues approaches zero. In this case the
system ‘gracefully fails’ through its convergence rate reducing to zero instead of a
numerical overflow upon attempting to compute (2.277).

The author has found this algorithm works for every plant he has tried but only
in simulations in which noise contamination of the measured signals is absent.

2.3.4.6 Noise Contamination

The approach of Sect. 2.3.4.5 could only be successful in practice in cases where
the matrix, Wi(k), is sufficiently well conditioned for plant noise, and particularly
measurement noise, to have little effect. Suppose the plant is approaching a settled
condition. Then in the presence of noise contamination, the minimum eigenvalue
of the matrix, Mi(k), will tend to increase. In the extreme, if the plant states
were constant, Mi(k) would, in theory, be singular but not so in practice, causing
the plant parameter estimates to ‘wander’ towards incorrect values when using
algorithm (2.278). Such random errors in the parameter estimates could be reduced,
however, by taking more than the minimum of N component equations in (2.275).
This would give Wi(k) more rows than columns, but Mi .k/ D WT

i .k/Wi .k/

would still be square and of dimension, N � N , rendering (2.278) workable.
The redundant measurement samples would effectively be filtered in the process
of forming bpi , the algorithm performing a type of moving window averaging. In
addition, passingbpi .k/ through a low-pass filter with output,bpfi .k/, will result in
significant attenuation of the fluctuations inbpfi .k/ compared with those ofbpi .k/. A
suitable filter would be the IIR (infinite impulse response) filter with unity DC gain
defined by

bpfi .k C 1/ D ˛bpfi .k/C .1 � ˛/bpi .k/; (2.279)

with ˛ D e�h=Tf , where Tf is the time constant of the equivalent continuous low-pass
filter.
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There is, however, another problem that the filtering cannot remove alone. Errors
in bp.k/ with non-zero mean values can occur due to propagation of the noise
contamination through squared elements of Wi(k) within Mi .k/ D WT

i .k/Wi .k/.
This phenomenon is referred to as biasing.

As a simple illustration, consider a single element, w D w C n, where w is the
signal that would have occurred without the noise and n is a noise signal with zero
mean value. Incidentally, if the noise contamination is biased, then so will be the
parameter estimation. Hence zero mean value of all noise signals is a mandatory
condition. The squared element then gives

.w C n/2 D w2 C 2wnC n2; (2.280)

in which the term, n2, is responsible for the biasing.
Biasing is not a real problem in some applications but is very significant in others.

Hence the following subsection is included.

2.3.4.7 Biasing Minimisation

The diagonal elements of WT
i (k)Wi(k) are w2

jji, j D 1; 2; : : : ; n. Biasing can
therefore never be eliminated in algorithm (2.278). Hence reverting to (2.277)
is considered but with the protection of monitoring the condition number using
(2.269), for which practicable real-time algorithms are available. This protection
would be given by an algorithm of the following basic form.



If cond .Wi .k// < Cmax; then compute pi D W�1

i .k/yi .k/
else set pi to the last computed value and skip the inversion:

�
; iD1; 2; : : : ; m;

(2.281)

where Cmax > 1 is a selected threshold that can be very large, even of the order of
108 with floating processors.

Next, the question of biasing in (2.281) must be addressed. For this purpose,
(2.277) can be written as

pi D adj ŒWi .k/�

det ŒWi .k/�
yi .k/: (2.282)

As will be recalled from (2.273) and (2.275), each row of Wi(k) is formed by shifting
the row below two elements to the right, losing the last two elements and reforming
the first two elements with new data samples. There are therefore N � 2 common
elements between every adjacent row. As an example, consider an SISO third-order
plant, for (2.273) becomes (2.283) below. The common elements between the rows
of W1(k) and between y1 and W1(k) can clearly be seen. This, as it stands, would
give rise to biasing in (2.282), partially due to the product, adj [W1(k)]y1(k).
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2
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66666664

a1
b1
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b2
a3

b3

3
77777775

„ƒ‚…
p1

:

(2.283)

Biasing due to this product, however, could be eliminated by forming the successive
rows from the component equations (2.273) of (2.275) separated by a delay of nC1

sampling periods instead of just one sampling period. Then yi(k) and Wi(k) would
be redefined and in the n D 3 example, (2.283) would be replaced by

2
66666664

y.k/

y .k � 4/

y .k � 8/

y .k � 12/

y .k � 16/

y .k � 20/

3
77777775

„ ƒ‚ …
y1

D

2
66666664

�y .k�1/ u .k�1/ �y .k � 2/ u .k � 2/ �y .k � 3/ u .k � 3/

�y .k�5/ u .k�5/ �y .k � 6/ u .k � 6/ �y .k � 7/ u .k � 7/

�y .k�9/ u .k�9/ �y .k � 10/ u .k � 10/ �y .k � 11/ u .k � 11/

�y .k�13/ u .k�13/ �y .k � 14/ u .k � 14/ �y .k � 15/ u .k � 15/

�y .k�17/ u .k�17/ �y .k � 18/ u .k � 18/ �y .k � 19/ u .k � 19/

�y .k�21/ u .k�21/ �y .k � 22/ u .k � 22/ �y .k � 23/ u .k � 23/

3
77777775

„ ƒ‚ …
W1.k/

2
66666664

a1
b1
a2

b2
a3
b3

3
77777775

„ƒ‚…
p1

:

(2.284)

Now no common elements reside in the rows of W1(k) or the vector y1. By analogy
with (2.284) and with reference to (2.275) and (2.273), the general set of equations
is as follows.
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2
666664
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yi .k � .N � 1/ .nC 1//

3
777775

„ ƒ‚ …
yi .k/
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„ ƒ‚ …
Wi .k/
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666664
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b1
:::

an

bn

3
777775

„ƒ‚…
pi

(2.285)

To consider the impact of noise contamination, in the same vein as (2.280),
det[Wi(k)] will contain products of the form, .wi C ni /

�
wj C nj

�
: : : ; i ¤ j ¤

: : : , where ni, nj, : : : are uncorrelated noise signals with zero mean values. Then it is
reasonable to suppose that each of the resulting noise signal product combinations,
ni, nj, : : : , will have zero mean values. Hence det[Wi(k)] alone will not contribute
any biasing. This is also true of the product, adj [W1(k)]y1(k), since adj [W1(k)] is
made up of determinants, each of which will not produce biasing and the post-
multiplication by y1(k) just generates more product terms of the form already
discussed, each of which will have zero mean errors due to the noise signals. The
errors in det[Wi(k)] and adj [W1(k)]y1(k) are, however, correlated, since they are
formed from the same noisy signal samples. Unfortunately, therefore, it cannot be
concluded that algorithm (2.282) is entirely free of biasing, but the author has not
yet encountered an example in which this has been troublesome.

2.3.4.8 Filtering

In view of the foregoing, a practicable algorithm could be based on (2.281)
with first-order low-pass filtering operating on the parameter estimates defined
by (2.279). The filter (2.279) will be transformed into the z-domain (Chap. 3) in
preparation for the system block diagram to be presented. Thus

zbPfi .z/ D ˛bPfi .z/C .1 � ˛/bPi .z/ )bPfi .z/ D
�
1 � ˛
z � ˛

�
INbPi .z/; i D 1; 2; : : : ; m;

(2.286)

where IN is the unit matrix of dimensionN �N , which is introduced to remind the
reader that in the physical implementation there are N identical first-order filters.

http://dx.doi.org/10.1007/978-1-4471-6675-7_3
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Fig. 2.33 Block diagram manipulation illustrating validity of input–output signal filtering.
(a) Parameter estimation system with filtering. (b) Equivalent simplified deterministic system

In addition, it would be highly desirable to apply similar filtering to the noisy
signals before they are processed by the parameter estimation algorithm (2.281), but
not with an excessive time constant, Tf; otherwise, there will be insufficient short-
term plant excitation to yield a well-conditioned data matrix, Wi(k). This form of
filtering is valid only if identical filtering is applied to the control signals and the
measurement signals, as illustrated in Fig. 2.33 for an SISO plant.

In Fig. 2.33a, Np(z) is the plant noise originating in the control actuators,
referred to the plant input and Nm(z) is the measurement noise originating in
the measurement instrumentation and referred to the plant output. It is important
to realise that since the parameter estimation algorithm is nonlinear, a z-transfer
function relationship for it does not exist. The transformed variables are only
valid mathematically for the transfer function relationships of the linear parts of
the system, i.e. the plant and the filters. To show the filtering arrangement of
Fig. 2.33a consider the hyperthetical system operation in the absence of the plant
and measurement noise signals. It may then be seen that Fig. 2.33b is obtained from
Fig. 2.33a by block diagram manipulation for linear systems. In Fig. 2.33b, the plant
input, Uf(z), and the plant output, Yf(z) are fed directly to the parameter estimation
algorithm, which will yield the correct estimates. Since these are the same signals as
would be applied to the parameter estimator in the physical system of Fig. 2.33a, the
correct estimates will be obtained by identically filtering the plant input and output
separately, as shown.
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2.3.4.9 Sampling Interval and Modal Timescale Ratio

In order for the set of input and output samples to contain sufficient information
about the plant for accurate estimation of the transfer function coefficients, not
only must the signal levels be sufficiently; high to mask the effects of any noise
contamination and the limited number representation in the digital processor; but
they must also capture the changes in the plant variables that result from its dynam-
ical behaviour. This behaviour is characterised by the plant modes. Oscillatory
and exponential modes have already been introduced in Chap. 1 as describing the
behaviour of feedback control systems and are treated more mathematically in Chap.
3. The term, however, also applies to other dynamical systems, including plants
taken in isolation without feedback control, whose modelling is the subject of this
chapter. Two examples are briefly discussed in the following paragraphs.

In civil engineering, vibration modes occur in building structures. These are
particular types of motion due to the combined elasticity and mass of connected
elements in the structure, occurring at specific frequencies, called the eigenfrequen-
cies. These are oscillatory modes.

In thermal systems, if the electrical power supply to an electric kiln is switched
on, the temperature of the heating element will rise exponentially with a relatively
short time constant towards a steady-state value. On the overall timescale of the
kiln operation, the heating element time constant is usually negligible compared
with the heating time constant of the workpiece. Then the workpiece temperature
will rise nearly exponentially. In any case, the workpiece temperature rise has two
exponential components. These are exponential modes.

The estimation window period, over which the recursive parameter estimation
algorithm acquires a complete set of input–output samples is, with reference to
(2.285), given by

Tw D Œ1C .N � 1/ .nC 1/� n� h D .nC 1/Nh (2.287)

where h is the sampling period. In order to collect sufficient information about the
dynamic response of the plant to the changing input, Tw, should not be very much
less than the longest period of the oscillatory modes or the longest time constant
of the exponential modes. If Tw is too small, in absence of noise, there would
be insufficient changes of the variables over the window duration for the solution
matrix, Wi(k), to be sufficiently well conditioned and the noise sources would cause
unacceptable errors in the parameter estimates. On the other hand, Tw must not be
very much greater than the shortest period of the oscillatory modes or the shortest
time constant of the exponential modes; otherwise, the input–output samples will
be too infrequent to capture sufficient information about the plant behaviour, again
yielding inaccurate parameter estimation.

The period of an oscillatory mode or the time constant of an exponential mode
are of the same order of magnitude as the reciprocals of the associated poles. These
will be defined as the modal timescales. It will be recalled from Chap. 1 that (a) an
exponential mode is a first-order mode and therefore only a single pole is associated

http://dx.doi.org/10.1007/978-1-4471-6675-7_1
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_1
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with the mode and (b) an oscillatory mode is a second-order mode associated with
a complex conjugate pole pair, both poles sharing the same magnitude, given by
the undamped natural frequency. The modal timescale of an exponential mode is
therefore equal to its time constant, while the modal timescale of an oscillatory
mode is T= .2�/, where T is the period of the oscillation at the undamped natural
frequency.

As a general guideline, the estimation window period should satisfy

1 < Tw=T < 100 (2.288)

for each exponential or oscillatory mode.
For a linear plant model, the modal timescale ratio may be defined as

Rm � jTmaxj
jTminj D jsmaxj

jsminj ; (2.289)

where Tmin D 1=smax and Tmax D 1=smin, smax and smin being the modal poles with
the largest and smallest non-zero magnitudes. As a general guideline,

1 < Rm < 100; (2.290)

It must be born in mind, however, that the most appropriate limits of (2.288) and
(2.290) could vary significantly from one plant to another.

Pure integrators, either distinct or multiple, are associated with particular forms
of polynomial exponential modes (Chap. 1), which do not have modal impulse
responses that decay on a finite timescale and are not found to pose problems. They
are therefore not considered when determining the estimation window period, Tw.

If there is only one oscillatory mode or one exponential mode with a modal
timescale of T, then only (2.288) has to be satisfied.

The modal timescale ratio is related to another similarly defined quantity called
the stiffness ratio, which is the ratio between the largest and smallest real parts
of the poles. Most readers will be familiar with the term stiffness in connection
with elastic elements of mechanical systems and, by analogy, with control loops
in which it is defined as (de/dud)ss, where e is the error between the reference
input and the controlled output, ud is a constant external disturbance referred to the
control input and the suffix, ss, refers to the steady-state condition. Such stiffness
is generally brought about in control loops by means of high gain values. As will
be seen in Chap. 10, this is often associated with a closed-loop pole with a large
negative real value in the s-domain relative to a group of dominant poles. This
gives a large stiffness ratio as defined above. This form of stiffness, not always
associated with high control-loop gains, is a property of some dynamical systems
that poses a challenge in obtaining an accurate numerical solution to the ordinary
differential equations that model them [17]. The reader may have observed that some
SIMULINK

®
simulations run slowly with systems containing fast and slow modes.

In fact, various numerical integration algorithms are provided that are specifically

http://dx.doi.org/10.1007/978-1-4471-6675-7_1
http://dx.doi.org/10.1007/978-1-4471-6675-7_10
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designed to simulate stiff systems. If changing to one of these substantially speeds
up the simulation, this is an indication that the system under study may be stiff.
In view of this, it is not surprising that stiff plants pose problems when attempting
recursive parameter estimation.

Unfortunately, for many plants, Rm � 100, but in some cases, model order
reduction may be possible since the modes associated with poles having relatively
large negative real parts will contribute far less to the dynamic response of the plant
than modes associated with poles with much smaller real parts, which are dominant
poles (Chap. 1). In these cases, recursive parameter estimation is possible with a
reduced-order model, but it must be realised that the accuracy of the derived model
will deteriorate to some extent for values of Rm on the borderline between having to
estimate with a full or reduced-order model, i.e. Rm Š 100.

Of the following two examples, the first is a plant for which the order of the
estimated z-transfer function can be the same as the known plant order. The second
is an example requiring model order reduction.

Example 2.1 Recursive parameter estimation for attitude control of a flexible
spacecraft

The Laplace transfer function between the reaction wheel drive input, U(s), and
the rate gyro output, Y(s), for attitude control of a flexible spacecraft is

Y.s/

U.s/
D KDC

1C s2=
2

s .1C s2=!2/
; (2.291)

where the free natural frequency is ! D 1 Œrad=s�, the encastre natural frequency
is 
 D 0:8 Œrad=s� and the DC gain is KDC D 1.

To determine a suitable estimation window duration, Tw, since there is just one
oscillatory mode, the integrator not being considered, the modal time-scale ratio of
(2.289) does not apply.

Since the plant order is n D 3, the number of plant parameters is N D 2n D 6.
The algorithm is therefore given by (2.284). Evaluating (2.287) with h D 0:5 Œs�
then yields Tw D .nC 1/Nh D 12 Œs�. The modal timescale of the oscillatory
mode is T D 1=! D 1 Œs�, which is of the same order as Tw. So according to
(2.288), the choice of h is suitable for the application. Figure 2.34 shows some
simulation results.

The model of (2.291) is implemented in MATLAB
®
–SIMULINK

®
with zero-

order sample and hold unit placed at the output with a sampling period of
h D 0:5 Œs� and a simulation run with the parameter estimation algorithm of
Sect. 2.3.4.7, shown in Fig. 2.33a, with Cmax D 104 and the filtering of Sect. 2.3.4.8
with Tf D 40 Œs�. This value was arrived at by repeated estimation runs, increasing
Tf in steps until the random variations of the filtered parameter estimates were
reduced to acceptable proportions. A total estimation time of 400 [s] is taken to
allow the filtered parameter estimates to reach steady-state (practically). The z-
transfer function model obtained is then simulated alongside the sampled continuous
model to check that the parameter estimation has been successful.

http://dx.doi.org/10.1007/978-1-4471-6675-7_1


2.3 Identification of LTI Plants from Measurements 163

-0.1418
-0.1417
-0.1417
-0.1416
-0.1416
-0.1415

( )3̂b t

51 52 53 54 55 56 57 58 59 6050
[s]t

-1.0005
-1.0004
-1.0003
-1.0002
-1.0001
-1.0000
-0.9999
-0.9998 ( )3â t
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Fig. 2.34 Recursive parameter estimation of a flexible spacecraft. (a) Plant input and output
variables. (b) Unfiltered parameter estimates. (c) Filtered parameter estimates. (d) Responses of
plant and model
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The stimulation signal is a piecewise constant random sequence input voltage
with a uniform statistical distribution between the reaction wheel drive saturation
limits of ˙10 ŒV�, synchronised with the 0.5 [s] sampling. This is shown in
Fig. 2.34a.

The reaction wheel noise added to this signal has a Gaussian distribution with
a 3� value of 1 [mV]. The measurement noise signal added to the sensor output is
also Gaussian at 1:5 � 10�4 ŒV� 	 0:54 Œarc sec =s�, 3� , referred to the attitude
measurement, noting that 1 Œarcsec� D 1=3600 Œdeg�, which is realistic with a
rate gyro of moderate accuracy. Figure 2.34b shows the unfiltered estimates of the
z-transfer function coefficients, updated at h D 0:5 Œs�. A ten second window is
shown so that the piecewise constant estimates can be seen. The fluctuations are, of
course, due to the measurement and plant noise inputs. The filter initial conditions
are zero, resulting in the exponential convergence of the filtered parameter estimates
towards the required constant values, as shown in Fig. 2.34c.

These values were inserted in a SIMULINK
®

z-transfer function and a piecewise
constant input, u(t), applied over a 20 [s] period, resulting in a discrete model output,
ym(t). This is shown together with the output, y(t), of the continuous-time plant
simulation in Fig. 2.34d, indicating no visible errors on the scale of the graph.

Example 2.2 Recursive parameter estimation for plate angle control in a throttle
valve

There are many examples of electromagnetic control actuators throughout
industry that have very small time constants associated with the electrical part of
the model and much longer time constants associated with the mechanical part of
the model. In such cases model order reduction effectively ignores the electrical
time constant. This example is a case in point.

The air-to-fuel ratio of an internal combustion engine is controlled by means of
a throttle valve consisting of a pivoted plate mounted in the air intake tube, driven
by a DC motor through a gear system. A pre-windup coil spring applies a residual
torque ensuring the valve is open in case of an electrical failure. The plate position is
measured by a position sensor attached to the plate. The linearised continuous-time
model supplied courtesy of Delphi Diesel Systems Ltd has the transfer function

Y.s/

U.s/
D Kdc

.1C sT1/ .1C sT2/ .1C sT3/
; (2.292)

where Kdc D 1:8136, T1 D 0:5464 Œs�, T2 D 0:0266 Œs� and T3 D 3:03 � 10�4 Œs�.
The time constant, T3, is associated with the armature circuit of the DC motor, the
time constant, T2, is associated with the inertia and viscous friction of the moving
plate and the time constant, T3, results from the coil spring, whose spring constant
is insufficient to give the system a complex conjugate pole pair. As it stands, this
model has a modal time-scale ratio ofRm D T1=T3 D 1803:3, which by far violates
(2.290). In fact, attempts at estimating a third-order model (not displayed) proved to
be totally intolerant of the realistic noise levels. A reduced-order model, however,
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would ignore T3 and yield a new modal time-scale ratio of Rm D T1=T3 D 1803:3,
which satisfies (2.290). The z-transfer function to be estimated is then

Y.z/

U.z/
D b1z�1 C b2z�2

1C a1z�1 C a2z�2 (2.293)

For n D 2, the number of plant parameters is N D 2n D 4. Then taking h D
0:1 Œs�, (2.287) gives the estimation window duration as Tw D .nC 1/Nh D
1:2 Œs�. Then Tw=T1 D 2:196 and Tw=T2 D 45:11, both of which satisfy (2.288).

The model of (2.292) will be implemented in MATLAB
®
–SIMULINK

®
with a

zero-order sample and hold unit c sampling period of h D 0:5 Œs�. A simulation
is then run with the parameter estimation algorithm of Sect. 2.3.4.7, shown in
Fig. 2.33a, with Cmax D 104 and the filtering of Sect. 2.3.4.8 with Tf D 50 Œs�.
This value was arrived at by repeated estimation runs, increasing Tf in steps until
the random variations of the filtered parameter estimates were reduced to acceptable
proportions. A total estimation time of 300 [s] is taken to allow the filtered parameter
estimates to reach a sufficiently close approximation to their steady-state values.
The stimulation signal is a piecewise constant random input voltage sequence with
levels having a uniform statistical distribution between limits of 0 [V] and 5 [V], to
keep the plate between its end stops corresponding to an output voltage range of
0 ŒV� � y � 10 ŒV�.

This is updated to synchronise with the 0.1 [s] sampling, as shown in Fig. 2.35a.
The plant noise added to this signal has a Gaussian distribution with a 3� value
of 1 [mV]. Similarly, the measurement noise signal added to the plate angle sensor
output is also Gaussian with a 3� value of 1 [mV]. Figure 2.35b shows the unfiltered
estimates of the z-transfer function coefficients, updated at h D 0:1 Œs�. A five
second window is shown so that the piecewise constant estimates can be seen.
The filter initial conditions are zero, resulting in the exponential convergence of
the filtered parameter estimates towards the required constant values, as shown in
Fig. 2.35c. These values were inserted in a SIMULINK® z-transfer function with
a ramped input, u(t), which is often used in this application, over a 3 [s] period,
resulting in a discrete model output, ym(t). This is shown together with the output,
y(t), of the continuous-time plant simulation in Fig. 2.35d. In this case, a small
error between the original plant output, ym(t), and the estimated discrete model
output, ym(t), is visible, which is attributed to the model order reduction rather than
biasing. This has been confirmed by carrying out the whole of the above parameter
estimation simulation again but with zero noise sources, no change of the error
relative to that of Fig. 2.35d being visible.

In some applications, the sampling periods required for recursive parameter
estimation may be too long for satisfactory discrete control to be attainable. To solve
this problem, means of changing the coefficients of a z-transfer function plant model
to cater for a reduced sampling period are given in Chap. 3, Sect. 3.4.4.

http://dx.doi.org/10.1007/978-1-4471-6675-7_3
http://dx.doi.org/10.1007/978-1-4471-6675-7_3
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Fig. 2.35 Recursive parameter estimation of a throttle valve for Diesel engines. (a) Plant
input and output variables. (b) Unfiltered parameter estimates. (c) Filtered parameter estimates.
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